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Introduction

Over the last few years the project of developing the methods of Geometric Measure Theory in very general metric spaces has been carried out along the lines originally suggested in Federer’s book [33]. In many respects, deep contributions to this task have been inspired and carried out by the works of Ambrosio & Kirchheim [3, 4], Cheeger [18], David & Semmes [25], De Giorgi [27, 28, 29, 30], Gromov [49, 50], Montgomery [77], Pansu [81, 82], Preiss & Tisér [84], just to mention some examples.

Many of advances are somehow connected with a contemporary development of a foundational theory of Sobolev spaces in abstract metric settings, culminated in the paper [52].

Geometries associated with a family of vector fields and Carnot-Carathéodory spaces are, of course, the main models of this research. On this subject, there is a wide literature and we shall refer the reader to [9], [14], [23], [36], [37], [38], [39, 40], [45], [57], [69], [73], [77], [80], [82], [90], [93], [94]. Clearly, this list is far from being complete, but illustrates fairly well some of the directions followed by the contemporary research.

The closeness of Analysis and Geometry is here particularly stressed by the fact that, initially, these questions had arisen in the field of hypoelliptic differential equations. In this respect, we mention the important paper by Rothschild and Stein, [85]. We have also to emphasize the special importance of the related studies on nilpotent Lie groups; as references we would cite the papers of Folland and Stein [34], [35], [89] and Goodman [47] as regards the analytical aspects, and, for instance, those of Pansu [81, 82] and Korányi & Reimann [61] to better appreciate the geometrical features involved in this kind of problems. See also [53], [77] and [78] for useful comments and more detailed references.

Finally, we would stress that the mathematical interest for these largely non-euclidean geometries, at least from É. Cartan’s work (see, for example, [15]), seems motivated by the fact that they constitute a model for the so-called non-holonomic physical systems, i.e. non-integrable in the sense of Frobenious theorem. See, for
instance, the very interesting survey by Vershik & Gershkovich in [95], but also [9] and [49].

The geometric setting of this PhD thesis is that of Carnot groups, also known in the current literature as non-Abelian vector spaces or subriemannian groups [9], [49], [73], [77].

They constitute an important class of examples of subriemannian geometries, and they have become the subject of many papers of geometric analysis. See, for instance, [14], [45], [41, 42, 43], [49], [66, 67], [73], [79], [82], [94]).

Roughly speaking, Carnot groups are nilpotent stratified Lie groups endowed with a one-parameter family of dilations adapted to the Lie algebra stratification. They are naturally equipped with an $m_1$-planes distribution, constructed by left translation of the first $m_1$-dimensional step $H$ of the Lie algebra stratification. This $m_1$-planes distribution, still denoted by $H$, is a subbundle of the tangent bundle of the group whose elements are called horizontal vectors. A subriemannian structure on them is defined whenever the fibres of this bundle are endowed with an inner product.

The crucial role played by Carnot groups in the theory of Carnot-Carathéodory geometries, comes from a deep theorem of Mitchell which states that the tangent cone -in the sense of Gromov-Hausdorff - of any Carnot-Carathéodory space is a suitable Carnot group, [73]. See also [77] for many clarifying discussions about this point.

Since Carnot groups are homogenous groups, according to a definition given by Stein, [89], harmonic analysis and P.D.E.’s on them have been an extensive subject of research. Furthermore, many classical tools of Calculus of Variations have been generalized to this context and, in particular, the theory of bounded $H$-variation functions and that of $H$-Caccioppoli sets, [39, 41, 42], [45], [67], [79]. Notice that, in both these notions, $H$ means horizontal, i.e. they are notions related only to the horizontal subbundle of the Carnot group. For a specific survey of these results and for more detailed bibliographic references, we shall refer the reader to [5], [14], [24], [40, 41, 42, 43], [44], [45], [65], [66, 67], [79], [83].
In the present PhD thesis we shall try to give some contributions to the study of both integral and differential-geometric properties of submanifolds of Carnot groups.

The thesis is subdivided into 7 sections, the first of which is foundational and introduces many of the notions useful for the sequel.

Section 2, 3 and 4 are devoted to illustrate some new results about the Integral Geometry of Carnot groups.

All the results given in this part of the thesis are contained in the paper *Some relations among volume, intrinsic perimeter and one-dimensional restrictions of BV functions in Carnot groups*, [75].

Section 5, 6 and 7 are mainly concerned with a differential-geometric study of “suitably regular” hypersurfaces, particularly in the case of 2-step Carnot groups. This part contains the results of an unpublished preprint *Some remarks about the geometry of non-characteristic hypersurfaces in Carnot groups*, [76].

More precisely, in Section 2, our starting point will be a Fubini type theorem for codimension one $H$-regular submanifolds (see Definition 1.38). It can be stated as follows:

**Theorem 0.1.** Let $G$ be a $k$-step $n$-dimensional Carnot group and let $S \subset G$ be a $H$-regular hypersurface. By the Implicit Function Theorem 1.39 (see [42]), without loss of generality, we may assume that $S = \partial E$ globally, where $E \subset G$ is an open $H$-Caccioppoli set with locally $C^1_H$ boundary. Let $X \in H$, $|X|_H = 1$, be a unit horizontal left invariant vector field which is transverse to $S$. Let $\gamma_y$ be the horizontal $X$-line starting from $y \in S$ and let us suppose that $\gamma_y(\mathbb{R}) \cap S = \{y\}$ for every $y \in S$. Finally, let $D \subseteq \mathcal{R}^X_S$ be a Lebesgue measurable subset of $G$ that is reachable from $S$. Then we have

(i) $D_y := \gamma_y(\mathbb{R}) \cap D$ is $\mathcal{H}^1_c$-measurable for $|\partial E|_H$-a.e. $y \in S$;

(ii) the mapping $S \ni y \mapsto \mathcal{H}^1_c(D_y)$ is $|\partial E|_H$-measurable on $S$ and

$$
\mathcal{L}^n(D) = \int_{pr^X_S(D)} \mathcal{H}^1_c(D_y) |\langle X, \nu_E \rangle_{H_y}| d |\partial E|(y) = \int_{pr^X_S(D)} \mathcal{H}^1_c(D_y) d |\partial X E|(y),
$$
where $|\partial_X E|$ denotes the partial $X$-perimeter of $E$ (see Section 1.4).

The proof of the theorem follows by an approximation argument for $H$-regular hypersurfaces, after using Proposition 2.3 which proves the result for $C^1$-smooth hypersurfaces. We would emphasize the fact that the main problem to obtain these formulae is that of a good choice of projection maps. Here we use, for a great number of integral formulae, the projections along the integral curves of horizontal vectors of Lie algebra $\mathfrak{g}$, that we shall call horizontal projections.

In Section 3.1, we use this kind of results to work with one-dimensional slices of functions. We then apply this procedure to state a characterization of the space $H_{BV}$ (see Theorem 3.7). A similar characterization was proved in [96] for Sobolev spaces in Carnot groups.

More precisely, this will be done by linking, through a horizontal slicing, the total $H$-variation of a function with that of its one-dimensional restrictions. We refer the reader to Section 3.1 for related definitions and precise statement of the results.

In Section 3.2, we prove some integral-geometric formulae and one in particular, which characterizes the intrinsic perimeter measure. We can write the result as follows (see Proposition 3.14):

**Proposition 0.2. [Integral geometric $H$-perimeter]** Let $U \subseteq \mathbb{G}$ be open and fix $z \in \mathbb{G}$. If $D \subset \mathbb{G}$ is a $H$-Caccioppoli set, we have then

$$|\partial_D H(U)| = \frac{1}{2\kappa_{m_1 - 1}} \int_{\mathbb{R}^{m_1 - 1}} d\sigma_{m_1 - 1}(X) \int_{\text{pr}_X \mathcal{I}_z(X)(D \cap U)} \text{var}_X^1 [1_{D \cap U}^X](y) \, d\mathcal{H}^{n-1}(y),$$

where $\kappa_{m_1 - 1}$ is the $m_1 - 1$-dimensional Lebesgue measure of the unit ball in $\mathbb{R}^{m_1 - 1}$.

Here, $\mathcal{I}_z(X)$ denotes the generic “vertical hyperplane” through $z \in \mathbb{G}$ and $\text{var}_X^1 [\cdot](\cdot)$ the one-dimensional variation (see Section 3.2).

Afterwards, in Section 3.2, we introduce a notion of horizontal convexity, called $H$-convexity, explaining some of its main features.

This notion turns out to be analogous to that recently given in [24] and in [65]. We then prove that $H$-convex sets verify an integral Cauchy type formula for
the $H$-perimeter (see Theorem 3.21), and then a related inequality, showing, in a sense, this kind of convex sets to minimize the intrinsic $H$-perimeter.

Section 4 is devoted to state and prove a horizontal Santaló type formula and some of its possible applications (see Theorem 4.5). We stress that our result generalizes to arbitrary Carnot groups a result already proved in Pansu’s thesis, [81]. This formula is strictly connected with the introduction of a measure on the so-called unit horizontal bundle of $G$ and with its invariance under a suitable restriction of the Riemannian geodesic flow. We refer to Section 4 for a detailed introduction.

We then apply Theorem 4.5 to show a geometric inequality among volume, $H$-perimeter and diameter of smooth bounded domains.

As an application to Analysis in Carnot groups, we perform some explicit computations to find two lower bounds for the first eigenvalue of the Dirichlet problem for the Carnot sub-Laplacian on smooth domains. This will be done by adapting some methods of Riemannian geometry inspired by the Crooke’s article, [21]; see also [17] and [26] for a classical setting.

From now on, we shall illustrate the results of the second part of the thesis, from Sections 5 until Section 7.

Here, the main task we try to carry out, is that of a better understanding of how the study of hypersurfaces in Carnot groups may be approached. We shall tract, with more emphasis, the case of 2-step Carnot groups, since in this case a Rectifiability Theory, has been developed, due to Franchi, Serapioni and Serra Cassano [41, 42, 43]; see also [1], [7], [66, 67].

The point of view developed in this thesis seems to be slightly different from that of the current literature. Indeed, all the geometric structures that we consider are supposed to be smooth, as is usually assumed in Riemannian geometry. In fact, since Carnot groups can be regarded as Riemannian manifolds, we shall make use of some basic tools of differential geometry such as connections, differential forms and moving frames which allow us to describe the local geometric properties of a suitable regular hypersurface. For an introduction to these methods and for the definitions used, we refer the reader to Section 1.1 and 1.2, while a detailed study
of these topics will begin from Section 5.

In this way, we are able to define some local geometric invariants associated with the $H$-perimeter measure as, for instance, a suitable notion of horizontal mean curvature of a hypersurface. We stress that this notion gives the same scalar invariant used in some recent papers, as that of N. Garofalo and S. Pauls, [44].

Since we will restrict ourselves to consider the case of regular, non-characteristic hypersurfaces (see Section 5), we shall define a smooth differential form $\sigma_{H}$ on such hypersurfaces, that is the horizontal perimeter form, that will play the role of the $H$-perimeter measure. More precisely, we give the following:

**Definition 0.3.** \([H\text{-perimeter form } \sigma_{H}]\) Let $S \subset G$ be a smooth, non-characteristic hypersurface with unit horizontal normal $\nu_{H}$. Then the **$H$-perimeter form** $\sigma_{H}$ on $S$ is the differential $n-1$-form on $S$ given by contraction with $\nu_{H}$ of the volume form $\Omega^{n}$, i.e.

$$\sigma_{H}|_{S} := (\nu_{H} \mid \Omega^{n})|_{S}. \quad (1)$$

For the case of 2-step Carnot groups, in Section 6.1, we shall develop a basic differential-geometric formalism using suitable moving frames that turns out to be adapted to the horizontal tangent space $HTS$ of a non-characteristic hypersurface. This will be done because we try to study the $H$-perimeter form $\sigma_{H}$ instead of the Riemannian area form. We refer the reader to Section 6 for precise statements, and, in particular, to Definition 6.1, for the notion of $H$-adapted moving frame.

We stress that our choice to define a such $H$-adapted frame is motivated by the fact that we cannot use the usual Riemannian approach (see [63], [16], [87], [88]) in proving variational formulas concerning the $H$-perimeter form $\sigma_{H}$ as, for instance, divergence-type theorems on hypersurfaces or the 1st and the 2nd variation of $\sigma_{H}$.

In the same perspective, we introduce some affine connections, that turn out to be naturally associated with a suitable decomposition of the tangent space. One of them is the so-called horizontal connection as defined in [60] (see Section 1.2, for these definitions). For this restricted $H$-connection we show a generalized version of the classical Gauss formulae (see Proposition 6.17).

Then, the formalism of differential forms on Lie groups and the methods that
we have previously developed, allow us to deduce basic results such as integration by parts on regular hypersurfaces. This is the subject of Section 6.2 where we shall prove Gauss-Green type formulas on regular hypersurfaces and consequently, Green's type identities; see Section 6.2.

One of the main consequences of our approach is indeed the following:

**Theorem 0.4.** [Divergence type theorems on regular hypersurfaces] Let $G$ be a 2-step Carnot group with Lie algebra $\mathfrak{g} = H \oplus Z$. Let $S \subset G$ be a smooth immersed non-characteristic hypersurface with unit normal vector along $S$ denoted by $N$. Let $U \subset S$ be compact and suppose that the boundary $\partial U$ is a smooth $n-2$-dimensional Riemannian submanifold with outward pointing unit normal $\eta$. Then

(i) For every smooth vector field $X \in C^\infty(G, VS)$ we have

$$\int_U \nabla_{VS} X \sigma_H + \int_U \left\{ \sum_{\beta \in I_2} n_\beta C^\beta \nu_H, \mathcal{P}_H(X) \right\}_H \sigma^{n-1} = \int_{\partial U} \langle X, \eta \rangle |\mathcal{P}_H(N)|_H \sigma^{n-2};$$

(ii) For every smooth vector field $X \in C^\infty(S, HTS)$ we have

$$\int_U \nabla_{HTS} X \sigma_H + \int_U \left\{ \sum_{\beta \in I_2} n_\beta C^\beta \nu_H, X \right\}_H \sigma^{n-1} = \int_{\partial U} \langle X, \eta \rangle |\mathcal{P}_H(N)|_H \sigma^{n-2};$$

(iii) For every smooth vector field $X \in \mathfrak{X}(S)$ we have

$$\int_U \left\{ \nabla_{VS} X - \mathcal{H}_H^{sc}(X, \nu_H) \right\} \sigma_H + \int_U \left\{ \sum_{\beta \in I_2} n_\beta C^\beta \nu_H, \mathcal{P}_H(X) \right\}_H \sigma^{n-1} = \int_{\partial U} \langle X, \eta \rangle |\mathcal{P}_H(N)|_H \sigma^{n-2}.$$
Here, VS denotes the vertical bundle over S, HTS the horizontal tangent bundle over S, \( \{C^\beta \}_{\beta \in I_2} \) denotes a family of linear operators depending on the structural constants of the Lie algebra. Moreover \( \text{div}_{VS} \) and \( \text{div}_{HTS} \) denote, respectively, the divergence operators on the vector bundles VS and HTS. Finally, \( H_{\nu}^{hc} \) is the scalar mean horizontal curvature along \( U \); see Section 5 and Section 6.1.

In Section 7, we shall compute, by using the method of \( H \)-adapted moving frames, the 1st and the 2nd variation of the \( H \)-perimeter form \( \sigma_H \) in 2-step Carnot groups. The theorem about the 1st variation is the following (see Section 7.2):

**Theorem 0.5.** Let \( G \) be a 2-step Carnot group and let \( \iota : U \longrightarrow G \) be the inclusion into \( G \) of a smooth non-characteristic hypersurface \( U \) with boundary \( \partial U \). Moreover, let \( \vartheta : (-\epsilon, \epsilon) \times U \longrightarrow G \) be a smooth variation of \( \iota \), with variation vector field \( W \), and assume that \( U_t = \vartheta_t(U) \) is non-characteristic for \( t \in (-\epsilon, \epsilon) \). Let \( \Gamma(t) = \vartheta_t^* \sigma_{H,t} \) be a \( C^\infty \) 1-parameter family of \( n-1 \)-forms on \( U \). If \( I_{U_t}(\sigma_H) := \frac{d}{dt} \int_U \Gamma(t) |_{t=0} \), then

\[
I_{U_t}(\sigma_H) = - \int_U H_{\nu}^{hc} \langle P_H(W), \nu_H \rangle_H \sigma_H - \int_U \langle \mathcal{H}_{\nu}^{hc} \langle P_Z(W), P_Z(N) \rangle_H \sigma^{n-1} + \int_{\partial U} \langle W, \eta \rangle |P_H(N)\rangle_H \sigma^{n-2}.
\]

For 2-step Carnot groups we then prove a formula for the 2nd variation of \( \sigma_H \), without boundary terms, since in this case we will make use of compactly supported vector fields. The calculation itself is quite difficult and also the result has a quite complicated expression, at least in the general case of normal variations (see Theorem 7.8).

The other interesting theorem of Section 7.3 gives the 2nd horizontal normal variation of \( \sigma_H \). Also this formula is stated without boundary terms. The result reads as follows:

**Theorem 0.6.** Let \( G \) be a 2-step Carnot group and \( \iota : U \longrightarrow G \) be the inclusion into \( G \) of a smooth non-characteristic hypersurface \( U \) with boundary \( \partial U \). Moreover, let \( \vartheta : (-\epsilon, \epsilon) \times U \longrightarrow G \) be a smooth normal \( H \)-variation of \( \iota \), with variation
vector field $W = w \nu_H \in C^\infty_0(G, H)$ such that $\text{spt}(W) \cap \mathcal{U} \subseteq \mathcal{U}$. Assume that $\mathcal{U}_t = \vartheta_t(\mathcal{U})$ is non-characteristic for $t \in (-\epsilon, \epsilon)$ and let $\Gamma(t) = \vartheta^*_t \sigma_H$ be a $C^\infty$ 1-parameter family of $n-1$-forms on $\mathcal{U}$. If $\Pi^{\text{int}}_{\mathcal{U}}(\sigma_H) := \frac{d^2}{dt^2} \int_{\mathcal{U}} \Gamma(t)|_{t=0}$, then

$$
\Pi^{\text{int}}_{\mathcal{U}}(\sigma_H) = \int_{\mathcal{U}} \left\{ -W(w)H^{sc} + w^2 \left( (H^{sc})^2 - \|b_H\|^2_{\text{Gram}} \right) - w \Delta_{\text{HRS}} w \right. - w^2 \sum_{\alpha \in I_2} \langle \nabla_{\tau^S_\alpha} \nu_H, C^\alpha \nu_H \rangle + \left. \frac{w^2}{2} \sum_{\alpha \in I_2} \|C^\alpha \nu_H\|^2_{\text{Gram}} - w \text{div}_{\text{HRS}}(wC\nu_H) \right\} \sigma_H;
$$

see Section 7.1. Here $\tau^S_\alpha = X_\alpha - \langle X_\alpha, N \rangle N$ ($\alpha \in I_2 = \{m_1 + 1, \ldots, n\}$).

The Addendum of Section 7 is then devoted to prove, by using a different method, integration by parts theorems on regular non-characteristic hypersurfaces and the 1st variation formula for $\sigma_H$ in the general case of k-step Carnot groups.
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1 Preliminaries

1.1 The geometry of Carnot groups

In this section we recall the main notions about Carnot groups, introducing also the main geometric structures as connections and differential forms that we will use throughout this thesis. As a basic references for the topics developed in this section we cite [9], [20], [53], [54], [59], [49], [64], [71], [77], [92], [95].

Let $G$ be a $n$-dimensional, connected and simply connected Lie group over $\mathbb{R}$ with group law denoted by $\cdot$. Let $X(G)$ be the set of all smooth sections of $T G$, i.e. $X(G) := C^\infty(G, T G)$. As usual, any $x \in G$ defines smooth maps $L_x, R_x : G \to G$, called left translation and right translation, respectively, by $L_x(y) := x \cdot y, R_x(y) := y \cdot x, y \in G$. Let $\mathfrak{g}$ denote the Lie algebra of $G$, i.e. the linear subspace of $X(G)$ of all left invariant vector fields of $G$, endowed with the bracket operation $\left[ \cdot, \cdot \right] : \mathfrak{g} \times \mathfrak{g} \to \mathfrak{g}$. This algebra is canonically isomorphic to $T_e G$, i.e. the tangent space at the identity $e$ of $G$, via the identification of any left invariant vector field $X$ of $G$ with its value $X_e$ at $e$. Here the isomorphism is explicitly given by $L_x^* : T_e G \to T_x G$, i.e. the differential of the left translation by $x$ at $e$, so that hereafter we will think of $\mathfrak{g}$ either as the vector space $T_e G$ with the rule composition $\left[ \cdot, \cdot \right]$, as well as the Lie algebra of vector fields of $G$.

Remark 1.1. Since the tangent space at any point $x \in G$ is completely determined by the structure of the tangent space at the identity $e \in G$, we shall use the following notation: if $K$ is a vector subspace of $\mathfrak{g} = T_e G$ we denote by $K_x$ its corresponding image through $L_{x^*}$ in $T_x G$ and by $W$ the smooth subbundle of $T G$ whose fibre at the point $x \in G$ is $K_x$.

For any $X \in \mathfrak{g}$ we shall denote by $\gamma_X : \mathbb{R} \to G$ the one-parameter subgroup of $G$ generated by $X$, or equivalently, the integral curve of $X$ starting at the identity $e$ of $G$.

Now let $\exp : \mathfrak{g} \to G$ denote the Lie group exponential map defined by $\exp(X) := \gamma_X(1)$, for $X \in \mathfrak{g}$. It is well known that, in general, $\exp$ is a diffeomorphism of an open neighborhood $O_0$ of $0$ in $\mathfrak{g}$ onto an open neighborhood $O_e$ of $e$.
in $\mathbb{G}$, but since $\mathbb{G}$ is connected and simply connected, we have that $\exp$ is a global diffeomorphism of $\mathfrak{g}$ onto $\mathbb{G}$. Therefore we denote by $\log: \mathbb{G} \rightarrow \mathfrak{g}$ its inverse. If $X$ is a left invariant vector field of $\mathbb{G}$ and $x \in \mathbb{G}$, then $\gamma_{Xx}$ denotes the integral curve of $X$ starting from $x$. We remark that $\gamma_{Xx}$ is given by right translation of $x$ by $\exp(tX)$, $t \in \mathbb{R}$. Now if $\{e_1, ..., e_n\}$ is a linear basis of $\mathfrak{g} = T_e\mathbb{G}$, then the corresponding coordinates in $\mathbb{G}$, given by the inverse log of the exponential map, will be called a system of exponential coordinates in $\mathbb{G}$ or also, canonical coordinates of the first kind. The differential of the exponential map can be described, in general, as follows [54]:

$$d \exp_X = d \left( L_{\exp_X} \right)_e \circ \frac{1 - e^{-\text{ad}X}}{\text{ad}X} \quad (X \in \mathfrak{g}).$$

(2)

Here $1 - e^{-A}/A$ stands for $\sum_{h=0}^{\infty} (-A)^h/(h+1)!$. Moreover $\text{ad}X$ denotes the linear transformation of $\mathfrak{g}$ given by $\text{ad}X(Y) = [X,Y]$.

Henceforth we assume that $\mathbb{G}$ be endowed with a left invariant Riemannian metric. We stress that, fixing some basis $\{e_1, ..., e_n\}$ of the vector space $\mathfrak{g}$, there is only one left invariant Riemannian metric on $\mathbb{G}$ such that the corresponding left invariant vector fields $(X_1, ..., X_n)$, (where $(X_j)_x = (L_x)_*e_j$, $j = 1, ..., n$) are everywhere orthonormal; see [71]. More precisely, we will fix on $\mathbb{G}$ the left invariant Riemannian metric obtained by left translation of the Euclidean metric $\langle \cdot, \cdot \rangle$ on $\mathfrak{g}$ that makes $e_1, ..., e_n$ an orthonormal basis, i.e.

$$\langle X, Y \rangle := \langle X_e, Y_e \rangle, \quad \forall \ X, Y \in \mathfrak{X}(\mathbb{G}).$$

(3)

For each positive integer $i$, we set $\mathfrak{g}^i := [\mathfrak{g}, \mathfrak{g}^{i-1}]$, where $\mathfrak{g}^1 := \mathfrak{g}$. We say that $\mathfrak{g}$ is nilpotent if $\mathfrak{g}^i = \{0\}$ for some positive integer $i$; in this case the center of $\mathfrak{g}$ contains $\mathfrak{g}^{i-1}$. The Lie algebra $\mathfrak{g}$ is k-step if $\mathfrak{g}^{k+1} = \{0\}$ and $\mathfrak{g}^k \neq \{0\}$; in this case we say that the Lie group $\mathbb{G}$ is k-step.

For a k-step nilpotent Lie group $\mathbb{G}$ the group law $\bullet$ is completely determined, by the Campbell-Hausdorff formula, from the structure of $\mathfrak{g}$, [20, 92]. Indeed we have that

$$\exp(X) \bullet \exp(Y) = \exp(\bar{P}(X,Y)) \quad \forall \ X, Y \in \mathfrak{g},$$
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where \( \widetilde{P} : \mathfrak{g} \times \mathfrak{g} \rightarrow \mathfrak{g} \) is defined by the following identity

\[
\widetilde{P}(X,Y) = X + Y + \frac{1}{2} [X,Y] + \frac{1}{12} [X,[X,Y]] - \frac{1}{12} [Y,[X,Y]] + \mathcal{R}(X,Y).
\]

Here above \( \mathcal{R}(X,Y) \) denotes a formal series of brackets of length at least 3 and at most \( k-1 \).

**Remark 1.2.** In exponential coordinates, the group law \( \cdot \) of \( \mathbb{G} \) turns out to be a polynomial function. Indeed, let \( x, y \in \mathbb{G} \) and \( X = \sum_{i=1}^{n} x_{i} e_{i}, \ Y = \sum_{i=1}^{n} y_{i} e_{i} \in \mathfrak{g} \) be such that \( x = \exp(X) \) and \( y = \exp(Y) \). Then \( z = x \cdot y \) if, and only if, there exists \( Z = \sum_{i=1}^{n} z_{i} e_{i} \in \mathfrak{g} \) such that \( z = \exp(Z) \) and \( Z = \widetilde{P}(X,Y) \). Now, setting \( \mathcal{P}(\cdot,\cdot) := \exp(\widetilde{P}(\log(\cdot),\log(\cdot))) \), we get \( \mathcal{P}(x,y) = x \cdot y \). Note also that, in exponential coordinates, the identity \( e \) of \( \mathbb{G} \) is given by \( e = (0,...,0) \) and if \( x = (x_{1},...,x_{n}) \in \mathbb{G} \), then \( x^{-1} = (-x_{1},..., -x_{n}) \). Hereafter, we shall set

\[
\mathcal{P}(x,y) := x + y + \mathcal{Q}(x,y),
\]

where \( \mathcal{P} = (\mathcal{P}_{1},... ,\mathcal{P}_{n}) \) and \( \mathcal{Q} = (\mathcal{Q}_{1},... ,\mathcal{Q}_{n}) \) are \( \mathbb{G} \)-valued polynomial functions on \( \mathbb{G} \), written in exponential coordinates, [20], [78].

A k-step nilpotent Lie group \( \mathbb{G} \) is **stratified** if its Lie algebra \( \mathfrak{g} \) admits a k-step stratification, i.e. there exist linear subspaces \( V_{1},...,V_{k} \) of \( \mathfrak{g} \) such that

\[
\mathfrak{g} = V_{1} \oplus ... \oplus V_{k}, \quad [V_{i},V_{i-1}] = V_{i} \text{ for } i = 2,..., k \text{ and } V_{k+1} = \{0\}. \quad (4)
\]

In this case we set \( H := V_{1} \) to denote the horizontal layer of the stratification of \( \mathfrak{g} \). Note that, by iterated brackets, \( H \) generates the whole Lie algebra \( \mathfrak{g} \).

**Definition 1.3.** [Carnot groups] We say that a finite-dimensional, connected, simply connected nilpotent Lie group is a Carnot group if its Lie algebra is stratified.

**Warning.** Throughout the thesis, unless otherwise mentioned, \( \mathbb{G} \) will denote a n-dimensional Carnot group with Lie algebra \( \mathfrak{g} \), and the number \( k \) its step.

Any Carnot group can be naturally endowed with a family of Carnot dilations \( \{\delta_{\lambda}(x_{1},...,x_{n}) = (\lambda^{a_{1}}x_{1},...,\lambda^{a_{n}}x_{n})\}_{\lambda > 0} \). To construct these dilations we first
consider the family of linear operators $\tilde{\delta}_t : \mathfrak{g} \to \mathfrak{g}$, $t \in \mathbb{R}_+$, which act by scalar multiplication by $t^i$ on $V_i$ for $i = 1, \ldots, k$; then we extend these operators to group automorphisms by setting

$$\delta_\lambda(x_1, \ldots, x_n) = (\lambda^{\alpha_1}x_1, \ldots, \lambda^{\alpha_n}x_n) := \exp \circ \tilde{\delta}_t \circ \log : \mathbb{G} \to \mathbb{G}.$$ 

Hereafter, we identify $\mathfrak{g} = T_e \mathbb{G}$ with $\mathbb{R}^n$ and we choose as a basis, the standard one of $\mathbb{R}^n$, denoted by $\{e_1, \ldots, e_n\}$. This basis can be adapted to the stratification of $\mathfrak{g}$ as follows. First, we set $m_i := \dim V_i$ and $h_i := m_1 + \cdots + m_i$, for $i = 1, \ldots, k$, where $h_0 := 0$ and $h_k := n$; then we assume that $e_{h_{i-1}+1}, \ldots, e_{h_i}$ is a basis of $V_j$ for each $j = 1, \ldots, k$.

Remark 1.4. If $x = \exp(X) (X = \sum_{i=1}^n x_i e_i)$, we get

$$\delta_t x = \delta_t (x_1, \ldots, x_n) = (t^{\alpha_1}x_1, \ldots, t^{\alpha_n}x_n) \quad \forall x \in \mathbb{G}, \ t > 0, \quad (5)$$

where $\alpha_i \in \mathbb{N}$ is called the homogeneity of the variable $x_i$, and we have that $\alpha_j := i$ whenever $h_{i-1} + 1 \leq j \leq h_i$. Hence

$$1 = \alpha_1 = \ldots = \alpha_{m_1} < \alpha_{m_1+1} = 2 \leq \ldots \leq \alpha_n = k.$$

Following [89], we note that $\mathbb{G}$ is a homogeneous group with respect to Carnot dilations. Thus, $Q := \sum_{i=1}^k i \dim (V_i)$ denotes its homogeneous dimension. We have that $P_i$ and $Q_i$ are homogeneous polynomials of degree $\alpha_i$ with respect to $\{\delta_t\}_{t>0}$, i.e. $P_i(\delta_t x, \delta_t y) = t^{\alpha_i} P_i(x, y)$, $Q_i(\delta_t x, \delta_t y) = t^{\alpha_i} Q_i(x, y)$ for any $x, y \in \mathbb{G}$. Moreover the following items hold, [42, 43], [79]:

(i) $Q_1(x, y) = \ldots = Q_{m_1}(x, y) = 0$;

(ii) $Q_j(x, 0) = Q_j(0, y) = 0$ and $Q_j(x, x) = Q_j(x, -x) = 0$ for $m_1 < j \leq n$;

(iii) $Q_j(x, y) = Q_j(x_1, \ldots, x_{h_{i-1}}, y_{1}, \ldots, y_{h_{i-1}})$ if $1 \leq i \leq k$ and $j \leq h_i$;

(iv) $Q_j(x, y)$ is a sum of terms each of which contains a factor $(x_i y_l - x_l y_i)$ for some $1 \leq i, l < j$, whenever $j > m_1$. 
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Starting from the basis \( \{ e_1, \ldots, e_n \} \) of \( \mathfrak{g} \), a smooth global frame \((X_1, \ldots, X_n)\) for \( \mathbb{G} \), is defined by

\[
(X_j)_x := L_{x*} e_j, \quad \forall \ x \in \mathbb{G}, \ j = 1, \ldots, n. \tag{6}
\]

Note that, putting \( A(x) := [A_{ij}(x)]_{i,j=1,\ldots,n} \ (x \in \mathbb{G}) \), where

\[
A_{ij}(x) := \frac{\partial P_i(x,0)}{\partial y_j},
\]

we get that \( A(x) \) is the \( n \times n \)-matrix representing, in exponential coordinates, the pushforward associated with \( L_x \).

**Remark 1.5.** Each left invariant section of the frame \((X_1, \ldots, X_n)\) have polynomial coefficients and it can be written as follows, \([43], [79]\):

\[
X_j(x) = e_j + \sum_{i > h}^{n} A_{ij}(x) e_i \quad \forall \ j \leq h, \ (j = 1, \ldots, n). \tag{7}
\]

If \( j \leq h \), we get that

\[
A_{ij}(x) = A_{ij}(x_1, \ldots, x_{h-1}), \quad A_{ij}(e) = 0, \quad A_{ij}(\delta_t(x)) = t^{\alpha_i - \alpha_j} A_{ij}(x).
\]

Moreover, \( X_j \) turns out to be homogeneous of degree \( \alpha_j \) with respect to Carnot dilations, i.e.

\[
X_j(\psi \circ \delta_t)(x) = t^{\alpha_j} X_j(\psi)(\delta_t x) \quad \forall \ \psi \in C^\infty(\mathbb{G}), \ \forall \ x \in \mathbb{G}, \ t > 0.
\]

According to Remark 1.1 we shall denote by \( H \) the horizontal bundle for \( \mathbb{G} \), that is, the smooth subbundle of the tangent bundle \( T\mathbb{G} \) given by \( H := \bigsqcup_{x \in \mathbb{G}} H_x \), where \( H_x \) denotes the horizontal space at the point \( x \in \mathbb{G} \), i.e. \( H_x = L_{x*} H \). Here the bundle projection map \( \pi_H : H \longrightarrow \mathbb{G} \) is just the restriction to \( H \) of the natural projection map \( \pi \) of \( T\mathbb{G} \). A subriemannian structure on \( \mathbb{G} \) is given by endowing each fibre of \( H \) with an inner product \( \langle \cdot, \cdot \rangle_H : H \times H \longrightarrow \mathbb{R} \). In this thesis we shall assume that \( \langle \cdot, \cdot \rangle_H := \langle \cdot, \cdot \rangle|_H \) and we denote by \( | \cdot |_H \) its associated norm.

A curve \( \gamma \subset \mathbb{G} \) is horizontal if its tangent vector \( \dot{\gamma} \) is everywhere tangent to \( H \).
Definition 1.6. [9] The Carnot-Carathéodory distance of any two points \(x, y \in G\) is given by
\[
d_c(x, y) := \inf \int_0^1 |\dot{\gamma}(t)|_H dt,
\]
where the infimum is taken over all horizontal curves \(\gamma : [0, 1] \to G\), joining \(x\) to \(y\), i.e. \(\gamma(0) = x, \gamma(1) = y\).

Since the rank of the Lie algebra of vector fields generated by \((X_1, \ldots, X_{m_1})\) is \(n\), Chow’s Theorem, [9, 49], implies that the set of all horizontal curves joining two different points is not empty and hence \(d_c\) is a metric on \(G\). Moreover, \(d_c\) induces on \(G\) the same topology as the Riemannian one and is well behaved with respect to left translations and group dilations, i.e. \(d_c(z \cdot x, z \cdot y) = d_c(x, y)\) and \(d_c(\delta_t(x), \delta_t(y)) = td_c(x, y)\) for all \(x, y, z \in G, t > 0\).

Remark 1.7. Because the special importance of the first layer of the Lie algebra \(H (= V_1 \cong \mathbb{R}^{m_1})\), in the light of what we have said here above, we say that any fixed orthonormal frame \((X_1, \ldots, X_{m_1})\) for \(H\), is a generating family of \(G\).

The following Remark 1.8 says that the metric space \((G, d_c)\) can be suitably approximated by means of a family of Riemannian metrics on \(G\) preserving \(H\), as proved by Pansu, [81].

Remark 1.8. If \(t \in \mathbb{R}_+\), let us set
\[
g_t := \frac{1}{t} \delta_{\lambda}(x_1, \ldots, x_n) = (\lambda^{x_1} x_1, \ldots, \lambda^{x_n} x_n)^*(\cdot, \cdot)^{\frac{1}{2}},
\]
where \(\delta_{\lambda}(x_1, \ldots, x_n) = (\lambda^{x_1} x_1, \ldots, \lambda^{x_n} x_n)^*(\cdot, \cdot)^{\frac{1}{2}}\) denotes the pull-back by Carnot dilations of the metric \((\cdot, \cdot)^{\frac{1}{2}}\) on \(G\). Note that \(\{g_t\}_{t>0}\) defines a family of left-invariant Riemannian metrics on \(G\). We may think of \(\{(G, g_t)\}_{t>0}\) as a family of metric spaces. This family \(\{(G, g_t)\}_{t>0}\) converges, in the sense of Gromov-Hausdorff convergence (see [6], [49], [73], [77], [81]), as \(t \to +\infty\), to the metric space \((G, d_c)\).

Theorem 1.9. Let \(\zeta : [0, T] \to G\) be an horizontal curve with tangent vector at each point given, in canonical coordinates, by \(a = (a_1, \ldots, a_{m_1}, 0, \ldots, 0)\). Then
there exists the metric derivative of \( \zeta \) for \( \mathcal{L}^1 \) a.e. \( t \in [0,T] \) and it is equal to
\[
|a| = \sqrt{a_1^2 + \ldots + a_{m_1}^2}, \text{ i.e. }
\]
\[
|\dot{\zeta}(t)| := \lim_{\epsilon \to 0} \frac{d_c(\zeta(t+\epsilon),\zeta(t))}{|\epsilon|} = |a(t)| \text{ for } \mathcal{L}^1 - \text{a.e. } t \in [0,T].
\]
Moreover, if \( \text{Var}(\zeta) \) denotes the total variation of \( \zeta \) with respect to the cc-distance \( d_c \), then
\[
\text{Var}(\zeta) = \int_0^T |a(t)| \, dt \geq H^1_c(\zeta([0,T]))
\]
and the equality holds if and only if \( \zeta \) is injective.

Proof. The theorem follows by Theorem 4.4.1 of [6] and Theorem 1.3.5 of [78]. \( \square \)

Now let \( \gamma \) be an integral curve of a fixed horizontal left invariant vector \( X \in H \)
and let \( a = (a_1, \ldots, a_{m_1}) \in \mathbb{R}^{m_1} (\cong V_1 = H) \) denote the vector of coordinates of \( X \), i.e.
\[
X_x = \sum_{i=1}^{m_1} L_x \cdot a_i e_i;
\]
since \( |a| \) is constant, for all \( K \subset \gamma \) compact we have
\[
H^1_c(K) = \int_{\gamma^{-1}(K)} |a(t)| \, dt = |a| \cdot L^1(\gamma^{-1}(K)), \quad (8)
\]
where \( H^1_c \) denotes the 1-dimensional Hausdorff measure with respect to the cc-distance \( d_c \).

1.2 Connections and Curvatures on Carnot groups

Here below we introduce the notion of connection and that of covariant derivative. As a general reference for connections we refer the reader to [16], [54], [59], [88].

Definition 1.10. [54] An affine connection on a \( C^\infty \) manifold \( M \) is a rule \( \nabla \)
which assigns to each \( X \in \mathfrak{X}(M) \) an \( \mathbb{R} \)-linear map \( \nabla_X : \mathfrak{X}(M) \to \mathfrak{X}(M) \) called
covariant differentiation with respect to \( X \), such that for all \( X, Y, Z \in \mathfrak{X}(M) \) and
all \( f, g \in C^\infty(M) \) we have:
\( \nabla_{fX+gY}Z = f\nabla_XZ + g\nabla_YZ; \)

\( \nabla_XfY = f\nabla_XY + (Xf)Y. \)

If \( M \) is a Riemannian manifold with metric denoted by \( \langle \cdot, \cdot \rangle \), then \( \nabla \) is called the Levi-Civita connection on \( M \) if for every \( X, Y, Z \in \mathfrak{X}(M) \), satisfies the following further conditions \(^1\)

\( (3) \quad X\langle Y, Z \rangle = \langle \nabla_XY, Z \rangle + \langle Y, \nabla_XZ \rangle; \)

\( (4) \quad \nabla_XY - \nabla_YX = [X, Y]. \)

Whenever we shall work with a Carnot group \( G \) endowed with the metric \( \langle \cdot, \cdot \rangle \) defined before, we shall denote by \( \nabla \) its left invariant Levi-Civita connection. We explicitly mention that (see, for instance, [54]), if \( X_e, Y_e \in \mathfrak{g}(= T_eG) \), we have

\[ (\nabla_{X_e}Y)_e = L^*_e(\nabla_XeY). \]

The next proposition describes the Levi-Civita connection for general nilpotent Lie groups equipped with a left invariant Riemannian metric, so that it applies as well to the case of Carnot groups; see, for instance, [71] and [31].

**Proposition 1.11.** Let \( G \) denote any nilpotent Lie group endowed with a left invariant Riemannian metric denoted by \( \langle \cdot, \cdot \rangle \). Then the Levi-Civita connection \( \nabla \) of \( G \) satisfies the following formula

\[ \langle \nabla_XY, Z \rangle = \frac{1}{2}(\langle [X,Y], Z \rangle - \langle [Y,Z], X \rangle + \langle [Z,X], Y \rangle) \quad (9) \]

for all left invariant vector fields \( X, Y, Z \in \mathfrak{X}(G) \). Moreover, let \( \{e_1, \ldots, e_n\} \) be an orthonormal basis of \( \mathfrak{g}(= T_eG) \), let \( (X_1, \ldots, X_n) \) be the associated frame on \( G \), and let \( c^k_{ij} := \langle [e_i, e_j], e_k \rangle \) denote the structural constants of \( \mathfrak{g} \). See also Section 1.3, equations (15) and (16). Then

\[ \langle \nabla_{X_i}X_j, X_k \rangle = \frac{1}{2}(c^k_{ij} - c^i_{jk} + c^j_{ik}) \quad \forall \ i, j, k = 1, \ldots, n. \quad (10) \]

\(^1\)We stress that, on any Riemannian manifold, there exists one and only one affine connection \( \nabla \) satisfying (1), (2), (3) and (4) (see [54, 59, 88]).
Notice that the above equation (10) can be rewritten as follows

$$\nabla X_i, X_j = \frac{1}{2} \left( c^k_{ij} - c^i_{jk} + c^j_{ki} \right) X_k \quad \forall \ i, j = 1, \ldots, n. \quad (11)$$

If $G$ denote a nilpotent Lie group with Levi-Civita connection $\nabla$, we remind that, in general, the torsion $T$ and the curvature $R$ of $\nabla$ are defined as follows:

For $x \in G$, let

$$T : T_x G \times T_x G \longrightarrow T_x G, \quad R : T_x G \times T_x G \times T_x G \longrightarrow T_x G,$$

denote the multilinear maps defined by

$$T(\xi, \eta) := \nabla_\eta X - \nabla_\xi Y - [Y, X]_x,$$

$$R(\xi, \eta) \zeta := \nabla_\eta \nabla_\xi Z - \nabla_\xi \nabla_\eta Z - \nabla_{[Y, X]_x} Z,$$

where $\xi, \eta, \zeta \in T_x G$ and $X, Y, Z$ are extensions of $\xi, \eta, \zeta$, respectively, to vector fields on a neighborhood of $x$. Obviously, since $\nabla$ is the Levi-Civita connection of $G$, by item (4) of Definition 1.10 it follows that $T$ is identically 0. Moreover the curvature tensor $R$ can be explicitly computed in terms of structural constants of $g$. This can be done using (11) and the definition of $R$, as in [71]. This method allows us to compute also the sectional curvature $K(\xi, \eta)$ of two orthonormal vectors $\xi, \eta \in T_x G$. For instance, for a nilpotent Lie group $G$, according to [71], by using the previous notation of Proposition 1.11, for every $i, j = 1, \ldots, n$, the sectionals curvatures are given by

$$K((X_i)_x, (X_j)_x) := \langle R((X_i)_x, (X_j)_x)(X_i)_x, (X_j)_x \rangle$$

$$= \sum_{k=1}^{n} \left[ -\frac{1}{2} c^k_{ij} \left( -c^k_{ij} + c^i_{jk} + c^j_{ki} \right) + \frac{1}{4} \left( c^k_{ij} - c^i_{jk} + c^j_{ki} \right) \left( c^k_{ij} + c^i_{jk} - c^j_{ki} + c^k_{ki}c^j_{kj} \right) \right].$$

We now introduce a general definition of restricted connection, as suggested in [60]. We only mention that such connection was originally defined and used by É. Cartan in his works on non-holonomic geometries; see [15].
Definition 1.12. Let $M$ be a Riemannian manifold and let $(E,\pi_E, M), (F,\pi_F, M)$ be smooth subbundles of $TM$. An $E$-connection $\nabla^{(E,F)}$ on $F$ is a rule which assigns to each vector field $X \in C^\infty(M,E)$ an $\mathbb{R}$-linear transformation

$$\nabla^{(E,F)}_X : C^\infty(M,F) \longrightarrow C^\infty(M,F)$$

such that for all $X, Y \in C^\infty(M,E)$, for all $Z \in C^\infty(M,F)$ and all $f, g \in C^\infty(M)$ we have

$$\begin{align*}
(1) \quad & \nabla^{(E,F)}_{fX+gY}Z = f\nabla^{(E,F)}_XZ + g\nabla^{(E,F)}_YZ; \\
(2) \quad & \nabla^{(E,F)}_X(fY) = f\nabla^{(E,F)}_XY + (Xf)Y.
\end{align*}$$

If $E = F$ we shall set $\nabla^E := \nabla^{(E,E)}$, while if $E = TM$ we set $D^F := \nabla^{(TM,F)}$ and we call $D^F$ a full connection on $F$.

Remark 1.13. The above definition enables us to work with many connections. We emphasize that, if $E = TM$, then the definition of full connection $D^F$ on $F$ recaptures the usual notion of connection on a vector bundle (see [72]), with the further hypothesis that this vector bundle is a vector subbundle of $TM$. In facts, the difference between these definitions is that in the latter we may covariantly differentiate along every curve of $M$, while in the first one, we may consider only curves that are tangent to the subbundle $E$.

Remark 1.14. Note that if $(F,\pi_F, M)$ is a subbundle of $TM$, then from any (full) connection $\nabla$ on $TM$ we may get a full connection $D^F$ on $F$ as follows: denoting by $P_F$ the projection operator on $F$, we set

$$D^F_XY := P_F(\nabla_XP_F(Y)) \quad \forall \ X, Y \in \mathfrak{X}(M).$$

Clearly, if we have a decomposition of the tangent space given by $TM = E \oplus F$, the previous construction holds as well for both the layers $E$ and $F$; see [49], [60]. In the sequel we will use some of these notions to get computations in the setting of Carnot groups. Now we may give the following:
Definition 1.15. Let $G$ denote a Carnot group and let $H$ its horizontal subbundle. Then, using the notation of Definition 1.12, we will denote by $\nabla^H$ the $H$-connection on $H$ and by $D^H$ the full connection on $H$. Moreover if $\psi \in C^\infty(G)$, using the subriemannian metric on $H$, $\langle \cdot, \cdot \rangle^H$, we define the horizontal gradient of $\psi$, also denoted by the symbol $\nabla^H \psi$, as the (unique) left invariant horizontal vector field such that $\langle \nabla^H \psi, X \rangle^H = d\psi(X) = X\psi$ ($\forall X \in H$). Finally, we define the horizontal divergence of $X \in H$, denoted by $\text{div}^H X$, to be the function given at each point $x \in G$ by $\text{div}^H X := \text{Trace}(Y \rightarrow \nabla^H Y X)$ ($Y \in H_x$).

Note that, with respect to any orthonormal frame $(Y_1, \ldots, Y_{m_1})$ for $H$, we have

$$\text{div}^H X = \sum_{i=1}^{m_1} \langle \nabla^H Y_i X, Y_i \rangle^H.$$ 

In particular, with respect to the frame $(X_1, \ldots, X_{m_1})$, by using equation (10) and the stratification hypothesis on $g$ (see also Remark 1.22 below), we get that

$$\text{div}^H X = \sum_{i=1}^{m_1} X_i(x_i), \quad \left( X = \sum_{i=1}^{m_1} x_i X_i \right).$$

Finally, we remind some elementary definitions and results about calculus in Carnot groups.

We say that a map $T : G \rightarrow \mathbb{R}$ is $H$-linear if is a group homomorphism of $(G, \cdot)$ onto $(\mathbb{R}, +)$ and if it is positively homogeneous of degree 1 with respect to the positive dilations of $G$, i.e. $T(\delta_\lambda x) = \lambda T(x)$ for every $\lambda > 0$ and $x \in G$. The $\mathbb{R}$-linear set of $H$-linear real valued functionals is denoted by $\mathcal{L}_H$; it is endowed with the norm $\|T\|_{\mathcal{L}_H} := \sup\{|T(x)| : d_c(x, 0) \leq 1\}$. For a fixed left invariant frame $(X_1, \ldots, X_{m_1})$ of $G$, every $H$-linear map can be represented as follows, [43].

**Proposition 1.16.** A function $T : G \rightarrow \mathbb{R}$ turns out to be $H$-linear if, and only if, there exists $a = (a_1, \ldots, a_{m_1}) \in \mathbb{R}^{m_1}$ such that, whenever $y = (y_1, \ldots, y_{n}) \in G$, one has $T(y) = \sum_{j=1}^{m_1} a_j y_j$.

**Definition 1.17.** Let $U \subseteq G$ be open and $x_0 \in U$. We say that $f : U \rightarrow \mathbb{R}$ is Pansu-differentiable at $x_0$ if there exists an $H$-linear map $T$ such that

$$\lim_{\lambda \rightarrow 0^+} \frac{f(L_{x_0}(\delta_\lambda y)) - f(x_0)}{\lambda} = T(y)$$
uniformly with respect to \(y\) belonging to a compact set in \(G\). In particular, \(T\) is unique and we shall write, in the sequel, \(d_H f(x_0)(y) := T(y)\).

**Remark 1.18.** This definition depends only on \(G\) and not on the particular choice of the canonical generating vector fields. If \(U \subseteq G\) is open we denote by \(C^1_H(U)\) the set of all continuous real functions in \(U\) such that the map \(d_H f : U \to L^H\) is continuous in \(U\) and by \(C^1_H(U, H)\) the set of all sections \(\psi\) of \(H\) whose canonical coordinates \(\psi_j\) belongs to \(C^1_H(U)\) (\(j = 1, \ldots, m_1\)). We remark that

\[
C^1(U) \subsetneq C^1_H(U).
\]

In general, the inclusion is strict. We say that \(f\) is differentiable along \(X_j\) (\(j = 1, \ldots, m_1\)) at \(x_0\) if the map \(\lambda \mapsto f(L_{x_0}(\delta \lambda e_j))\) is differentiable at \(\lambda = 0\) where \(e_j\) is the \(j\)-th vector of the standard basis of \(\mathfrak{g} (= T_e G \cong \mathbb{R}^n)\).

**Notation 1.19.** For a fixed \(x_0 \in G\) we set

\[
\Pi_{x_0}(y) := \sum_{j=1}^{m_1} y_j X_j(x_0)
\]

for \(y = (y_1, \ldots, y_n) \in G\). The map \(y \mapsto \Pi_{x_0}(y)\) is a smooth section of \(H\).

**Proposition 1.20.** [79] If \(f\) is Pansu-differentiable at \(x_0\), then \(f\) is differentiable along \(X_j\) at \(x_0\) (\(j = 1, \ldots, m_1\)) and

\[
d_H f(x_0)(y) = \langle \nabla_H f, \Pi_{x_0}(y) \rangle_{H_{x_0}} \quad \forall \ y \in G. \tag{14}
\]

### 1.3 Differential forms and Structure equations

We now introduce the main features of differential forms on Lie groups which can be found, for instance, in Helgason’s book, [54]; see also [16, 33, 59, 64]. All that we will state in the sequel for general or nilpotent Lie groups applies as well to the case of Carnot groups. From now on let \(\Lambda^k(G)\) denote the bundle of alternating covariant \(k\)-tensors on \(G\), i.e.

\[
\Lambda^k(G) = \prod_{x \in G} \Lambda^k(T_x G).
\]
The sections of $\Lambda^k(G)$ are called differential $k$-forms. We say that a differential form $\omega$ on $G$ is left invariant if $L^*_x \omega = \omega$ for all $x \in G$. Here the map

$$L^*_x : T^*_y G \mapsto T^*_{L_x(y)} G, \quad (y \in G)$$

denotes the pullback associated with the left translation $L_x$. The right invariant differential forms are defined analogously. Moreover, a differential form is called bi-invariant if it is both left and right invariant.

A smooth global coframe $(\omega_1, ..., \omega_n)$ for $G$ is determined by the condition $\omega_i(X_j) = \delta^j_i$ for $i, j = 1, ..., n$, where $(X_1, ..., X_n)$ is the smooth global frame for $G$ defined before, and $\delta^j_i$ denotes the Kronecker delta. By the previous definitions, it follows that this coframe $(\omega_1, ..., \omega_n)$ for $G$, automatically, turns out to be adapted to the stratification of $\mathfrak{g}$. Now let $\mathfrak{g}^*$ denote the dual space of the Lie algebra $\mathfrak{g}$ and let $\{e^*_1, ..., e^*_n\}$ denote its basis. Obviously, $\mathfrak{g}^* = T^*_e G = \text{span}\{e^*_1, ..., e^*_n\}$ and using Cartesian coordinates $(x_1, ..., x_n)$ of $\mathfrak{g}$ with respect to the basis $e_1, ..., e_n$, we may notice that $e^*_i = dx_i (i = 1, ..., n)$. Moreover, let $c^k_{ij} (i, j, k = 1, ..., n)$ denote the structural constants of the Lie algebra $\mathfrak{g}$, defined by

$$[e_i, e_j] := \sum_{k=1}^n c^k_{ij} e_k. \quad (15)$$

Notice that the structural constants $c^k_{ij}$ satisfy the relations:

$$(i) \quad c^k_{ij} + c^k_{ji} = 0; \quad (ii) \quad \sum_{j=1}^n c^j_{im} c^i_{jm} + c^i_{jm} c^j_{ik} + c^j_{ik} c^i_{ml} = 0. \quad (16)$$

The following proposition introduces the so-called Maurer-Cartan equations (see [59, 54]).

**Proposition 1.21.** Let $\omega_1, ..., \omega_n$ be the global coframe for a Lie group $G$ uniquely determined by requiring that $\omega_i(X_j) = \delta^j_i$ $(i, j = 1, ..., n)$, where $X_1, ..., X_n$ is the global frame for $G$. Then

$$d\omega_k = -\frac{1}{2} \sum_{i,j=1}^n c^k_{ij} \omega_i \wedge \omega_j. \quad (17)$$
Remark 1.22. [The case of Carnot groups] In the case of Carnot groups, the stratification hypothesis on the Lie algebra \( g \) implies that, if \( e_i \in V_r \) and \( e_j \in V_s \), then

\[ [e_i, e_j] \in V_{r+s}. \]

Therefore

\[ c^k_{ij} \neq 0 \implies h_{r+s-1} < k < h_{r+s+1} \quad \forall \ i, j, k = 1, ..., n. \]

In particular, \( c^i_{ij} = c^j_{ij} = 0 \quad \forall \ i, j = 1, ..., n. \) Moreover let \( k \) be such that

\[ h_l - 1 < k < h_{l+1}. \]

Then \( c^k_{ij} \neq 0 \) only if, for any \( i, j \) such that \( h_{r-1} < i < h_{r+1} \) and \( h_{s-1} < j < h_{s+1}, \) we have that \( l = r+s. \) This means that, in the above formula (17), we may rewrite the summation as

\[ d\omega_k = -\frac{1}{2} \sum_{1 \leq i, j \leq h_{l-1}} c^k_{ij} \omega_i \wedge \omega_j \quad \text{whenever} \quad h_{l-1} < k < h_{l+1}. \]  

(18)

Remark 1.23. The 1-forms \( \omega_i \) can explicitly be determined in terms of structural constants on any Lie group, [54]. More precisely, let \( (x_1, ..., x_n) \) be the Cartesian coordinates of \( g \) with respect to the basis \( \{e_1, ..., e_n\} \) and let \( X = \sum_{i=1}^n x_i e_i \) (note that \( (x_1, ..., x_n) \) is the \( n \)-tuple of the exponential coordinates of \( x = \exp(X) \in G \)). Then, there exist functions

\[ B_{ih}(x) = B_{ih}(x_1, ..., x_n) \in C^\infty(\mathbb{R}^n) \quad (i, h = 1, ..., n) \]

such that \( (\omega_i)_x = \sum_{h=1}^n B_{ih}(x) dx_h \) and

\[ B_{ih}(x) = (\omega_i)_x(d\exp_X(e_h)) = (\omega_i)_e \left( \frac{1 - e^{-\text{ad}X}}{\text{ad}X} (e_h) \right) \]

\[ = dx_i \left( \frac{1 - e^{-\text{ad}X}}{\text{ad}X} (e_h) \right). \]

For nilpotent Lie groups, and thus for Carnot groups, the formal series of linear operators \( 1 - e^{-\text{ad}X}/\text{ad}X \) have only a finite number of non 0 terms, so that it can be explicitly computed. This will be done for the case of 2-step Carnot groups in Section 1.3.
Notation 1.24. Throughout the thesis, if \( h \geq 0 \), then \( H^h \) will denote the \( h \)-dimensional Hausdorff measure associated with the Riemannian metric of \( G \), while \( H^h_c \) and \( S^h_c \) will denote, respectively, the \( h \)-dimensional Hausdorff measure and the \( h \)-dimensional spherical Hausdorff measure, obtained from the cc-distance \( d_c \) using Carathéodory’s construction, [33]. We also denote by \( \mathcal{L}^p (p \in \mathbb{N}) \) the standard \( p \)-dimensional Lebesgue measure on \( \mathbb{R}^p \).

The following remark explain what is the canonical volume measure on Carnot groups. This construction holds as well for nilpotent Lie groups.

Remark 1.25. [Volume measure on groups] Since \( G \) is a \( k \)-step nilpotent Lie group equipped with exponential coordinates, it follows that, if \( x \in G \), left translations \( L_x \) and right translations \( R_x \) are maps whose jacobian determinants are identically equal to 1. Moreover, the exponential map \( \exp : \mathfrak{g} \rightarrow G \) takes Lebesgue measure on \( \mathfrak{g} \) to a left invariant (Haar) measure \( dV^n \) on \( G \). This measure turns out to be also right invariant (see [20, 64]). Therefore, Carnot groups equipped with the measure \( dV^n \) are unimodular. Since \( G \) is naturally identified with \( \mathbb{R}^n \), throughout the thesis we shall use indifferently the symbol \( dV^n \) or \( \mathcal{L}^n \) to denote the volume measure on \( G \).

We may restated the previous remark in terms of left invariant differential forms. Indeed, the left invariant volume element of \( G \) is just the differential \( n \)-form defined by

\[
\Omega^n := \omega_1 \wedge \ldots \wedge \omega_n \in \Lambda^n(G),
\]

so that \( \Omega^n \) turns out to be a bi-invariant \( n \)-form, usually called the Haar volume form on \( G \). We explicitly remark that \( \Omega^n \) is the Riemannian volume element with respect to the chosen Riemannian metric \( \langle \cdot, \cdot \rangle \) on \( G \). From now on we shall either use the notation \( dV^n \) or \( \Omega^n \) to denote the volume form of \( G \). Note also that a deep theorem of Mitchell [73] states that the Hausdorff dimension of a Carnot group with respect to the cc-distance \( d_c \) equals its homogeneous dimension \( Q \).

Remark 1.26. We stress that since \( S^Q_c \) - i.e. the \( Q \)-dimensional spherical Hausdorff measure of \( G \) - is a Haar measure of \( G \) and since, up to scale, there is only
one Haar measure on locally compact Lie groups, we must have
\[ dV^n \ll B = k_Q \cdot S^n(B) \quad \forall \, B \in \mathcal{B}(G), \]  
where \( k_Q \) is an absolute constant. Hereafter \( \mathcal{B}(G) \) will denote the family of Borel subsets of \( G \).

We finally introduce a specific notation for the class of hyperplanes which are, in a sense, orthogonal to the horizontal distribution, the so-called vertical hyperplanes. These hyperplanes will be very useful in some mean integral formulae stated in the sequel.

**Notation 1.27.** If \( z \in G \) and \( X \in H \), we set
\[ \mathcal{I}_z(X) := L_z(\exp(X^\perp)) = \{ y \in G : \langle \Pi_e(y), X_e \rangle_{He} = 0 \}, \]
where \( X^\perp \) is the orthogonal complement of \( X_e \) in \( g \). Explicitly, if \( X_e = \sum_{j=1}^{m_1} a_j e_j \),
\[ \mathcal{I}_z(X) = \{ y \in G : \sum_{j=1}^{m_1} \langle y_j - x_j \rangle a_j = 0 \}. \]

We call \( \mathcal{I}_z(X) \) vertical hyperplane through \( x \) and orthogonal to \( X \) and we denote by \( \mathcal{V}_z \) the family of all vertical hyperplanes through \( x \), i.e.
\[ \mathcal{V}_z := \{ \mathcal{I}_z(X) : X \in H \}. \]

### 1.4 HBV and \( H \)-Caccioppoli sets

For the classical theory of \( BV \) functions and Caccioppoli sets we shall refer the reader to [2], [32] and [97], while many generalizations to metric spaces as Carnot-Carathéodory ones or Carnot groups we may cite [1], [3], [4], [14], [39, 41, 42, 43], [45], [73], [78], [79]. We shall make now a quick overview of main definitions and properties that will be used later on.

**Definition 1.28.** Let \( U \subseteq G \) be open and \( f \in L^1(U) \). Then, \( f \) has bounded \( H \)-variation in \( U \) if
\[ |\nabla^H f|(U) := \sup \left\{ \int_U f \text{div}_H(\psi) \, d\mathcal{L}^n : \psi \in C^1_0(U, H), |\psi| \leq 1 \right\} < \infty, \]  
(22)
where $|\nabla^H f|(U)$ is called $H$-variation of $f$ in $U$. We denote by $\text{HBV}(U)$ the vector space of functions of bounded $H$-variation in $U$ and by $\text{HBV}_{\text{loc}}(U)$ the set of functions belonging to $\text{HBV}(U)$ for each open set $U \Subset \mathbb{G}$.

**Theorem 1.29.** [Structure of HBV functions] If $f \in \text{HBV}(U)$ then $|\nabla^H f|$ is a Radon measure in $U$ and there exists a $|\nabla^H f|$-measurable horizontal section $\sigma_f : U \to H$ such that $|\sigma_f| = 1$ for $|\nabla^H f|$-a.e. $x \in U$ and

$$\int_U f \text{ div}_H (\psi) \, d\mathcal{L}^n = \int_U \langle \psi, \sigma_f \rangle_H \, d|\nabla^H f| \quad \forall \ \psi \in \mathcal{C}_0^1(U, H).$$

Moreover $\nabla^H$ can be extended as a vector valued measure to functions in $\text{HBV}$ setting

$$\nabla^H f := -\sigma_f \mathbb{L}_H |\nabla^H f| = \left( -(\sigma_f)_1 \mathbb{L}_H |\nabla^H f|, \ldots, -(\sigma_f)_{m_1} \mathbb{L}_H |\nabla^H f| \right),$$

where $(\sigma_f)_j$ $(j = 1, \ldots, m_1)$ is $j$-th component of the vector valued measure $\sigma_f$, with respect to the horizontal frame.

The next results hold for general Carnot-Carathéodory geometries associated with vector fields as proved in [39], [45].

**Theorem 1.30.** [Lower semicontinuity] Let $f, f_k \in L^1(U), k \in \mathbb{N}$, be such that $f_k \to f$ in $L^1(U)$; then

$$|\nabla^H f|(U) \leq \liminf_{k \to \infty} |\nabla^H f_k|(U).$$

**Theorem 1.31.** [Compactness] $\text{HBV}_{\text{loc}}(\mathbb{G})$ is compactly embedded in $L^p_{\text{loc}}(\mathbb{G})$ for $1 \leq p < \frac{Q}{Q-1}$, where $Q$ denotes the homogeneous dimension of $\mathbb{G}$.

**Definition 1.32.** Let $U$ be an open subset of $\mathbb{G}$; then a measurable set $E \subset \mathbb{G}$ has finite $H$-perimeter in $U$, or is a $H$-Caccioppoli set in $U$, if its characteristic function $1_E$ belongs to $\text{HBV}_{\text{loc}}(U)$. In this case we call $H$-perimeter of $E$ in $U$ the (Radon) measure given by

$$|\partial E|_H := |\nabla^H 1_E|$$

and we call generalized inward $\mathbb{G}$-normal along $\partial E$ in $U$ the vector valued measure

$$\nu_E := -\sigma_{1_E}.$$
Remark 1.33. The $H$-perimeter measure is invariant under group translations, i.e.

$$|\partial E|_H(B) = |\partial(L_x E)|_H(L_x B) \quad \forall \, x \in \mathbb{G} \quad \forall \, B \in B(\mathbb{G});$$

indeed $\text{div}_H$ is invariant under group translations and the Jacobian determinant of $L_x$ is 1. Moreover the $H$-perimeter is $(Q - 1)$-homogeneous with respect to the intrinsic dilations, i.e.

$$|\partial(\delta_tE)|_H(\delta_tB) = t^{Q-1}|\partial E|_H(B) \quad \forall \, B \in B(\mathbb{G}).$$

This fact can be easily proved by a change of variables in formula (22).

Proposition 1.34 ([14]). Let $E$ be a $H$-Caccioppoli set in $U$ having $C^1$-smooth boundary. Then

$$|\partial E|_H(U) = \int_{\partial E \cap U} \sqrt{(X_1, N)^2 + ... + (X_{m_1}, N)^2} \, d\mathcal{H}^{n-1},$$

where $N$ is the unit outward normal along $\partial E$. In this case we have

$$(\nu_E)_x = \frac{\langle (X_1x, N_x), ... , (X_{m_1x}, N_x) \rangle}{\sqrt{(X_1x, N_x)^2 + ... + (X_{m_1x}, N_x)^2}} \quad \forall \, x \in \partial E \cap U.$$

The regularization technique of convolution with mollifiers enables us to obtain approximation results for both Sobolev and $HBV$ functions in Carnot groups as well as in more general contexts; see [39], [45]. To this end we introduce a family of spherically symmetric mollifiers $J_\epsilon (\epsilon > 0)$ by $J_\epsilon(x) := \epsilon^{-n} J(\epsilon^{-1} x)$, where $J \in C_0^\infty(\mathbb{R}^n), J \geq 0, \text{spt}(J) \subseteq \{x \in \mathbb{R}^n : |x| \leq 1\}$ and $\int_{\mathbb{G}} J \, d\mathcal{L}^n = 1$.

Lemma 1.35. Let $U \subseteq \mathbb{G}$ be open and $f \in HBV(U)$. If $\tilde{U} \Subset U$ is open and $|\nabla^u f|(\partial \tilde{U}) = 0$, then

$$\lim_{\epsilon \to 0} |\nabla^u (J_\epsilon \ast f)|(\tilde{U}) = |\nabla^u f|(\tilde{U}).$$

Theorem 1.36. [Density for HBV functions] Let $f \in HBV(U)$; then there exists a sequence $\{f_j\}_{j \in \mathbb{N}} \subset C^\infty(U) \cap HBV(U)$ such that

$$\lim_{j \to \infty} \|f_j - f\|_{L^1(U)} = 0 \quad \text{and} \quad \lim_{j \to \infty} |\nabla^u f_j|(U) = |\nabla^u f|(U).$$
The following coarea formula for HBV functions is a key tool to understand the interplay between HBV functions and H-Caccioppoli sets. For a proof see [45], [39, 41], [67], [79].

**Theorem 1.37.** Let \( f \in HBV(U) \) and set \( E_t := \{ x \in U : f(x) > t \} \) for \( t \in \mathbb{R} \). Then

(i) \( E_t \) has finite H-perimeter in \( U \) for \( L^1 \)-a.e. \( t \in \mathbb{R} \);

(ii) \( \| \nabla^H f \|(U) = \int_{-\infty}^{+\infty} |\partial E_t|(U) \, dt \).

(iii) Conversely, if \( f \in L^1(U) \) and \( \int_{-\infty}^{+\infty} |\partial E_t|(U) \, dt < \infty \), then \( f \in HBV(U) \) and (ii) holds.

As in \( \mathbb{R}^n \) a \( C^1 \)-smooth hypersurface can be regarded as the zero set of a function \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) with non-vanishing gradient, in Carnot groups we must follow the same approach in defining the so-called H-regular hypersurfaces; see [41, 42, 43]. This choice is motivated by the fact that it is not possible to follow Federer’s approach to rectifiability (see [4], [41, 42, 43], [67]).

**Definition 1.38.** [42] \( S \subseteq \mathbb{G} \) is a H-regular hypersurface if for every \( x \in S \) there exist a neighborhood \( U \) of \( x \) and a function \( f \in C^1_H(U) \) such that

(i) \( S \cap U = \{ y \in U : f(y) = 0 \} \);

(ii) \( \nabla^H f(y) \neq 0 \quad \forall \ y \in U \).

The following important Implicit Function Theorem was proved in [42].

**Theorem 1.39.** [Implicit Function Theorem] Let \( \Omega \subseteq \mathbb{G} \) be open such that \( 0 \in \Omega \); let \( f \in C^1_H(\Omega) \) be such that \( f(0) = 0 \) and \( X_1 f(0) > 0 \). Put

\[
E := \{ x \in U : f(x) < 0 \}, \quad S := \{ x \in \Omega : f(x) = 0 \}
\]

and for \( h, \delta > 0 \) set \( J_h := [-h, h] \) and

\[
I_\delta := \{ \xi = (\xi_2, \ldots, \xi_n) \in \mathbb{R}^{n-1} : |\xi_j| \leq \delta, \ j = 2, \ldots, n \}.
\]
If $\xi \in \mathbb{R}^{n-1}$ and $t \in J_h$ we denote by $\gamma^1_{(0,\xi)}(t)$ the integral curve of the horizontal left invariant vector field $X_1 \in H$ at the time $t$ issued from 

$$(0,\xi) \in \{(0,\eta) \in G : \eta \in \mathbb{R}^{n-1}\},$$

i.e. $\gamma^1_{(0,\xi)}(t) = \exp[tX_1](0,\xi)$. Then there exist $\delta, h > 0$ such that

$$\mathbb{R} \times \mathbb{R}^{n-1} \ni (t,\xi) \mapsto \gamma^1_{(0,\xi)}(t)$$

is a diffeomorphism of a neighborhood of $J_h \times I_\delta$ onto an open subset of $\mathbb{R}^n$ and denoting by $U \Subset \Omega$ the image of $\text{Int}\{J_h \times I_\delta\}$ under this mapping the following statements hold:

(i) $E$ has finite $H$-perimeter in $U$;

(ii) $\partial E \cap \Omega = S \cap U$;

(iii) if $\nu_E$ is the generalized inner unit normal of $E$ then

$$\nu_E(x) = -\frac{\nabla^H f(x)}{|\nabla^H f(x)|_H} \quad \forall \ x \in S \cap \Omega, \quad |\nu_E|_{H^e} = 1 \quad \text{for } |\partial E|_{H^e} - \text{a.e. } x \in U.$$

Moreover there exists a unique continuous function $\phi = \phi(\xi) : I_\delta \longrightarrow J_h$ such that, setting $\Phi(\xi) = \gamma^1_{(0,\xi)}(\phi(\xi))$ for $\xi \in I_\delta$, we have

(iv) $S \cap U = \{x \in U : x = \Phi(\xi), \xi \in I_\delta\}$;

(v) the $H$-perimeter has the following integral representation:

$$|\partial E|_H(U) = \int_{I_\delta} \sqrt{\sum_{j=1}^m |X_j f(\Phi(\xi))|^2} \ d\xi.$$

We end this subsection with the definition of partial perimeter along an horizontal direction, while in the next Lemma 1.41 we explicitly characterize it.

**Definition 1.40.** Let $\Omega$ be open and let $X \in H$. Let $E$ be a Lebesgue measurable subset of $G$ such that $L^n(E \cap \Omega) < \infty$. Then we say that $E$ has finite $X$-perimeter in $\Omega$ if

$$|\partial_X E|(\Omega) := \sup \left\{ \int_{\Omega} \mathbf{1}_E X \varphi \ dL^n : \varphi \in C^1_0(\Omega), \ |\varphi| \leq 1 \right\} < \infty \quad (33)$$

and we call this quantity the $X$-perimeter of $E$ in $\Omega$; see also [39], [74].
We will see in Section 3.1 that this notion agrees with that more general of $X$-variation of a $L^1$ function; see, for instance, Definition 3.1 and Remark 3.2 below.

**Lemma 1.41.** Let $\Omega$ be open and let $X \in H$. If $E$ is a $H$-Caccioppoli set in $\Omega$, then

$$|\partial_X E|(\Omega) = \int_{\Omega} |\langle X, \nu_E \rangle_H| d|\partial E|_H.$$  

**Proof.** Firstly, putting $\Phi := \varphi X \in H$, where $\varphi \in C^1_0(\Omega)$, $|\varphi| \leq 1$, we get

$$\int_{\Omega} 1_E X \varphi d\mathcal{L}^n = \int_{\Omega} 1_E \langle \nabla^H \varphi, X \rangle_H d\mathcal{L}^n = \int_{\Omega} 1_E \text{div}_H \Phi d\mathcal{L}^n$$

$$= -\int_{\Omega} \langle \Phi, \nu_E \rangle_H d|\partial E|_H = -\int_{\Omega} \varphi \langle X, \nu_E \rangle_H d|\partial E|_H.$$  

Since for every $x \in \Omega$ we have $\varphi \langle X, \nu_E \rangle_H \leq |\langle X, \nu_E \rangle_H|$, from Definition 1.40 it follows that

$$|\partial_X E|(\Omega) \leq \int_{\Omega} |\langle X, \nu_E \rangle_H| d|\partial E|_H.$$  

Now we shall prove the reverse inequality. Let $\epsilon > 0$ and set

$$\Omega_\epsilon := \left\{ x \in \Omega : |x| < \frac{1}{\epsilon}, \text{ dist}(x, \partial \Omega) > \epsilon \right\}, \quad \zeta_\epsilon := \frac{J_\epsilon * \left( 1_{\Omega_\epsilon} \text{sign}(X, \nu_E)_H \right)}{\sqrt{\epsilon^2 + \left( J_\epsilon * 1_{\Omega_\epsilon} \text{sign}(X, \nu_E)_H \right)^2}},$$

where, as above, $J_\epsilon$ is a Friedrichs’ mollifier. Using standard properties of mollifiers we get that $\zeta_\epsilon \in C^\infty_0(\Omega)$, $|\zeta_\epsilon| < 1$, and $\zeta_\epsilon \rightharpoonup 1_{\Omega_\epsilon} \text{sign}(X, \nu_E)_H$ for $\mathcal{L}^n$-a.e. $x \in \Omega$, as $\epsilon \to 0$. Finally, from Definition 1.40 together with the previous computations and Fatou’s Lemma we get

$$|\partial_X E|(\Omega) \geq \liminf_{\epsilon \to 0} \int_{\Omega} \zeta_\epsilon \langle X, \nu_E \rangle_H d|\partial E|_H$$

$$\geq \int_{\Omega} \liminf_{\epsilon \to 0} \zeta_\epsilon \langle X, \nu_E \rangle_H d|\partial E|_H = \int_{\Omega} \langle X, \nu_E \rangle_H d|\partial E|_H. \quad \square$$

**Remark 1.42.** From Lemma 1.41 and the regularity of the measures $|\partial E|_H$ and $|\partial_X E|_H$ one gets equality of measures, i.e.

$$|\partial_X E|_B = |\langle X, \nu_E \rangle_H| \cdot |\partial E|_H \cdot B \quad \forall B \in \mathcal{B}(\mathbb{G}).$$
2 Integral geometry in Carnot groups

2.1 A Fubini type Theorem in Carnot groups

Let $S \subset G$ be a fixed $C^1$-smooth hypersurface. By the classical Implicit Function Theorem we may assume that $S = \partial E$ where $E \subset G$ is an open $H$-Caccioppoli set. Moreover let us choose a horizontal left invariant direction $X \in H$ which is globally transverse to $S$, i.e.

$$\langle X_y, N \rangle \neq 0 \quad \forall \ y \in S,$$

where $N$ is the euclidean unit inward normal along $S$. We explicitly notice that if $X \in H$ is a horizontal left invariant vector field and $S \subset G$ is a $C^1$-smooth hypersurface we have that

$$\langle X, \nu_E \rangle_H \neq 0 \iff \langle X_y, N_y \rangle \neq 0 \quad \forall \ y \in S.$$

Indeed by Proposition 1.34 the inward unit $H$-normal along $S = \partial E$ is given by

$$\nu_E = \frac{\sum_{j=1}^{m_1} \langle (X_j)_y, N_y \rangle (X_j)_y}{\sqrt{\sum_{j=1}^{m_1} \langle (X_j)_y, N_y \rangle^2}} \quad \forall \ y \in S$$

and if $X = \sum_{i=1}^{m_1} a_i X_i$ we get

$$\langle X, \nu_E \rangle_H = \frac{\sum_{j=1}^{m_1} \langle X_j, N \rangle a_j}{\sqrt{\sum_{j=1}^{m_1} \langle X_j, N \rangle^2}} = \frac{\langle X, N \rangle}{\sqrt{\sum_{j=1}^{m_1} \langle X_j, N \rangle^2}}.$$

Condition (34) is therefore equivalent to require that $X_y \in H G_y \setminus T_y S$ for $y \in S$.

Consider now the following Cauchy problem

$$\begin{cases} 
\dot{\gamma}(t) = X(\gamma(t)), \\
\gamma(0) = y \in S.
\end{cases}$$

There exists a unique smooth solution of this problem which is defined on all of $\mathbb{R}$ and, throughout this section, we shall write $\gamma_{X_y}(t) = \exp[tX](y)$ for $t \in \mathbb{R}$ and $y \in S$. If $X \in H$ is fixed, we shall remove the apex just writing $\gamma_y$. Notice that $\gamma_{X_y}(t) = y \circ \exp(tX) = \mathcal{P}(y, \exp(tX))$. Following [69], we call such a trajectory a horizontal $X$-line, or simply horizontal line. Now let us consider the family of horizontal $X$-lines starting from $S$. 
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Notation 2.1. We shall denote by $R_X^S$ the subset of $G$ reachable from $S$ by means of horizontal $X$-lines, i.e.

$$R_X^S := \{ x \in G : \exists y \in S, \exists t \in \mathbb{R} \text{ s.t. } x = \exp[tX](y) \}.$$  

From now on we assume that $S$ enjoys the following further property:

$$\gamma_y(\mathbb{R}) \cap S = y \quad \forall \{y\} \in S. \quad (35)$$

Since $X$ is transverse to $S$, from the uniqueness of the solutions of the Cauchy problem and the hypothesis (35) it follows that any subset $D$ of $R_X^S$ has a natural projection on $S$ along the horizontal direction $X$. More precisely we may define a mapping $pr_X^S : D \subseteq R_X^S \mapsto S$ as follows: for $x \in D$ and $y \in S$ we set $y = pr_X^S(x)$ if, and only if, there exists $t \in \mathbb{R}$ such that $x = \exp[tX](y)$. Using this projection every subset $D$ of $R_X^S$ can be foliated with one-dimensional leaves that are horizontal $X$-lines. In fact, setting $D_y := \gamma_y(\mathbb{R}) \cap D$, one has:

$$D = \bigsqcup_{y \in pr_X^S(D)} D_y \quad \text{and} \quad y_1 \neq y_2 \implies D_{y_1} \cap D_{y_2} = \emptyset \quad \forall \ y_1, y_2 \in pr_X^S(D).$$

Remark 2.2. We remark that if $S$ is a $C^1$-smooth closed hypersurface without boundary and globally transverse to $X \in H$ one can prove, by applying the Tubular Neighborhood Theorem (see [56]), that any integral curve of $X$ cut $S$ in at most one point and hence (35) is automatically verified.

In many subsequent integration formulae we shall adopt the so-called vertical hyperplanes (see Notation 1.27). We emphasize that every subset of $G$ is reachable from any vertical hyperplane. We would also stress that, although this projection turns out to be useful in many integral formulas, it is not Lipschitz with respect to the Carnot-Carathéodory distance $d_c$ and so one cannot to assimilate it to an euclidean orthogonal projection. For more details, see [61].

We may state our first result of this section:
Proposition 2.3. Let $S \subset G$ be a $C^1$ smooth hypersurface and $X \in H$, $|X|_H = 1$, be a unit horizontal left invariant vector field which is transverse to $S$, i.e.

$$\langle X, \nu_E \rangle_{H_y} \neq 0 \quad \forall \, y \in S.$$ 

Let $\gamma_y$ be the horizontal $X$-line starting from $y \in S$, i.e.

$$\gamma_y : \mathbb{R} \mapsto G, \quad \gamma_y(t) = \exp[tX](y) \text{ for } y \in S.$$ 

Moreover we assume that

$$\gamma_y(\mathbb{R}) \cap S = \{y\} \quad \forall \, y \in S.$$ 

Let $D \subseteq \mathbb{R}_S^X$ be a Lebesgue measurable subset of $G$ that is reachable from $S$ by means of horizontal $X$-lines. Since locally $S = \partial E$, for a suitable open set $E \subset G$, without loss of generality we may assume that $S = \partial E$ globally, where $E$ has locally finite $H$-perimeter. Then we have

(i) $D_y := \gamma_y(\mathbb{R}) \cap D$ is $\mathcal{H}^1_c$-measurable for $|\partial E|_H$-a.e. $y \in S$;

(ii) the mapping $S \ni y \mapsto \mathcal{H}^1_c(D_y)$ is $|\partial E|_H$-measurable on $S$ and

$$\mathcal{L}^n(D) = \int_{\text{pr}_S^X(D)} \mathcal{H}^1_c(D_y) \left| \langle X, \nu_E \rangle_{H_y} \right| d|\partial E|_H(y)$$

$$= \int_{\text{pr}_S^X(D)} \mathcal{H}^1_c(D_y) d|\partial X E|,$$

where $\text{pr}_S^X(D) \subseteq S$ is the horizontal $X$-projection of $D$ on $S$.

This proposition may be generalized to $H$-regular hypersurfaces and, more precisely, we can state our main theorem as follows:

Theorem 2.4. Let $S \subset G$ be a $H$-regular hypersurface. By Theorem 1.39, without loss of generality, we may assume that $S = \partial E$ globally, where $E \subset G$ is an open $H$-Caccioppoli set with locally $C^1_H$ boundary. Let $X \in H$, $|X|_H = 1$, be a unit horizontal left invariant vector field which is transverse to $S$. Let $\gamma_y$ be the horizontal $X$-line starting from $y \in S$ and let us suppose that $\gamma_y(\mathbb{R}) \cap S = \{y\}$ for every $y \in S$. Let $D \subseteq \mathbb{R}_S^X$ be a Lebesgue measurable subset of $G$ that is reachable from $S$. Then we have:
(i) \( D_y := \gamma_y(\mathbb{R}) \cap D \) is \( \mathcal{H}^1_c \)-measurable for \( |\partial E|_H \)-a.e. \( y \in S \).

(ii) the mapping \( S \ni y \mapsto \mathcal{H}^1_c(D_y) \) is \( |\partial E|_H \)-measurable on \( S \) and

\[
\mathcal{L}^n(D) = \int_{\text{pr}_X^S(D)} \mathcal{H}^1_c(D_y) |\langle X, \nu_E \rangle_H_y| d|\partial E|_H(y)
= \int_{\text{pr}_X^S(D)} \mathcal{H}^1_c(D_y) d|\partial X E|(y).
\]

The proof of this results will be given in the next subsection. Nevertheless we can state a first useful consequence.

**Corollary 2.5.** Let \( S \subset G \) be a \( H \)-regular hypersurface and assume that \( S = \partial E \) globally, where \( E \subset G \) is a suitable open \( H \)-Caccioppoli set. Let \( X \in H \), \( |X|_H = 1 \), be a unit horizontal left invariant vector field which is transverse to \( S \) and denote by \( \gamma_y \) the horizontal \( X \)-line starting from \( y \in S \). We assume that \( \gamma_y(\mathbb{R}) \cap S = \{y\} \) for every \( y \in S \). Finally let \( D \subseteq \mathcal{R}_S^X \) be a Lebesgue measurable subset of \( G \) that is reachable from \( S \) by means of \( X \)-lines. Then, for every function \( \psi \in L^1(D) \) the following statements hold:

(i) Let \( \psi|_{D_y} \) denote the restriction of \( \psi \) to \( D_y := \gamma_y(\mathbb{R}) \cap D \) and let us define the mapping

\[
\psi_y : \gamma_y^{-1}(D_y) \subseteq \mathbb{R} \longrightarrow \mathbb{R}, \quad \psi_y(t) = (\psi \circ \gamma_y)(t).
\]

Then \( \psi_y \) is \( \mathcal{L}^1 \)-measurable for \( |\partial E|_H \)-a.e. \( y \in S \). Equivalently, we have that the restriction \( \psi|_{D_y} \) is \( \mathcal{H}^1_c \)-measurable for \( |\partial E|_H \)-a.e. \( y \in S \).

(ii) The mapping defined by

\[
S \ni y \mapsto \int_{D_y} \psi d\mathcal{H}^1_c = \int_{\gamma_y^{-1}(D_y)} \psi_y(t)dt
\]

is \( |\partial E|_H \)-measurable on \( S \) and the following formula holds:

\[
\int_D \psi d\mathcal{L}^n = \int_{\text{pr}_X^S(D)} \int_{D_y} \psi d\mathcal{H}^1_c d|\partial X E|(y)
= \int_{\text{pr}_X^S(D)} \int_{\gamma_y^{-1}(D_y)} \psi_y(t)dt |\langle X, \nu_E \rangle_H_y| d|\partial E|_H(y).
\]
Proof. Having at our disposal Theorem 2.4, is enough to use a standard argument of measure theory to approximate the function $\psi$ with a finite linear combination of characteristic functions, as for instance in Theorem 3.2.5 of [33].

Till now we have used the intrinsic $H$-perimeter as a measure for hypersurfaces in $\mathbb{G}$ but also different measures can be considered. In fact, the comparison of different surface measures is a one of the main problems of the Geometric Measure Theory in Carnot groups and in general Carnot-Carathéodory spaces. In particular an interesting problem for Carnot groups is that to compare the $H$-perimeter with the the $(Q-1)$-dimensional Hausdorff measure associated with either the $cc$-distance $d_c$ or with some suitable homogeneous distance on $\mathbb{G}$, in the case of euclidean smooth hypersurfaces (see [7], [42, 43], [67]).

The following result for general Carnot groups is proved in [67].

Remark 2.6. Let $S$ be a $C^1$-smooth hypersurface and let assume that $S$ is locally the boundary of an open set $E$. Then

$$|\partial E|_H \subseteq B = k_{Q-1}(\nu_E) \mathcal{H}^{Q-1}_c \left( S \cap B \right) \quad \forall \ B \in B(\mathbb{G})$$

where the measure $\mathcal{H}^{Q-1}_c$ is the spherical\(^2\) $(Q-1)$-dimensional Hausdorff measure associated with the $cc$-distance $d_c$ and $k_{Q-1}$ is a function depending on $\nu_E$, called metric factor (see Definition 2.17 of [67]).

By means of this result, we may reformulate Proposition 2.3 using Hausdorff measures with respect to the $cc$-distance. We have, more precisely, the following:

Corollary 2.7. Let $S \subset \mathbb{G}$ be a $C^1$-smooth hypersurface and let $X \in H$, $|X|_H = 1$, be a unit horizontal left invariant vector field which is transverse to $S$. Let $\gamma_y$ be the horizontal $X$-line starting from $y \in S$ and assume that $\gamma_y(\mathbb{R}) \cap S = \{y\}$ for every

\(^2\)Notice that $\mathcal{H}^{Q-1}_c(S) = \lim_{\delta \to 0^+} \mathcal{H}^{Q-1}_{c,\delta}(S)$ where, up to a constant multiple,

$$\mathcal{H}^{Q-1}_{c,\delta}(S) = \inf \left\{ \sum_i \left( \text{diam}_c(\mathcal{B}_i) \right)^{Q-1} : S \subset \bigcup_i \mathcal{B}_i; \ \text{diam}_c(\mathcal{B}_i) < \delta \right\}$$

and the infimum is taken with respect to closed $d_c$-balls $\mathcal{B}_i$. 35
Let $D \subseteq \mathbb{R}^X_S$ be a $\mathcal{H}_c^Q$-measurable subset of $G$ that is reachable from $S$ by means of horizontal $X$-lines. Then

(i) $D_y := \gamma_y(\mathbb{R}) \cap D$ is $\mathcal{H}_c^1$-measurable for $\mathcal{H}_c^{Q-1}$-a.e. $y \in S$.

(ii) The mapping $S \ni y \mapsto -\mathcal{H}_c^1(D_y)$ is $\mathcal{H}_c^{Q-1}$-measurable on $S$ and

$$
\mathcal{H}_c^Q(D) = \int_{\text{pr}_X^c(D)} \mathcal{H}_c^1(D_y) |\langle X, \nu_E \rangle_{H_y}| \frac{k_{Q-1}(\nu_E)}{k_Q} d\mathcal{H}_c^{Q-1}(y)
$$

where $k_Q$ is the constant defined in Remark 1.26. Moreover

$$
\int_D \psi d\mathcal{H}_c^Q = \int_{\text{pr}_X^c(D)} \int_{D_y} \psi d\mathcal{H}_c^1 |\langle X, \nu_E \rangle_{H_y}| \frac{k_{Q-1}(\nu_E)}{k_Q} d\mathcal{H}_c^{Q-1}(y).
$$

Proof. We have already observed in Remark 1.26 that Lebesgue measure $\mathcal{L}^n$ and $Q$-dimensional spherical Hausdorff measure $\mathcal{H}_c^Q$ coincide up to the constant $k_Q$. Thus, using Proposition 2.3, Corollary 2.5 and the identity of measures stated in (36) the thesis follows. \qed

### 2.2 Proofs of Proposition 2.3 and Theorem 2.4

This subsection is entirely devoted to prove Proposition 2.3 and Theorem 2.4. The proof of Proposition 2.3 relies mainly on the next Lemma 2.9 and on the classical change of variables formula with some non trivial computations. The proof of Theorem 2.4 follows from Proposition 2.3 using an approximation argument inspired by a recent work of Franchi, Serapioni and Serra Cassano about an implicit function theorem in Carnot groups (see Theorem 1.39 or [42]).

We begin by stating two technical lemmas. For the notation used in the sequel we refer the reader to Section 1.1. We just recall here that the group law $\cdot$ on $G$ is also denoted by $\mathcal{P}(x, y) = x + y + Q(x, y)$ for $x, y \in G$, where $\mathcal{P}_j(x, y) = x_j + y_j$ for $1 \leq j \leq m_1 (= \dim V_1)$ and $\mathcal{P}_j(x, y) = x_j + y_j + Q_j(x, y)$ for $j > m_1$.

**Lemma 2.8.** If $X \in V_1$ and $j > m_1$, then

$$
Q_j(y, \exp((t_1 + t_2)X)) = Q_j(y, \exp(t_1X)) + Q_j(\mathcal{P}(y, \exp(t_1X)), \exp(t_2X))
$$

whenever $y \in G$ and $t_1, t_2 \in \mathbb{R}$.
Proof. First, by Remark 1.5 we get that if $X \in V_1$

$$P(\exp(t_1X), \exp(t_2X)) = \exp(t_1X) + \exp(t_2X) \quad \forall t_1, t_2 \in \mathbb{R}. \quad (38)$$

Now, starting from the associativity property of the group law and using (38), it follows that

$$P(P(y, \exp(t_1X)), \exp(t_2X)) = P(y, P(\exp(t_1X), \exp(t_2X)))$$

and so

$$P_j(P(y, \exp(t_1X)), \exp(t_2X)) = P_j(y, P(\exp(t_1X), \exp(t_2X))). \quad (39)$$

Moreover the following identities hold

$$P_j(P(y, \exp(t_1X)), \exp(t_2X)) = P_j(y, \exp(t_1X)) + Q_j(P(y, \exp(t_1X)), \exp(t_2X))$$

$$= y_j + Q_j(y, \exp(t_1X)) + Q_j(P(y, \exp(t_1X)), \exp(t_2X)); \quad (40)$$

$$P_j(y, P(\exp(t_1X), \exp(t_2X))) = y_j + Q_j(y, P(\exp(t_1X), \exp(t_2X)))$$

$$= y_j + Q_j(y, (t_1 + t_2)X)). \quad (41)$$

Thus the claim easily follows by substituting (40) and (41) in (39).

Lemma 2.9. If $X \in V_1$ we have that

$$\frac{\partial}{\partial t}P(y, \exp(tX)) = \left[\frac{\partial}{\partial y}P(y, \exp(tX))\right]X(y) \quad \forall t \in \mathbb{R} \forall y \in \mathbb{G}. \quad (42)$$

Notation 2.10. In some of the following formulae we shall write

$$J_yP(y, z) := \frac{\partial}{\partial y}P(y, z) \quad (for \; y, z \in \mathbb{G}).$$

Proof. We prove this lemma by components. First, we assume that $X = \sum_{j=1}^{m_1} a_j e_j$ so that

$$\exp(tX) = (ta_1, ..., ta_{m_1}, 0, ..., 0).$$
If $1 \leq j \leq m_1$ we have that $\mathcal{P}_j(y, \exp(tX)) = y_j + ta_j$ and since we may easily prove that

$$\left\langle J_y \mathcal{P}(y, \exp(tX)) \right\rangle X(y), e_j \right\rangle = a_j,$$

in this case the thesis follows. Now if $j > m_1$, we have to show that

$$\frac{\partial}{\partial t} \mathcal{P}_j(y, \exp(tX)) = \left\langle \nabla_y \mathcal{P}_j(y, \exp(tX)), X(y) \right\rangle.$$

Since $(\exp(tX))_j = 0$, we have that $\mathcal{P}_j(y, \exp(tX)) = y_j + Q_j(y, \exp(tX))$. Now, note that the following identities hold

$$\frac{\partial}{\partial t} \mathcal{P}_j(y, \exp(tX)) = \frac{\partial}{\partial t} Q_j(y, \exp(tX)); \quad (43)$$

$$\left\langle \nabla_y \mathcal{P}_j(y, \exp(tX)), X(y) \right\rangle = (X(y))_j + \left\langle \nabla_y Q_j(y, \exp(tX)), X(y) \right\rangle. \quad (44)$$

Therefore, by (43) and (44) we have to prove that

$$\frac{\partial}{\partial t} Q_j(y, \exp(tX)) = (X(y))_j + \left\langle \nabla_y Q_j(y, \exp(tX)), X(y) \right\rangle \quad \forall \ t \in \mathbb{R} \ \forall \ y \in G. \quad (45)$$

Now, by differentiating both sides of (37) of the previous Lemma 2.8 with respect to $t_1$ at the time $t_1 = 0$ and putting $t_2 = t$, we get that

$$\frac{\partial}{\partial t_1} \bigg|_{t_1=0} Q_j(y, \exp((t_1 + t)X)) = \frac{\partial}{\partial t_1} \bigg|_{t_1=0} Q_j(y, \exp(t_1 X)) + \frac{\partial}{\partial t_1} \bigg|_{t_1=0} Q_j(\mathcal{P}(y, \exp(t_1 X)), \exp(tX))$$

$$= \frac{\partial}{\partial t_1} \bigg|_{t_1=0} \mathcal{P}_j(y, \exp(t_1 X)) + \bigg( \nabla_y Q_j(\mathcal{P}(y, 0), \exp(tX)), \left[ \frac{\partial}{\partial t_1} \bigg|_{t_1=0} \mathcal{P}(y, \exp(t_1 X)) \right] \bigg)$$

$$= (X(y))_j + \left\langle \nabla_y Q_j(y, \exp(tX)), X(y) \right\rangle$$

that is nothing but (45).

Proof of Proposition 2.3. Let $S_\alpha$ be an open neighborhood of $\text{pr}_S^X(D)$ on $S$. Of course, with no loss of generality, we may think $S_\alpha$ to be globally parameterized through a smooth map $\Phi_\alpha$, where $\Phi_\alpha : U_\alpha \subseteq \mathbb{R}^{n-1} \rightarrow S_\alpha$ and $\Phi_\alpha \in \mathcal{C}^1(U_\alpha, \mathbb{G})$. In
the general case we shall use a partition of unity related to an atlas \( \{(S_\alpha, \Psi_\alpha)\}_{\alpha \in \mathcal{A}} \) of \( S \), where \( \Psi_\alpha := \Phi_\alpha^{-1} \) for \( \alpha \in \mathcal{A} \) and \( (S_\alpha, \Psi_\alpha) \) is a coordinate chart on \( S \). However, for sake of simplicity, we omit the index \( \alpha \) from \( U_\alpha, \Phi_\alpha \) and \( S_\alpha \) just writing \( U, \Phi \) and \( S \). Let us consider the map \( S \times \mathbb{R} \ni (y, t) \mapsto \gamma(y)(t) \in G \) given by \( \gamma(y)(t) = \exp \{ tX \}(y) \). The last one enables us to carry out the parametrization of \( D \) we were looking for. Indeed, more precisely, starting from the parametrization of \( S \), we may put
\[
\gamma_{\Phi(\xi)}(t) = \exp \{ tX \}(\Phi(\xi))
\]
whenever \( \xi \in U \) and \( t \in \mathbb{R} \). For simplicity, we shall drop the dependence on the variables and we denote this mapping just by \( \gamma_\Phi \). This one enjoys an important property that we summarize in the next lemma.

**Lemma 2.11.** The Jacobian matrix of the mapping \( \gamma_\Phi \) with respect to \( (\xi, t) \in U \times \mathbb{R} \) satisfies the following identity
\[
\left| \det \left[ J_{\xi, t} \gamma_\Phi \right] \right| = \left| \langle X, \nu_E \rangle \right| \left( \sum_{j=1}^{m_1} \langle X_j(\Phi), N(\Phi) \rangle \right)^{\frac{1}{2}} \left| \Phi_{\xi_1} \wedge \ldots \wedge \Phi_{\xi_{n-1}} \right|, \tag{46}
\]
where we have set
\[
\Phi_{\xi_h} := \frac{\partial \Phi}{\partial \xi_h} \quad \text{for } h \in \{1, \ldots, n-1\}.
\]

**Proof of Lemma 2.11.** We have to compute the expression of the Jacobian matrix of \( \gamma_\Phi \), i.e.
\[
J_{\xi, t} \gamma_\Phi = \begin{bmatrix}
\frac{\partial \gamma_\Phi}{\partial \xi} & \frac{\partial \gamma_\Phi}{\partial t} \\
\end{bmatrix}
= \begin{bmatrix}
\frac{\partial \gamma_\Phi}{\partial \xi_1} & \ldots & \frac{\partial \gamma_\Phi}{\partial \xi_{n-1}} & \frac{\partial \gamma_\Phi}{\partial t}
\end{bmatrix}.
\]
By definition we have that \( \gamma_{\Phi(\xi)}(t) = \mathcal{P}(\Phi(\xi), \exp(tX)) \) and so we get
\[
\frac{\partial \gamma_\Phi}{\partial \xi} = \left[ \frac{\partial}{\partial y} \right]_{y=\Phi(\xi)} \mathcal{P}(y, \exp(tX)) \frac{\partial \Phi}{\partial \xi}.
\]
We have then
\[
J_{\xi, t} \gamma_\Phi = \left[ \frac{\partial}{\partial y} \right]_{y=\Phi(\xi)} \mathcal{P}(y, \exp(tX)) \left[ \frac{\partial \Phi}{\partial \xi} \cdot \frac{\partial \mathcal{P}(\Phi(\xi), \exp(tX))}{\partial t} \right] \tag{47}
\]
and, for sake of simplicity, we will set

\[ A := \left[ \frac{\partial}{\partial y} \bigg|_{y = \Phi(\xi)} P(y, \exp(tX)) \right], \]

\[ b := \frac{\partial}{\partial t} P(\Phi(\xi), \exp(tX)) \]

So we get

\[ |\det \left[ J(\xi, \tau) \gamma_\phi \right] | = |\det \left[ A \frac{\partial \Phi}{\partial \xi} , b \right] | = |\det \left[ A \frac{\partial \Phi}{\partial \xi} , AA^{-1} b \right] |. \]

Now we may notice that \( |\det A| = 1 \). Indeed, in general, one has

\[ \frac{\partial}{\partial y} P(y, z) = I_n + \frac{\partial}{\partial y} Q(y, z) \]

whenever \( y, z \in G \), where \( I_n \) is the \( n \times n \) identity matrix and \( \frac{\partial}{\partial y} Q \) is a \( n \times n \) nilpotent matrix, because it is lower triangular with the entries in the main diagonal all equal to 1. Furthermore, by Lemma 2.9 we infer that

\[ X(y) = \left[ \frac{\partial}{\partial y} P(y, \exp(tX)) \right]^{-1} \frac{\partial}{\partial t} P(y, \exp(tX)) \]

whenever \( y \in G \) and \( t \in \mathbb{R} \) and so, in particular, we get that \( A^{-1} b = X(\Phi(\xi)) \). Therefore

\[ |\det \left[ J(\xi, \tau) \gamma_\phi \right] | = |\det A| \cdot |\det \left[ \frac{\partial \Phi}{\partial \xi} , AA^{-1} b \right] | = |\det \left[ \frac{\partial \Phi}{\partial \xi} , X(\Phi(\xi)) \right] | = |\det \left[ \frac{\partial \Phi}{\partial \xi_1}, \ldots, \frac{\partial \Phi}{\partial \xi_{n-1}}, X(\Phi(\xi)) \right] | = \langle N(\Phi(\xi)), X(\Phi(\xi)) \rangle \cdot |\Phi_{\xi_1} \wedge \ldots \wedge \Phi_{\xi_{n-1}} |. \]

Here above we have used two standard properties of Linear Algebra and, more precisely, the following identity

\[ \det \left[ a_1, a_2, \ldots, a_{n-1}, b \right] = \langle a_1 \wedge a_2 \wedge \ldots \wedge a_{n-1}, b \rangle \quad \forall a_1, a_2, \ldots, a_{n-1}, b \in \mathbb{R}^n, \]
and the fact that
\[
\det \left[ Ab_1, Ab_2, \ldots, Ab_n \right] = \det A \cdot \det \left[ b_1, b_2, \ldots, b_n \right]
\]
for any invertible \( n \times n \) matrix \( A \). Notice also that in the last line, we have used the explicit expression of the euclidean unit inward normal along a parametric hypersurface.

Now, keeping in mind that, whenever \( S = \partial E \) is smooth, we have
\[
\nu_E(y) = \left( \langle X_1 y, N_y \rangle, \ldots, \langle X_m y, N_y \rangle \right) \cdot \left( \sum_{j=1}^{m_1} \langle X_j y, N_y \rangle^2 \right)^{\frac{1}{2}}
\]
for every \( y \in S \), we get the thesis observing that
\[
\left| \langle N_y, X_y \rangle \right| = \left| \langle \nu_E y, X_y \rangle \right| \cdot \left( \sum_{j=1}^{m_1} \langle X_j y, N_y \rangle^2 \right)^{\frac{1}{2}}.
\]

Starting from this lemma we carry out the proof of Proposition 2.3 by means of a partition of unity \( \{ (W_\alpha, \sigma_\alpha) \}_{\alpha \in A} \) related to the atlas \( \{ (S_\alpha, \Psi_\alpha) \}_{\alpha \in A} \) for \( S \), where \( W_\alpha = \text{spt} \{ \sigma_\alpha \} \subseteq S_\alpha \). Indeed, by the classical change of variables formula
\[
\mathcal{L}^n(D) = \sum_{\alpha \in A} \int_{\Psi_\alpha(pr_{S_\alpha}(D) \cap S_\alpha)} (\sigma_\alpha \circ \Phi_\alpha)(\xi) \left[ \int_{\gamma_{\Phi_\alpha(\xi)}(D)} \left| \det [J_{(\xi)} \gamma_{\Phi_\alpha(\xi)}(t)] \right| dt \right] d\xi,
\]
where
\[
D_{\Phi_\alpha(\xi)} := \gamma_{\Phi_\alpha(\xi)}(\mathbb{R}) \cap D
\]
and
\[
\gamma_{\Phi_\alpha(\xi)}^{-1}(D_{\Phi_\alpha(\xi)}) = \{ t \in \mathbb{R} : \gamma_{\Phi_\alpha(\xi)}(t) \cap D \neq \emptyset \}.
\]
Then, by (46) the right-hand side of (48) is equal to
\[
\sum_{\alpha \in A} \int_{\Psi_\alpha(pr_{S_\alpha}(D) \cap S_\alpha)} (\sigma_\alpha \circ \Phi_\alpha)(\xi) \times
\]
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\[
\times \int_{\gamma_{\Phi_\alpha}} \langle X, \nu_E \rangle_{H_{\Phi_\alpha}} \left| \sum_{j=1}^{m} (X_j(\Phi_\alpha(\xi)), N(\Phi_\alpha(\xi))) \right|^{\frac{1}{2}} \left| (\Phi_\alpha)_{\xi_1} \wedge \ldots \wedge (\Phi_\alpha)_{\xi_{n-1}} \right| \, dt \, d\xi
\]

\[
= \int_{pr_2^X(D)} \int_{\mathbb{R}} \mathbf{1}_{D_\tau}(t) \, dt \left| \langle X, \nu_E \rangle_{H_{\Phi_\alpha}} \left| \sum_{j=1}^{m} (X_j(y), N(y)) \right|^{\frac{1}{2}} \right| \, d\mathcal{H}^{n-1}(y)
\]

\[
= \int_{pr_2^X(D)} \mathcal{H}_c^1(D_\tau) \left| \langle X, \nu_E \rangle_{H_{\Phi_\alpha}} \right| \, d|\partial E|_{\mathcal{H}(y)}
\]

\[
= \int_{pr_2^X(D)} \mathcal{H}_c^1(D_\tau) \, d|\partial X E|(y),
\]

where we have used Theorem 1.9, Proposition 1.34 and Remark 1.42.

Before the beginning of the proof of Theorem 2.4 we recall the basic statements of Implicit Function Theorem 1.39. We assume, by hypothesis, that \( S \) is a \( H \)-regular hypersurface and so for every \( \tilde{x} \in S \) there exist an open neighborhood \( U \) of \( \tilde{x} \) and a real valued function \( f \in C^1_H(U) \) such that \( S \cap U = \{ x \in U : f(x) = 0 \} \) and \( \nabla^H f(x) \neq 0 \) for all \( x \in U \). Thus \( S \) is locally the boundary of \( E = \{ x \in U : f(x) < 0 \} \) and without loss of generality we assume that \( X_1 f(x) > 0 \) for \( x \in U \).

Let now \( h, \delta > 0 \) and set \( J_h := [-h, h], \quad I_\delta := \{ \xi = (\xi_2, \ldots, \xi_n) \in \mathbb{R}^{n-1} : |\xi_j| \leq \delta, j = 2, \ldots, n \} \).

If \( \xi \in \mathbb{R}^{n-1} \) and \( t \in J_h \) we denote by \( \gamma_{(0,\xi)}^1 (t) \) the integral curve of the left invariant horizontal vector field \( X_1 \in H \) at the time \( t \) issued from \( (0, \xi) \in \{ (0, \eta) \in G : \eta \in \mathbb{R}^{n-1} \} \). Then Theorem 1.39 states that there exist \( \delta, h > 0 \) such that the mapping

\[
\mathbb{R} \times \mathbb{R}^{n-1} \ni (t, \xi) \mapsto \gamma_{(0,\xi)}^1 (t)
\]

is a diffeomorphism of a neighborhood of \( J_h \times I_\delta \) onto an open subset of \( G \). In what follows we denote by \( U \) the image of \( \text{Int} \{ J_h \times I_\delta \} \) through this mapping. The set \( E \) has finite \( H \)-perimeter in \( U \) and if \( \nu_E \) is the generalized inward unit normal of \( E \) we have

\[
\nu_E(x) = -\frac{\nabla^H f(x)}{|\nabla^H f(x)|_H} \quad \forall x \in S \cap U.
\]
Furthermore there exists a unique continuous function $\phi = \phi(\xi) : I_\delta \rightarrow J_h$ such that, setting $\Phi(\xi) = \gamma_{(0,\xi)}^1(\phi(\xi))$ for $\xi \in I_\delta$, we have

$$S \cap U = \{ x \in U : x = \Phi(\xi), \xi \in I_\delta \}$$

and the $H$-perimeter has the following integral representation

$$|\partial E|_H(U) = \int_{I_\delta} \sqrt{\sum_{j=1}^m |X_j f(\Phi(\xi))|^2} \, d\xi. \quad (49)$$

Let now $J_\epsilon$ be a Friedrichs' mollifier; putting $f_\epsilon = f * J_\epsilon$ by the continuity of $f$ we have that $f_\epsilon \rightharpoonup f$ as $\epsilon \to 0$ uniformly in $U$ and analogously $(X_j f) * J_\epsilon \rightharpoonup X_j f$ as $\epsilon \to 0$ uniformly in $U$ (for $j = 1, \ldots, m$). Arguing as in [40], p. 90, we obtain

$$X_j f_\epsilon = (X_j f) * J_\epsilon - ((X_j f) * J_\epsilon - X_j f_\epsilon) \quad \text{for } j \in \{1, \ldots, m\}$$

and also

$$(X_j f) * J_\epsilon - X_j f_\epsilon \rightharpoonup 0$$

uniformly in $U$ as $\epsilon \to 0$. We note that starting from the regularization of $f$ by the classical Implicit Function Theorem we get the existence of a smooth function $\phi_\epsilon : I_\delta \rightarrow J_h$ such that $\phi_\epsilon \rightharpoonup \phi$ as $\epsilon \to 0$ uniformly in $I_\delta$. Thus we may construct a family $\{S_\epsilon\}_{\epsilon > 0}$ of smooth hypersurfaces which uniformly converges in $U$ to $S \cap U$ as $\epsilon \to 0$. Moreover every hypersurface $S_\epsilon$ is the boundary of a smooth open set $E_\epsilon$ which also converges in $U$ to $E \cap U$ as $\epsilon \to 0$. Here an explicit parametrization of $S_\epsilon$ is given by the mapping $\Phi_\epsilon : I_\delta \rightarrow \mathbb{G}$, $\Phi_\epsilon(\xi) := \gamma_{(0,\xi)}^1(\phi_\epsilon)$ for $\xi \in I_\delta$. Finally, we have that $\Phi_\epsilon \rightharpoonup \Phi$ uniformly for $\xi \in I_\delta$ as $\epsilon \to 0$. To see this, notice that

$$|\Phi_\epsilon(\xi) - \Phi(\xi)| = |\gamma_{(0,\xi)}^1(\phi_\epsilon(\xi)) - \gamma_{(0,\xi)}^1(\phi(\xi))| \leq \left| \int_{\phi_\epsilon(\xi)}^{\phi(\xi)} |X_1(\exp[tX_1](0,\xi))| \, dt \right|$$

and that $d_c(\exp[tX_1](0,\xi), (0,\xi)) \leq |t| \leq h$. So if $K$ is a compact subset of $I_\delta$

$$\exp[tX_1](0,\xi) \in K_h := \{ z \in \mathbb{G} : d_c(z, \{0 \times K\}) \leq h \},$$
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and, keeping in mind that \( \phi_\epsilon \to \phi \) as \( \epsilon \to 0 \) uniformly in \( I_\delta \), we get the claim observing that

\[
|\Phi_\epsilon(\xi) - \Phi(\xi)| \leq |\phi_\epsilon(\xi) - \phi(\xi)| \cdot \max_{z \in K_h} |X_1(z)|.
\]

**Proof of Theorem 2.4.** The proof will be divided in some claims and we shall use notation and statements of Theorem 1.39. From now on we assume that the hypersurface \( S \) is globally parameterized by a unique map \( \Phi \) as above and, more precisely, we may suppose that there exists \( \delta > 0 \) such that \( S \) is the image of \( \Phi : \text{Int}\{I_\delta\} \to \mathbb{G} \), where \( \Phi(\xi) = \gamma^{1}_{(0,\xi)}(\phi(\xi)) \) and \( I_\delta = \{ \xi \in \mathbb{R}^{n-1} : |\xi|_{\infty} \leq \delta \} \). So we have

\[
S = \{ y \in \mathbb{G} : y = \Phi(\xi), \ \xi \in I_\delta \} = \{ y \in \mathbb{G} : f(y) = 0 \}
\]

where \( f \in C^1_H(\mathbb{G}) \) is an *implicit function* which defines \( S \) such that \( X_1 f > 0 \) near \( S \).

**Claim 1.** Let \( \alpha \in L^\infty(\mathbb{G}) \cap C^\infty(\mathbb{G}) \) be such that \( \alpha \geq 0 \). Then we have

\[
\int_G \alpha \, dL^n = \int_S \left[ \int_{\mathbb{R}} (\alpha \circ \gamma_y)(t) \, dt \right] \, d|\partial X_E|(y).
\]

**Proof.** More explicitly, we note that the right-hand side is equal to

\[
\int_S \int_{\mathbb{R}} (\alpha \circ \gamma_y)(t) \, |\langle X, \nu_E \rangle_{H_y}| \, dt \, d|\partial E|_{H}(y).
\]

To prove this claim, we first set

\[
I := \int_S \left[ \int_{\mathbb{R}} (\alpha \circ \gamma_y)(t) \, dt \right] \, d|\partial X_E|(y).
\]

By (iii) and (v) of Theorem 1.39 we get

\[
I = \int_{I_\delta} \int_{\mathbb{R}} \frac{|\langle X(\Phi(\xi)), \nabla^H f(\Phi(\xi)) \rangle|_{H_y(\xi)} \, (\alpha \circ \gamma_{\Phi(\xi)})(t)}{X_1 f(\Phi(\xi))} \, dt \, d\xi.
\]

Now we shall prove that

\[
I = \lim_{\epsilon \to 0} \int_{I_\delta} \int_{\mathbb{R}} \frac{|\langle X(\Phi_\epsilon(\xi)), \nabla^H f_\epsilon(\Phi_\epsilon(\xi)) \rangle|_{H_y(\xi)} \, (\alpha \circ \gamma_{\Phi_\epsilon(\xi)})(t)}{X_1 f(\Phi_\epsilon(\xi))} \, dt \, d\xi. \tag{50}
\]
Indeed, if (50) holds we get the claim observing that
\[
I = \lim_{\epsilon \to 0} \int_{S} \int_{\mathbb{R}} (\alpha \circ \gamma_{y}(t)) |\langle X, \nu_{E_{\epsilon}} \rangle_{H_{y}}| dt d |\partial E_{\epsilon}|_{H}(y)
\]
and that from Corollary 2.5 we have
\[
\int_{G} \alpha d \mathcal{L}^{n} = \int_{S} \int_{\mathbb{R}} (\alpha \circ \gamma_{y}(t)) |\langle X, \nu_{E_{\epsilon}} \rangle_{H_{y}}| dt d |\partial E_{\epsilon}|_{H}(y).
\]
To prove (50) notice that, as we have seen above, \( \Phi(\xi) \to \Phi_{\epsilon}(\xi) \) uniformly in \( I_{\delta} \) as \( \epsilon \to 0 \) and so, keeping in mind that \( \nabla^{u} f_{\epsilon} \to \nabla^{u} f \) uniformly on compact sets, we get
\[
\nabla^{u} f_{\epsilon}(\Phi_{\epsilon}(\xi)) \to \nabla^{u} f(\Phi(\xi)) \quad (51)
\]
as \( \epsilon \to 0 \) for \( \xi \in I_{\delta} \). Thus, by (51) and by the continuous dependence of the Cauchy problem on the initial data, the integrand in (50) tends to the integrand of \( I \). On the other hand \( \Phi_{\epsilon}(\xi) \) lies in a fixed compact neighborhood of \( \Phi(I_{\delta}) \) so that, by Weierstrass Theorem and our assumptions on \( \alpha \), the integrand in (50) is bounded by a constant for \( (\xi, t) \in I_{\delta} \times \mathbb{R} \) and (50) follows by Dominate Convergence Theorem.

\[\Box\]

Claim 2. Let \( Q \subset \mathcal{R}_{S}^{X} \) be a compact, rectangular \( n \)-box. Then
\[
\int_{S} \mathcal{H}^{1}_{c}(\gamma_{y}(\mathbb{R}) \cap Q) d |\partial X E| \leq \mathcal{L}^{n}(Q).
\]

Proof. To prove this we may consider a sequence of functions \( \{\alpha_{h}\}_{h \in \mathbb{N}} \) such that
\[
\lim_{h \to \infty} \alpha_{h}(x) = 1_{Q}(x) \quad \forall \ x \in G.
\]
For \( y \in S \) we set \( \gamma_{y}^{-1}(Q) := \{ t \in \mathbb{R} : \gamma_{y}(t) \in Q \} \). So \( \alpha_{h}(\gamma_{y}(t)) \to 1_{\gamma_{y}^{-1}(Q)}(t) \) for all \( (y, t) \in S \times \mathbb{R} \) as \( h \to \infty \). Therefore we get the claim observing that
\[
\int_{S} \mathcal{H}^{1}_{c}(\gamma_{y}(\mathbb{R}) \cap Q) d |\partial X E|(y) = \int_{S} \int_{\mathbb{R}} 1_{\gamma_{y}^{-1}(Q)}(t) d t d |\partial X E|(y)
\]
\[
= \int_{S} \int_{\mathbb{R}} \lim_{h \to \infty} \alpha_{h}(\gamma_{y}(t)) d t d |\partial X E|(y) \leq \liminf_{h \to \infty} \int_{S} \int_{\mathbb{R}} \alpha_{h}(\gamma_{y}(t)) d t d |\partial X E|(y)
\]
\[
= \lim_{h \to \infty} \int_{G} \alpha_{h}(x) d \mathcal{L}^{n}(x) = \mathcal{L}^{n}(Q).
\]

\[\Box\]
Claim 3. Let $F \subset \mathbb{R}_S^X$ be a measurable subset of $\mathbb{G}$ such that $\mathcal{L}^n(F) = 0$. Setting

$$S_0 := \left\{ y \in S : \mathcal{H}_c^1(\gamma_y(\mathbb{R}) \cap F) > 0 \right\},$$

we have that $|\partial E|_H(S_0) = 0$.

Proof. Indeed let $\epsilon > 0$ and $\{Q_j\}_{j \in \mathbb{N}}$ be a countable family of compact, rectangular, $n$-box such that

$$F \subseteq \bigcup_{j=1}^{\infty} Q_j, \quad \sum_{j=1}^{\infty} \mathcal{L}^n(Q_j) < \epsilon.$$

We have then

$$\int_S \mathcal{H}_c^1(\gamma_y(\mathbb{R}) \cap F) \, d|\partial_X E|(y) \leq \int_S \sum_{j=1}^{\infty} \mathcal{H}_c^1(\gamma_y(\mathbb{R}) \cap Q_j) \, d|\partial_X E|(y)$$

$$= \int_S \lim_{k \to \infty} \sum_{j=1}^{k} \mathcal{H}_c^1(\gamma_y(\mathbb{R}) \cap Q_j) \, d|\partial_X E|(y)$$

$$\leq \lim_{k \to \infty} \sum_{j=1}^{k} \int_S \mathcal{H}_c^1(\gamma_y(\mathbb{R}) \cap Q_j) \, d|\partial_X E|(y)$$

$$\leq \sum_{j=1}^{\infty} \int_S \mathcal{H}_c^1(\gamma_y(\mathbb{R}) \cap Q_j) \, d|\partial_X E|(y)$$

$$\leq \sum_{j=1}^{\infty} \mathcal{L}^n(Q_j) < \epsilon.$$

Therefore

$$\int_S \mathcal{H}_c^1(\gamma_y(\mathbb{R}) \cap F) \cdot |\langle X, \nu_E \rangle|_{H_y} \, d|\partial E|_H(y) = 0$$

and since $\langle X, \nu_E \rangle_{H_y} \neq 0$ for any $y \in S$, we get the claim observing that

$$\mathcal{H}_c^1(\gamma_y(\mathbb{R}) \cap F) = 0 \quad \text{for } |\partial E|_H - \text{a.e. } y \in S.$$

\[\Box\]

At this point we can achieve the proof of the theorem in the following way. Let $J_\epsilon$ be a Friedrichs’ mollifier and put $\alpha_\epsilon := 1_D * J_\epsilon$. Since $\alpha_\epsilon \in L^\infty(\mathbb{G}) \cap C^\infty(\mathbb{G})$ and $\alpha_\epsilon \rightharpoonup 1_D$ in $L^1_{loc}$, up to a subsequence, we may assume that

$$\lim_{\epsilon \to 0} \alpha_\epsilon = 1_D \quad \text{for } \mathcal{L}^n - \text{a.e. } x \in \mathbb{G}.$$
Now setting
\[ F := D \setminus \left\{ x \in D : \lim_{t \to 0} \alpha_t(x) = 1_D(x) \right\} \]
and
\[ S_0 := \left\{ y \in S : \mathcal{H}^1_c(\gamma_y(\mathbb{R}) \cap F) > 0 \right\} \]
by Claim 3 we get \( |\partial E|_H(S_0) = 0 \). Moreover by Claim 1 we obtain
\[
\int_G \alpha_\epsilon \, d\mathcal{L}^n = \int_S \int_\mathbb{R} (\alpha_\epsilon \circ \gamma_y)(t) \, dt \, d|\partial_X E|(y)
\]
\[
= \int_{S \setminus S_0} \int_\mathbb{R} (\alpha_\epsilon \circ \gamma_y)(t) \, dt \, d|\partial_X E|(y).
\]
Therefore \( \alpha_\epsilon(\gamma_y(t)) \rightarrow 1_{\gamma_y^{-1}(Q)}(t) \) for \( \mathcal{L}^1 \)−a.e. \( t \in \mathbb{R} \) and \( |\partial E| \)−a.e. \( y \in S \) as \( \epsilon \to 0 \). Thus we get the thesis by letting \( \epsilon \to 0 \) in (52). \( \square \)
3 Slicing of HBV functions and $H$-perimeter

3.1 One-dimensional restrictions of HBV functions

We introduce the concept of variation along a horizontal direction of a locally summable function in a Carnot group $G$ and we summarize its main properties. Afterwards, we define the notion of $X$-variation along a horizontal line and we consider the space of functions of bounded variation along a fixed horizontal line. Then, in Theorem 3.7, we establish a link between the notion of variation of a function along a horizontal direction and that of variation of the restrictions of such a function to a family of horizontal lines. Finally, we generalize to Carnot groups a well-known characterization of the usual space $BV$ by means of one-dimensional restrictions of its elements. These topics in the classical setting can be found in [2] or in [32], while, for many other results about function of bounded variation in Carnot-Carathéodory spaces, one can see [1], [5], [14], [39, 40], [45], [79], [78], [96].

Definition 3.1. Let $U \subseteq G$ be open and let $X \in H$ be a horizontal left invariant vector field. We say that $f \in L^1(U)$ has bounded $X$-variation in $U$ if
\[
|Xf|(U) = \sup \left\{ \int_U f X \varphi \, d\mathcal{L}^n : \varphi \in C^0_0(U), \ |\varphi| \leq 1 \right\} < \infty;
\]
we refer to the quantity $|Xf|(U)$ as the $X$-variation of $f$ in $U$ and we denote by $BV_X(U)$ the vector space of bounded $X$-variation functions in $U$.

In the next remark we summarize some well-known properties of the variation:

Remark 3.2. Let $U \subseteq G$ be open and let $X \in H$. Then the following items hold:

(i) let $f, f_k \in L^1(U)$ for $k \in \mathbb{N}$ be such that $f_k \to f$ in $L^1(U)$ as $k \to \infty$. Then
\[
|Xf|(U) \leq \liminf_{k \to \infty} |Xf_k|(U);
\]

(ii) if $f \in BV_X(U)$ then $|Xf|$ is a Radon measure in $U$ and
\[
\int_U f X \varphi \, d\mathcal{L}^n = -\int_U \varphi \, d|Xf| \quad \forall \ \varphi \in C^\infty_0(U);
\]
\[ (iii) \quad |Xf|(U) = \int_U |Xf| \, d\mathcal{L}^n \quad \forall \ f \in \mathcal{C}^1(U); \]

(iv) if \( f \in BV_X(U) \) then there exists a sequence \( \{f_j\}_{j \in \mathbb{N}} \subset \mathcal{C}^\infty(U) \cap BV_X(U) \) such that

\[
\lim_{j \to \infty} \|f_j - f\|_{L^1(U)} = 0 \quad \text{and} \quad \lim_{j \to \infty} |Xf_j|(U) = |Xf|(U).
\]

From now on, let \( U \) denote an open subset of \( \mathbb{G} \) and let \( f : U \to \mathbb{R} \). Moreover let us fix a horizontal direction \( X \in H \) and let us denote by \( \gamma : \mathbb{R} \to U \) the corresponding horizontal \( X \)-line. Theorem 1.9 implies that, if \( a = (a_1, \ldots, a_m) \) is the vector of the canonical coordinates of \( \gamma \), then for all compact set \( K \subset \gamma \) one has

\[
\mathcal{H}^1_c(K) = \int_{\gamma^{-1}(K)} |a| \, dt,
\]

where \( |a| \) is constant (\( |a| = |X|_H \)). Therefore, if \( f \circ \gamma \in L^1(\gamma^{-1}(K)) \), putting \( |X|_H = 1 \), we get that the integral of \( f \) along the horizontal \( X \)-line \( \gamma \) is

\[
\int_K f \, d\mathcal{H}^1_c = \int_{\gamma^{-1}(K)} (f \circ \gamma)(t) \, dt
\]

for every compact \( K \subset \gamma \). In the sequel, if \( U \subset \gamma \) is an open subset of \( \gamma \), we shall denote by \( L^1(U, d\mathcal{H}^1_c \cap \gamma) \) the space of all \( \mathcal{H}^1_c \)-summable functions defined on \( U \).

**Proposition 3.3.** Let \( X \in H \), \( |X|_H = 1 \), and let \( \gamma \) be a horizontal \( X \)-line starting from \( x \in \mathbb{G} \), i.e. \( \gamma(t) = \exp[tX](x) \) for \( t \in \mathbb{R} \). If \( U \) is an open subset of \( \gamma \) and \( f \in L^1(U, d\mathcal{H}^1_c \cap \gamma) \) the following two statement are equivalent:

(i) \( f \circ \gamma \in BV(\gamma^{-1}(U)) \);

(ii) \[
|D(f \circ \gamma)|(\gamma^{-1}(U)) = \sup \left\{ \int_\gamma f \, d\psi, \ \psi \in \mathcal{C}^1_0(U), |\psi| \leq 1 \right\} < \infty.
\]

Moreover, setting

\[
\text{var}_X^1[f](U) := \sup \left\{ \int_U f \varphi \, d\mathcal{H}^1_c : \varphi \in \mathcal{C}^1_0(B), |\varphi| \leq 1, \ B \subset \mathbb{G} \text{ open s.t. } \gamma \cap B = U \right\},
\]

we get that \( \text{var}_X^1[f](U) = |D(f \circ \gamma)|(\gamma^{-1}(U)) \).
Remark 3.4. Here above we have used the usual definition (see [2], [32]) of total variation for real functions of one variable. We remind that, whenever

\[ h : I \subset \mathbb{R} \rightarrow \mathbb{R}, \ h \in L^1(I), \]

the total variation \( |Dh|(I) \) of \( h \) in \( I \) is given by

\[ |Dh|(I) := \sup \left\{ \int_I h \frac{d\phi}{dt} dt : \phi \in C^1_0(I), \ |\phi| \leq 1 \right\}. \]

Also, \( BV(I) \) denotes the space of functions belonging to \( L^1(I) \) and of finite total variation in \( I \).

Proof of Proposition 3.3. Since

\[ \int_\gamma f \, d\psi = \int_{\mathbb{R}} (f \circ \gamma) \frac{d}{dt}(\psi \circ \gamma) \, dt \]

it follows that (i) is equivalent to (ii) because if \( \psi \in C^1_0(U), \ |\psi| \leq 1 \), we may put

\[ \phi = (\phi \circ \gamma^{-1}) \circ \gamma = \psi \circ \gamma, \]

where \( \phi \in C^1_0(\mathbb{R}), \ spt(\phi) \subset \gamma^{-1}(U), \ |\phi| \leq 1 \). To prove the last statement we notice that, for any \( \psi \in C^1_0(U), \ |\psi| \leq 1 \), we may find \( \varphi \in C^1_0(\mathbb{R}^n) \) such that \( \psi = \varphi|_\gamma \), \( spt(\varphi) \cap \gamma = spt(\psi) \) and \( |\varphi| \leq 1 \). Thus the following chain of equalities holds:

\[
\sup \left\{ \int_\gamma f \, d\psi : \psi \in C^1_0(U), |\psi| \leq 1 \right\} \\
= \sup \left\{ \int_\gamma f \, d\varphi : \varphi \in C^1_0(\mathbb{R}^n), spt(\varphi) \cap \gamma \subset U, |\varphi| \leq 1 \right\} \\
= \sup \left\{ \int_{\mathbb{R}} (f \circ \gamma) \frac{d}{dt}(\varphi \circ \gamma) \, dt : \varphi \in C^1_0(\mathbb{R}^n), spt(\varphi) \cap \gamma \subset U, |\varphi| \leq 1 \right\} \\
= \sup \left\{ \int_{\mathbb{R}} (f \circ \gamma)(\dot{\gamma}(t), \nabla \varphi(\gamma(t))) \, dt : \varphi \in C^1_0(\mathbb{R}^n), spt(\varphi) \cap \gamma \subset U, |\varphi| \leq 1 \right\} \\
= \sup \left\{ \int_U f X \varphi \, d\mathcal{H}^1_c : \varphi \in C^1_0(U), |\varphi| \leq 1 \right\}, (53)
\]

where (53) follows by tacking an open set \( B \subset \mathcal{G} \) such that \( \gamma \cap B = U \). \qed
Definition 3.5. Let \( X \in H, \ |X|_H = 1 \), and let \( \gamma \) be a horizontal \( X \)-line. If \( U \) is an open subset of \( \gamma \) and \( f \in L^1(U, \, d\mathcal{H}^1_\mathcal{L} \, \gamma) \) we call \( \text{var}_X^1[f](U) \) the \( X \)-variation of \( f \) along \( \gamma \) and we define \( \text{BV}_X^1(U) \) as the space of functions of finite \( X \)-variation in \( U \subset \gamma \).

Proposition 3.6. Let \( X \in H, \ |X|_H = 1 \); let \( \gamma \) be a horizontal \( X \)-line. Then for every \( \mathcal{H}^1_\mathcal{L} \)-measurable set \( E \subset \gamma \) one has

\[
\text{var}_X^1[1_{E}](\gamma) = |D1_{\gamma^{-1}(E)}|(\mathbb{R})
\]

where \( \gamma^{-1}(E) = \{ t \in \mathbb{R} : \gamma(t) \in E \} \); moreover

\[
\text{var}_X^1[1_{E}](\gamma) \geq 2
\]

and equality holds if and only if \( \gamma^{-1}(E) \) is a bounded interval of \( \mathbb{R} \).

Proof. Equalities (54) follow from Definition 3.5. Moreover, using the first identity of (54) we get that \( \text{var}_X^1[1_{E}](\gamma) \) is equal to the euclidean one-dimensional perimeter of \( \gamma^{-1}(E) \) in \( \mathbb{R} \). Thus, using the one-dimensional isoperimetric inequality of [91], page 103, section 3.6, we get (55).

It seems interesting to find some results that reduce the study of \( \text{HBV} \) functions to that one of their one-dimensional restrictions, being this one a very useful approach of Calculus of Variations (see [2], [46]). Here below we state a theorem modeled on an analogous euclidean result (see [2], [32]). A similar theorem has been proved in [96] for Sobolev functions in Carnot groups and in [19] in the case of vertical planes in “rototranslation groups”.

Theorem 3.7. Let \( S \subset \mathbb{G} \) be a \( H \)-regular hypersurface and assume that \( S = \partial E \) globally, where \( E \subset \mathbb{G} \) is a suitable open \( H \)-Caccioppoli set. Let \( X \in H, \ |X|_H = 1 \), be a unit horizontal left invariant vector field which is transverse to \( S \) and denote by \( \gamma_y \) the horizontal \( X \)-line starting from \( y \in S \). We assume that \( \gamma_y(\mathbb{R}) \cap S = \{ y \} \)
for every \( y \in S \). Finally let \( U \subset \mathcal{R}_S^X \) be a Lebesgue measurable subset of \( G \) that is reachable from \( S \) by means of \( X \)-lines. Then

\[
|Xf|(U) = \int_{pr_X^U(U)} \text{var}_X^1[f_{\gamma_y}](U_y) \, d|\partial_XE|(y) \tag{56}
\]

where \( f_{\gamma_y} := f \circ \gamma_y \) and \( U_y := \gamma_y \cap U \).

**Proof.** Using (ii) of Corollary 2.5 we get

\[
\int_U fX\varphi \, d\mathcal{L}^n = \int_{pr_X^U(U)} \int_{\gamma_y^{-1}(U_y)} (f \circ \gamma_y) \frac{d}{dt} (\varphi \circ \gamma_y) \, dt \, d|\partial_XE|(y) \\
\leq \int_{pr_X^U(U)} \text{var}_X^1[f_{\gamma_y}](U_y) \, d|\partial_XE|(y),
\]

whenever \( \varphi \in \mathcal{C}_0^1(\Omega) \). In a similar way we obtain the equality if \( f \in \mathcal{C}^1(U) \). Now let us set

\[
U^h := \{ x \in U : |x| < \frac{1}{h}, \text{dist}(x, \partial U) > h \}
\]

and choose \( h > 0 \) such that \( |Xf|(\partial U^h) = 0 \). Notice that this can be done for \( \mathcal{L}^1 \)-a.e. \( h > 0 \), as for instance in [2], Example 1.63. Therefore, using Lemma 1.35, we get that

\[
\lim_{\epsilon \to 0} \int_{pr_X^{\gamma_y^{-1}(U^h)}(y)} \|(f \ast J_{\epsilon})_y - f_y\|_{L^1(\gamma_y^{-1}(\partial U^h)_y)} \, d|\partial_XE|(y) = 0,
\]

and so we may choose a sequence \( \{\epsilon_j\}_{j \in \mathbb{N}} \) such that

\[
\lim_{j \to \infty} \int_{\gamma_y^{-1}(\partial U^h)_y} |(f \ast J_{\epsilon_j})_y - f_y| \, dt = 0 \quad \text{for } |\partial_XE| - \text{a.e. } y \in pr_X^U(U^h).
\]

By the lower semicontinuity of the \( X \)-variation (see (i) of Remark 3.2) we get

\[
\int_{pr_X^U(U^h)} \text{var}_X^1[f_{\gamma_y}](U^h_y) \, d|\partial_XE|(y) \\
\leq \int_{pr_X^U(U^h)} \liminf_{j \to \infty} \text{var}_X^1[(f \ast J_{\epsilon_j})_{\gamma_y}](U^h_y) \, d|\partial_XE|(y) \\
\leq \liminf_{j \to \infty} \int_{pr_X^U(U^h)} \text{var}_X^1[(f \ast J_{\epsilon_j})_{\gamma_y}](U^h_y) \, d|\partial_XE|(y) \\
= \lim_{j \to \infty} |X(f \ast J_{\epsilon_j})(U^h) \\
= |Xf|(U^h) \leq |Xf|(U)
\]
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and the claim follows letting $h \to 0$. \hfill \square

We would stress that for any $j = 1, \ldots, m_1$, the following inequalities hold

$$|X_j f|(U) \leq |\nabla^H f|(U) \leq \sum_{j=1}^{m_1} |X_j f|(U)$$

for $f \in HBV(U)$, where $\{X_1, \ldots, X_{m_1}\}$ is the fixed generating family vector fields of the group, i.e. a fixed orthonormal frame for $H$. This easily follows from Definition 1.28 and Definition 3.1 and, using Theorem 3.7, it allows to state the following.

**Corollary 3.8.** [HBV functions and 1-dimensional slicing] Let $\{X_1, \ldots, X_{m_1}\}$ be any generating family of vector fields for $G$. Let $S_j \subset G$ $(j = 1, \ldots, m_1)$ be a $H$-regular hypersurface such that $S_j = \partial E_j$ globally, where $E_j \subset G$ is a suitable open $H$-Caccioppoli set, and suppose that $X_j \pitchfork S_j$ (i.e. $X_j$ is transverse to $S_j$). Denoting by $\gamma^j_y$ the horizontal $X_j$-line starting from $y \in S_j$, we assume that

$$\gamma^j_y(\mathbb{R}) \cap S_j = \{y\}$$

for every $y \in S_j$. Finally let $U \subset \mathbb{R}^2_{S_j}$ be a Lebesgue measurable subset of $G$ that is reachable from each $S_j$ by means of $X_j$-lines. Then, $f \in HBV(U)$ if, and only if, $f|_{\gamma^j_y} \in BV^1_{X_j}(U^j_y)$ for $|\partial E_{X_j}|$-a.e. $y \in pr^{X_j}_{S_j}(U)$ and

$$\int_{pr^{X_j}_{S_j}(U)} \text{var}^1_{X_j}[f|_{\gamma^j_y}](U^j_y) \, d|\partial X_j|E|(y) < \infty \quad \forall \ j = 1, \ldots, m_1.$$  

[Here: $pr^{X_j}_{S_j}(U) := pr^{X_j}_{S_j}(U)$, $U^j_y := U^j_y X_j$.]

**Remark 3.9.** Let $\mathcal{I}_e(X_j)$ the vertical hyperplane through the identity $e \in G$ and orthogonal to $X_j$ (see Notation 1.27), we may assume that $S_j = \mathcal{I}_e(X_j)$ for $j = 1, \ldots, m_1$. For such hypersurfaces the hypotheses of Corollary 3.8 are automatically verified, since each subset of $G$ is reachable from any vertical hyperplane. Thus, every $U \subset G$ can be $U$ foliated by a family of horizontal $X_j$-lines $(j = 1, \ldots, m_1)$ starting from $\mathcal{I}_e(X_j)$, and hence the previous characterization of $HBV(U)$ can be reformulated by means of vertical hyperplanes.
3.2 Integral geometric measures, $H$-normal sets and $H$-convexity

In this subsection we give some applications of the previous results. To this end, we introduce a measure on $UH$, i.e. unit horizontal bundle on $G$ (see also Sections 4 for further results), that we need to state some integral geometric formulae for volume and $H$-perimeter. Afterwards, we give a definition of $H$-normality with respect to a vertical hyperplane that generalizes the euclidean one ([27], [91]). Then we formulate an intrinsic definition of convexity, named $H$-convexity (see Definition 3.16), that seems to be natural from a geometric point of view. Indeed, by this definition, we state a Cauchy-type formula and a related inequality which says that, in some sense, among all sets containing a fixed $H$-convex set, this one minimizes the $H$-perimeter. See Theorem 3.21 and Corollary 3.22 below and also [17] and [86] for the classical results. We would emphasize that equivalent definitions of convexity in Carnot groups has been introduced recently in [24] and in [65]; see also [8] and [51] for some further developments.

Definition 3.10. [Unit horizontal bundle] Let us set $\hat{H} := H \setminus \{0_H\}$, where $0_H$ is the zero section of $H$. Denoting by $UH$ the quotient of $\hat{H}$ by the positive dilations we obtain a bundle structure on $G$, called unit horizontal bundle on $G$, whose projection map on the base space $G$, $\pi_{uh} : UH \rightarrow G$, is given by $\pi_{uh}(z; Z) = z$ for $(z; Z) \in \hat{H}$. Notice that each fiber $UH_z$ of $\pi_{uh}$ can be identified with the unit sphere $S^{m_1-1}$ of $\mathbb{R}^{m_1}$. Roughly speaking, $UH_z$ is the subset of $H_z$ of all unit vectors with respect to the norm $|\cdot|_H$ on the fiber.

We define the volume form on $UH$ to be the differential $n + m_1 - 1$-form

$$\Omega^n \wedge \sigma_{m_1-1} \in \Lambda^n(UH),$$

where $\Omega^n = \omega_1 \wedge \ldots \wedge \omega_n$ is the bi-invariant volume form on $G$ defined in Section 1.3 and $\sigma_{m_1-1}$ is the canonical volume form on the unit sphere $S^{m_1-1}$ of $\mathbb{R}^{m_1}$ identified with the generic fiber of $UH$. We denote by $\mu_0$ the measure on $UH$ obtained by integration of $\Omega^n \wedge \sigma_{m_1-1}$ and if $x \in G$ we denote by $d\mu_{0_x}$ the measure on $UH_x$.
obtained by integration of $\sigma_{m_1-1}$. Explicitly, for $f \in L^1(UH)$, one has
\[
\int_{UH} f(x; X) \, d\mu_0(x; X) := \int_G d\mathcal{L}^n(x) \int_{UH_x} f(x; X) \, d\mu_{0_x}(X).
\]

**Notation 3.11.** If $D$ is a subset of $\mathbb{G}$, then $UH D$ will denote the restriction to $D$ of the bundle structure $UH$ i.e.
\[
UH D := \left\{ X \in UH : \pi_{UH}(X) \in D \right\}.
\]

We also remind that, if $z \in \mathbb{G}$ and $X \in UH$, then $\mathcal{I}_z(X)$ denotes the vertical hyperplane through $z$ and orthogonal to $X$ while $\mathcal{V}_z$ the family of all vertical hyperplanes through $z$. Finally, $\gamma_{X_y}$ denotes the horizontal $X$-line starting from $y \in \mathcal{I}_z(X)$ (i.e. $\gamma_{X_y}(t) = \exp[tX](y), t \in \mathbb{R}$) and if $D \subset \mathbb{G}$ we set
\[
D^X_y := \gamma_{X_y}(\mathbb{R}) \cap D.
\]

Notice that, if $X_e = \sum_{j=1}^{m_1} a_j e_j$, then $\mathcal{I}_z(X)$ can be regarded as the boundary of the half-space
\[
\mathcal{I}_z^-(X) := \left\{ y \in \mathbb{G} : \sum_{j=1}^{m_1} (y_j - z_j) a_j \leq 0 \right\}
\]
and so
\[
\nu_{\mathcal{I}_z^-(X)}(y) = (a_1, ..., a_{m_1}) \in \mathbb{R}^{m_1} \cong H \quad \forall \ y \in \mathcal{I}_z(X).
\]
So we get that the $H$-perimeter of $\mathcal{I}_z^-(X)$ is just the $n-1$-dimensional Hausdorff measure $\mathcal{H}^{n-1}$ on the vertical hyperplane $\mathcal{I}_z(X)$ and from Proposition 2.3 we deduce the following:

**Corollary 3.12.** Let $D$ be a Lebesgue measurable subset of $\mathbb{G}$ and fix $z \in \mathbb{G}$. Then
\[
\mu_0(UH D) = \int_{UH_z} d\mu_{0_z}(X) \int_{pr^X_{\mathcal{I}_z(X)}(D)} \mathcal{H}^1_c(D^X_y) \, d\mathcal{H}^{n-1}(y)
\]
or, equivalently,
\[
\mathcal{L}^n(D) = \frac{1}{O_{m_1-1}} \int_{UH_z} d\mu_{0_z}(X) \int_{pr^X_{\mathcal{I}_z(X)}(D)} \mathcal{H}^1_c(D^X_y) \, d\mathcal{H}^{n-1}(y),
\]
where $O_{m_1-1}$ denotes the $(m_1-1)$-dimensional surface measure of the sphere $S^{m_1-1}$ of $\mathbb{R}^{m_1}$. 
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Proof. From Proposition 2.3 we have that
\[
\mathcal{L}^n(D) = \int_{\text{pr}_X^X(D)} \mathcal{H}^1(D^X_y) d\mathcal{H}^{n-1}(y) \quad \forall \ X \in UH. \tag{57}
\]
Then we get the claim by integrating both sides of (57) over \( X \in UH_z \).
\[\square\]

**Corollary 3.13.** Let \( U \subseteq G \) be open and \( X \in UH \). Assume that \( D \subset G \) is a \( H \)-Caccioppoli set, then
\[
|\partial_X D|(U) = \int_{\text{pr}_X^X(D \cap U)} \var_1^X[1_D^X](U^X_y) d\mathcal{H}^{n-1}(y). \tag{58}
\]

**Proof.** This follows using Lemma 1.41 and Theorem 3.7 and observing that, for the half-space \( I^z(X) \), we have
\[
|\partial_X I^z(X)|(B) = \mathcal{H}^{n-1}(B \cap I^z(X)) \quad \forall \ B \in B(G).
\]
\[\square\]

As application of the last corollary we may establish the following:

**Proposition 3.14.** [Integral geometric \( H \)-perimeter] Let \( U \subseteq G \) be open and fix \( z \in G \). If \( D \subset G \) is a \( H \)-Caccioppoli set, we have then
\[
|\partial|_H(U) = \frac{1}{2\kappa_{m_1-1}} \int_{UH_z} d\mu_{z_0}(X) \int_{\text{pr}_X^X(D \cap U)} \var_1^X[1_D^X](U^X_y) d\mathcal{H}^{n-1}(y),
\]
where \( \kappa_{m_1-1} \) is the \( m_1 - 1 \)-dimensional Lebesgue measure of the unit ball in \( \mathbb{R}^{m_1-1} \).

**Proof.** Starting from Corollary 3.13, we integrate both sides of (58) over \( X \in UH_z \). Thus
\[
\int_{UH_z} d\mu_{z_0}(X) \int_{\text{pr}_X^X(D \cap U)} \var_1^X[1_D^X](U^X_y) d\mathcal{H}^{n-1}(y)
\]
\[
= \int_{UH_z} |\partial D|_H(U) d\mu_{z_0}(X)
\]
\[
= \int_{UH_z} d\mu_{z_0}(X) \int_{D \cap U} |\langle X, \nu_D \rangle_H| d|\partial D|_H
\]
\[
= \int_{D \cap U} d|\partial D|_H \int_{UH_z} |\langle X, \nu_D \rangle_H| d\sigma_{m_1-1}(X) = 2\kappa_{m_1-1}|\partial D|_H(U),
\]
\[56\]
where we have used Fubini’s Theorem and spherical coordinates to compute the integrating of the last line.

We now give the notion of $H$-normality with respect to any vertical hyperplane.

**Definition 3.15. [H-normality in Carnot groups]** If $z \in \mathbb{G}$ and $X \in H$, let $\mathcal{I}_z(X)$ denote the vertical hyperplane through $z$ and orthogonal to $X$. We say that $D \subseteq \mathbb{G}$ is **pointwise $X$-normal with respect to $\mathcal{I}_z(X)$** if for every $y \in \mathcal{I}_z(X)$ we have that $\gamma_{xy}^{-1}\{\gamma_{xy}(\mathbb{R}) \cap D\}$ is the empty set or a connected subset of $\mathbb{R}$ or, equivalently, if $\gamma_{xy}(\mathbb{R}) \cap D$ is either empty or a connected subset of $\gamma_{xy}(\mathbb{R})$. Moreover, we say that $D$ is **$X$-normal with respect to $\mathcal{I}_z(X)$** if $D$ is $L^1$-equivalent to a subset of $\mathbb{G}$ that is pointwise $X$-normal with respect to $\mathcal{I}_z(X)$.

Usually, we term this property **pointwise $H$-normality** (resp. **$H$-normality**) with respect to a vertical hyperplane. As already observed, for any point $x \in \mathbb{G}$ and for any horizontal direction $X \in H$ there exists a unique horizontal $X$-line passing from $x$. This implies that *$H$-normality is invariant under group translations*, as left translations send a vertical hyperplane orthogonal to $X \in H$ into a vertical hyperplane which is still orthogonal to $X$. Let now $z \in \mathbb{G}$ and consider the family $\mathcal{V}_z$ of vertical hyperplanes through $z$. The invariance under group translations of the notion of $H$-normality allows to see that the following two conditions are equivalent:

(i) $D \subseteq \mathbb{G}$ is pointwise $H$-normal with respect to any vertical hyperplane $\mathcal{I}_z(X)$ of $\mathcal{V}_z$;

(ii) $D \subseteq \mathbb{G}$ is pointwise $H$-normal with respect to any vertical hyperplane $\mathcal{I}_z(Z)$ where $z \in \mathbb{G}$ and $Z \in H$.

We emphasize that the notions introduced above generalize that corresponding euclidean because, if $(\mathbb{G}, \bullet) = (\mathbb{R}^n, +)$ they coincide, as it can be easily proved. Moreover the analogy with the euclidean case suggests the following.
Definition 3.16. *[H-convexity]* We say that $D \subseteq G$ is **H-convex** if, for every $x \in G$ and every $X \in H$, we have that $\gamma_{x}^{-1}\{\gamma_{x}(\mathbb{R}) \cap D\}$ is the empty set or a connected subset of $\mathbb{R}$ or, equivalently, if $\gamma_{x}(\mathbb{R}) \cap D$ is either empty or a connected subset of $\gamma_{x}(\mathbb{R})$.

Also in this case, if the Carnot group reduces to $(\mathbb{R}^{n}, +)$, these definitions coincide. Moreover, **H-convexity turns out to be invariant under group translations** and it is **stable under intersection**, i.e. if $D_{1}, D_{2} \subseteq G$ are H-convex sets, then also $D_{1} \cap D_{2}$ is a H-convex set.

We refer the reader to [24] and [65] for some different, but in fact equivalent, definitions of convexity in Carnot groups. See also [8] for a detailed discussion on this topic.

Remark 3.17. Notice that, **H-convexity turns out to be equivalent to condition (ii), i.e.**

\[ D \text{ is H-convex if, and only if, } D \text{ is pointwise H-normal with respect to every vertical hyperplane.} \]

Clearly, if $D$ is just H-normal with respect all of vertical hyperplanes of $G$, then it is $L^{1}$-equivalent to a H-convex set.

To better explain the meaning of H-convexity we make use of the horizontal fibers, thought as family of moving $m_{1}$-planes on $G$. More precisely, if $z \in G$, we identify the horizontal fiber $H_{z}$ at $z$ with the left translated by $z$ of the $m_{1}$-plane $\exp(H_{e}) \subset G$, i.e.

\[ H_{z} \cong L_{z}\{\exp(H_{e})\} \quad (z \in G) \]

and so $H_{z}$ is viewed as the **horizontal $m_{1}$-plane through $z$ of all horizontal lines starting from $z$**.

Proposition 3.18. If $D \subseteq G$, we have that $D$ is H-convex if, and only if, $\log(L_{-z}\{H_{z} \cap D\})$ is starshaped in $H_{e}$ with respect to the identity $0 \in g$ for all $z \in D$. In particular, if for every $z \in D$ we have that $\log(L_{-z}\{H_{z} \cap D\})$ is a
euclidean convex in \( H \), then \( D \) is \( H \)-convex. Finally, if \( z \in \exp(V_k) \), where \( V_k \) is the center of the Lie algebra \( g \), then any horizontal plane \( H_z \) through \( z \) is an affine\(^3\) \( m_1 \)-dimensional affine plane in \( G \cong \exp \mathbb{R}^n \), and we get that, if \( D \) is \( H \)-convex, then \( H_z \cap D \) is starshaped in \( H_z \) with respect to \( z \) for every \( z \in \exp(V_k) \).

Proof. Obvious from the previous definitions. \(\square\)

**Remark 3.19.** [\( H \)-convexity in 2-step Carnot groups] If \( G \) is a 2-step Carnot group, then its horizontal lines are also euclidean lines. This is a straightforward consequence of the group law that is completely determined by Campbell-Hausdorff formula, as we have seen in Section 1.1. Thus, from the definition of \( H \)-convexity, it follows that euclidean convex subsets of \( G \) are \( H \)-convex sets. In general, the converse is not true, as proved in the next example.

**Example 3.20.** [A \( H \)-convex set in \( \mathbb{H}^1 \) that is not euclidean convex] Let us consider the Heisenberg group, here defined as follows: \( \mathbb{H}^1 = (\mathbb{R}^3 \cong \mathbb{C} \times \mathbb{R}, *) \), where \((z, t) * (z', t') = (z + z', t + t' + 2\Im(z\bar{z}')\)). Then, the truncated cone of width \( \alpha > 0 \), given by

\[
C_\alpha = \{(z, t) \in \mathbb{C} \times \mathbb{R} : |z| \leq \alpha |t|, |z| \leq 1, \alpha |t| \leq 1\}
\]

is an \( \mathbb{H}^1 \)-convex set for any \( \alpha \geq 2 \) but it is not convex. This easily follows observing that the maximal slope of the horizontal lines having initial data in the cylinder \( \{(z, t) \in \mathbb{H}^1 : |z| \leq 1\} \) is 2 so that any such a line intercepts \( C_\alpha \) in a segment line.

This definition of \( H \)-convexity can be used to generalize the Cauchy’s formula for the area of euclidean convex sets. For the statement of this classical theorem see [13], [17], [86].

**Theorem 3.21.** [Cauchy type formula] Let \( D \) be a \( H \)-convex subset of \( G \) and \( z \in G \). Then

\[
|\partial D|_H(G) = \frac{1}{\kappa_{m_1-1}} \int_{UH_z} \mathcal{H}^{n-1}\left(pr_{z_0(X)}(D)\right) d\mu_{0z}(X)
\]

\(^3\)Since \( G \) is identified with \( \mathbb{R}^n \) via exponential coordinates, it makes sense the notion of affine \( p \)-plane \((p = 1, \ldots, n)\).
where $\kappa_{m_1-1}$ is the $m_1-1$-dimensional Lebesgue measure of the unit ball in $\mathbb{R}^{m_1-1}$.

**Proof.** Using Proposition 3.6 and Proposition 3.14 we get the thesis observing that, since $D$ is $H$-convex, then $\text{var}_X^1[1_{D_Y}](\gamma_{X_y}) = 2$ for $\mathcal{H}^{n-1}$-a.e. $y \in pr_{z,(X)}^Y(D)$ for any $X \in UH_z$.

The above theorem, analogously to the euclidean case, allows to see that, in one sense, $H$-convex sets minimize the $H$-perimeter; indeed, as immediate consequence, we have the following.

**Corollary 3.22.** If $D \subset G$ is a $H$-convex set, then for any open set $U$ containing $D$ we have

$$|\partial D|_H(G) \leq |\partial U|_H(G).$$

**Proof.** Fixing $z \in G$, the claim follows by the previous Theorem 3.21 observing that, for every $X \in H$, one has $pr_{z,(X)}^Y(D) \subseteq pr_{z,(X)}^Y(U)$. \hfill $\square$
4 A Santaló type formula and related topics

Throughout this section will be discussing some result about the integration on $UH$, i.e. the unit horizontal bundle of a k-step Carnot group. The results here exposed rely on the definition of a canonical measure $d\mu_0$ on the unit horizontal bundle $UH$. We stress that this measure is just that defined in Section 3.2. We shall then prove its invariance under the action of the horizontal flow, i.e. the flow generated by restriction to $H$ of the Riemannian geodesic flow. The measure $d\mu_0$ generalize to Carnot groups the classical notion of Kinematic density; see, for instance, [10] and [16]. More precisely, an integral formula is given in Theorem 4.5, which generalizes the well-known Santaló formula [86]. We emphasize that, in the case of the Heisenberg group $H^1$, a Santaló-type formula was proved by Pansu, [81]. We then give some applications of Theorem 4.5. In particular, in Proposition 4.10 and Theorem 4.11, we find two lower bounds for the first eigenvalue of the Dirichlet problem for the Carnot sub-Laplacian $\Delta_H$ on smooth domains.

In the tangent bundle $T\mathbb{G}$ we use coordinates given by

$$(x; X) = ((x_1, ..., x_n); (a_1, ..., a_n)),$$

where $(x_1, ..., x_n)$ are the exponential coordinates of $x \in \mathbb{G}$ and $(a_1, ..., a_n)$ are the coordinates of $X$ in the Lie algebra $\mathfrak{g} (= T_e\mathbb{G})$, i.e. $X_e = \sum_{i=1}^{n} a_i e_i$. We remind that $\mathfrak{g}$ is endowed with an inner product denoted by $\langle \cdot, \cdot \rangle$ that is just that usual in $\mathbb{R}^n$. This uniquely determines the left invariant Riemannian metric on $\mathbb{G}$, also denoted by $\langle \cdot, \cdot \rangle$, that is defined by setting

$$\langle X, Y \rangle := \langle X_e, Y_e \rangle \quad \forall \ X, Y \in T\mathbb{G}.$$ 

The energy function of $X \in \mathfrak{X}(\mathbb{G})$ associated with $\langle \cdot, \cdot \rangle$ is given by

$$E(X) := \frac{1}{2} \langle X, X \rangle = \frac{1}{2} \sum_{i=1}^{n} a_i^2.$$ 

Moreover we denote by $\alpha$ the canonical 1-form on the cotangent bundle $T^*\mathbb{G}$, which is given, in this notation, by $\alpha := \sum_{i=1}^{n} a_i \omega_i$. Following Besse, [10], we call geodesic...
vector field on $T\mathcal{G}$ the solution of the equation

$$T \mid d\alpha = -dE. \quad (61)$$

We remind that, if $X \in T\mathcal{G}$, then $X \mid : \Lambda^k(\mathcal{G}) \to \Lambda^{k-1}(\mathcal{G})$ denotes the interior product with $X$, i.e. the linear map defined by ([54], [64]):

$$X \mid \psi(Y_1, \ldots, Y_{k-1}) := \psi(X, Y_1, \ldots, Y_{k-1}).$$

The geodesic flow is then the flow generated by $T$ and we may explicitly compute it. We have

$$T = \sum_{i=1}^{n} a_i X_i - \frac{1}{2} \sum_{i,j,k=1}^{n} a_i a_l c_{jk}^l \left( \delta_{ij} \frac{\partial}{\partial a_k} - \delta_{ik} \frac{\partial}{\partial a_j} \right).$$

To prove this is enough to use the definitions of $\alpha$, $E$ and $T$ and the above equation (61). The result then follows by applying Proposition 1.21. Now we shall prove that the restriction of the canonical 1-form $\alpha$ to the unit horizontal bundle is invariant under the geodesic flow, i.e. the Lie derivative by $T$ of $\alpha$ is equal to 0. Indeed, using Cartan’s identity (see [64]) we get

$$\mathcal{L}_T \alpha = T \mid d\alpha + dT \mid \alpha = -dE + 2 \sum_{i=1}^{n} a_i da_i = dE.$$ 

Now, since we consider unit horizontal vectors, the thesis follows observing that $a_i = 0$ for any $i = m_1 + 1, \ldots, n$, and that $\sum_{i=1}^{m_1} a_i^2 = 1$. Therefore, denoting by $\alpha_0 := \alpha_{|UH}$ the restriction of $\alpha$ to the unit horizontal bundle $UH$, we then get that $\alpha_0$ is invariant under the restriction of $T$ to the horizontal bundle. From now on we denote this vector by $T_0$, i.e. $T_0 = T_{|H}$, and we call horizontal flow the flow on $H$ generated by $T_0$.

We want to show that there is a canonical measure on the unit horizontal bundle $UH$ which turns out to be invariant under the horizontal flow. To this end we make use of the volume form on $UH$ given by $\Omega^n \wedge \sigma_{m_1-1}$, where $\Omega^n = \omega_1 \wedge \ldots \wedge \omega_n$ is the bi-invariant volume form on $\mathcal{G}$ and $\sigma_{m_1-1}$ is the volume form on the unit sphere $\mathbb{S}^{m_1-1}(\hookrightarrow \mathbb{R}^{m_1})$ identified with the generic fiber of $UH$ (see Section 3.2).
We stress that if \((x; X) \in UH (X_e = (a_1, ..., a_{m_1}, 0, ..., 0))\), then
\[
\sigma_{m_1-1}(X) = X \big| da_1 \wedge ... \wedge da_{m_1} \\
= \sum_{i=1}^{m_1-1} (-1)^{i+1} a_i da_1 \wedge ... \wedge \widehat{da_i} \wedge ... \wedge da_{m_1}
\]
and also that
\[
(\Omega^n \wedge \sigma_{m_1-1})(x; X)(X_1, ..., X_n; Y_1, ..., Y_{m_1}) \\
= \Omega^n(x)(X_1, ..., X_n) \cdot \sigma_{m_1-1}(X)(Y_1, ..., Y_{m_1})
\]
for all \(X_1, ..., X_n \in T_xG\) and all \(Y_1, ..., Y_{m_1} \in UH_x\).

**Definition 4.1.** We denote by \(\mu_0\) the measure on \(UH\) obtained by integration of \(\Omega^n \wedge \sigma_{m_1-1}\) and by \(d\mu_0_x\) the measure on the fiber at \(x\), \(UH_x\), obtained by integration of \(\sigma_{m_1-1}\). Thus, for every function \(f \in L^1(UH)\) we may write
\[
\int_{UH} f(x; X) d\mu_0(x; X) = \int_G dL^n(x) \int_{UH_x} f(x; X) d\mu_0(x; X). \quad (62)
\]

From now on, we set
\[
\Omega_1 := \omega_1 \wedge ... \wedge \omega_{m_1}, \Omega_2 := \omega_{m_1+1} \wedge ... \wedge \omega_{m_2}, \Omega_k := \omega_{m_{k-1}+1} \wedge ... \wedge \omega_{m_k}
\]
so that \(\Omega^n = \Omega_1 \wedge ... \wedge \Omega_k\). Moreover, \(\ast : \Lambda^k T^*G \rightarrow \Lambda^{n-k} T^*G\) denotes the Hodge star operator; we explicitly note that \(\ast \Omega_1 = \Omega_2 \wedge ... \wedge \Omega_k\).

The next theorem asserts a Liouville type property of the measure \(\mu_0\).

**Theorem 4.2.** The measure \(d\mu_0\) on \(UH\) turns out to be invariant with respect to the horizontal flow on \(H\) associated with \(T_0\) and we have that
\[
\Omega^n \wedge \sigma_{m_1} = \pm \frac{1}{(m_1 - 1)!} \alpha_0 \wedge (d\alpha_0)^{m_1-1} \wedge \ast \Omega_1.
\]

The proof relies on the following lemmas.

**Lemma 4.3.** With the previous notation we have
\[
\alpha_0 \wedge (d\alpha_0)^{m_1-1} = (m_1 - 1)! (-1)^{\binom{m_1-1}{2}} \Omega_1 \wedge \sigma_{m_1-1} \\
= (m_1 - 1)! \sum_{i=1}^{m_1} (-1)^i a_i \omega_1 \wedge ... \wedge \omega_{m_1} \wedge da_1 \wedge ... \wedge \widehat{da_i} \wedge ... \wedge da_{m_1}.
\]
Proof. One can prove this lemma by induction on $m_1 (= \dim H)$, just by using the definitions, the expression of $\alpha_0 = \sum_{i=1}^{m_1} a_i \omega_i$ and that of $d\alpha_0 = \sum_{i=1}^{m_1} d a_i \wedge \omega_i$. \qed

Lemma 4.4. If $X \in C^\infty(G, H)$, then

$$\Omega_1 \wedge i(X)(d* \Omega_1) = 0.$$ 

Proof. We have that

$$d(*)\Omega_1 = d(\Omega_2 \wedge ... \wedge \Omega_k)$$

$$= \sum_{i=m_1+1}^{n} (-1)^{i+1} \omega_{m_1+1} \wedge ... \wedge \omega_{i-1} \wedge d\omega_i \wedge \omega_{i+1} \wedge ... \wedge \omega_n$$

$$= -\frac{1}{2} \sum_{j=1}^{k} \sum_{i=m_1+1}^{n} \sum_{1 \leq j, h \leq h_{i-1}} (-1)^{i+1} c_{j,h}^{i} \omega_{i} \wedge \omega_{i+1} \wedge ... \wedge \omega_{n}.$$ 

This formula, which is an easy consequence of Proposition 1.21 and Remark 1.22, enable us to say that $d(*)\Omega_1$ is a linear combination of $(n-m_1+1)$-forms of the type

$$\omega_j \wedge \omega_h \wedge \omega_{m_1+1} \wedge ... \wedge \omega_{i-1} \wedge \omega_i \wedge \omega_{i+1} \wedge ... \wedge \omega_n$$

for $i = m_1, ..., n$, $j h = 1, ..., n$, and $i \neq j, h$. Thus, by a direct computation it follows that $\Omega_1 \wedge i(X)(d* \Omega_1)$ is a linear combination of $n$-forms, each of which have the following expression

$$\omega_1 \wedge ... \wedge \omega_{s-1} \wedge (\omega_s)^2 \wedge \omega_{s+1} \wedge ... \wedge \omega_n \quad (s = 1, ..., n)$$

and the claim follows since these terms are equal to 0. \qed

Proof of Theorem 4.2. We have to show that the Lie derivative along $T_0$ of $\Omega^n \wedge \sigma_{m_1-1}$ is 0. From Lemma 4.3 it follows that

$$\Omega^n \wedge \sigma_{m_1-1} = (-1)^{(m_1-1)(m_1-2)} \frac{1}{(m_1-1)!} \alpha_0 \wedge (d\alpha_0)^{m_1-1} \wedge (*)\Omega_1.$$ 

Thus we need to compute the Lie derivative along $T_0$ of $\alpha_0 \wedge (d\alpha_0)^{m_1-1} \wedge (*)\Omega_1$ and using Cartan’s identity and the invariance of $\alpha_0$ under the horizontal flow induced
by $T_0$ we get

\[
\mathcal{L}_T \left( \alpha_0 \wedge (d\alpha_0)^{m_1-1} \wedge \ast \Omega_1 \right)
= \mathcal{L}_T \left( \alpha_0 \wedge (d\alpha_0)^{m_1-1} \right) \wedge \ast \Omega_1 + \left( \alpha_0 \wedge (d\alpha_0)^{m_1-1} \right) \wedge \mathcal{L}_T (\ast \Omega_1)
= \left( \alpha_0 \wedge (d\alpha_0)^{m_1-1} \right) \wedge \left( T \| d \ast \Omega_1 \right) + \left( \alpha_0 \wedge (d\alpha_0)^{m_1-1} \right) \wedge \mathcal{L}_T (\ast \Omega_1)
= \left( \alpha_0 \wedge (d\alpha_0)^{m_1-1} \right) \wedge \left( T \| d \ast \Omega_1 \right)
\]

and the thesis follows from Lemmas 4.3 and 4.4.

Let $D \subset G$ be a smooth, relatively compact domain (open and connected) and let us consider

\[
UHD = \left\{ X \in UH : \pi_{\text{UH}} (X) \in D \right\},
\]

that is the restriction to $D$ of the structure of unit horizontal bundle. If $(x; X) \in UHD$ we set

\[
\ell_x (X) := \sup \left\{ s \in \mathbb{R}^+ : \gamma_X (t) \in D, \forall t \in (0, s) \right\},
\]

where $\gamma_X$ is the (unique) horizontal line satisfying $\gamma_X (0) = \pi_{\text{UH}} (X), \dot{\gamma}_X (0) = X$.

Notice that

\[
\ell_x (X) = H^1 (\gamma_X (0, \ell_x (X)))
\]

By the boundedness of $D$ we have $\ell_x (X) < \infty$, everywhere in $D$. Moreover $\gamma_X (\ell_x (X))$ is the first point of the horizontal line $\gamma_X$ starting from $x = \pi_{\text{UH}} (X)$ to hit the boundary of $D$.

Let now $\nu_D$ be the unit inward $G$-normal to $\partial D$ and let us set

\[
UH^+ \partial D := \left\{ X \in UH \overline{D} : \pi_{\text{UH}} (X) \in \partial D, \langle X, \nu_D \rangle_{H^x} > 0 \right\}.
\]

This is the set of inward pointing unit horizontal vectors along the boundary $\partial D$ and, identifying the generic fiber with $S^{m_1-1}$, we may think it as the hemisphere determined by $\nu_D$ which will be denoted by $U^{m_1-1}$. We also provide $UH^+ \partial D$ with the following measure

\[
d\sigma (x; X) := d\mu_{\text{UH}} (X) d|\partial D|_H (x) \quad \forall (x; X) \in UH^+ \partial D.
\]
Clearly \(d\mu_0\) will be concentrated on the hemisphere \(U^{n_1-1} \cong UH^+\partial D_x\).

Below we shall denote by \(C(\partial D)\) the so-called *characteristic set* of \(\partial D\) (see for instance [7], [42], [43], [45], [67]), i.e.

\[
C(\partial D) := \left\{ x \in \partial D : \langle N(x), X(x) \rangle = 0 \quad \forall \ X \in H_x \right\}.
\]

Moreover we shall set

\[
D^* = \left\{ x \in D : \exists X \in H_x : \gamma_X(\ell_x(X)) \in C(\partial D) \right\}.
\]

Along the lines of [16], [81] and [86] we may prove now the following:

**Theorem 4.5.** Let \(D\) be a smooth relatively compact domain. For all \(f \in L^1(UH_D)\), we have

\[
\int_{UH_D} f(y;Y) \, d\mu_0(y;Y) = \int_{UH^+\partial D} \int_0^{\ell_x(X)} f(\gamma_X(t);X,\nu_D)_{H_x} \, dt \, d\sigma(x;X)
\]

\[
= \int_{\partial D} \int_{UH^+\partial D} \int_0^{\ell_x(X)} f(\gamma_X(t);X,\nu_D)_{H_x} \, dt \, d\mu_0(X) \, d|\partial D|_H(x).
\]

**Proof.** First we consider the following map

\[
\mathbb{R}_+ \times UH^+\partial D \ni (t,(x;X)) \mapsto (\gamma_X(t);X) \in UH,
\]

that is nothing but the restriction to \(UH^+\partial D\) of the horizontal flow. Denoting by \(\Phi_t(X)\) this flow, we shall see how \(\Phi_t(X)\) acts on the measure \(d\mu_0\). To this end we have to compute the pull back by \(\Phi_t(X)\) of the volume form of \(UH\). Observing that \((\Phi_t(X))^*\sigma_{m_1-1} = \sigma_{m_1-1}\) we get

\[
\left(\Phi_t(X)\right)^* (\Omega^\nu \wedge \sigma_{m_1-1}) = \left((\gamma_X(t))^*\Omega^\nu\right) \wedge \sigma_{m_1-1}(X).
\]

Notice that we have already performed this computation in the proof of Lemma 2.11 by means of a local parametrization and so we have just to reformulate it. We have

\[
(\gamma_X(t))^*\Omega^\nu = (X \Omega^\nu_x) \wedge dt,
\]
and explicitly this means that
\[
(\gamma_X(t))^*d\mathcal{L}^n = (X,\nu_D)_{H_x} dt d|\partial D|_H(x)
\]
for \(t > 0\) and \(x \in \pi_{UH}(UH^+\partial D)\).

Therefore
\[
(\Phi_t(X))^*d\mu_0 = (X,\nu_D)_{H_x} dt d|\partial D|_H(x) d\mu_0(x).
\]  (64)

Since \(D\) is a relatively compact domain, we can univocally associate to any \((y; Y) \in UH(D \setminus D^*)\) the time \(t = \ell_y(-Y) < \infty\) and the point \((x; X) = (\gamma_{-Y}(\ell_y(-Y)); -Y)\), so that \(x\) is the first point on the boundary of \(D\) reachable from \(y\) along the (unique) horizontal \(Y\)-line passing through \(y\); furthermore \(t < \ell_x(X)\). Thus we have that the map \(\Phi_t(X)\) which takes \((t, (x; X))\) onto \((y; Y)\) is a diffeomorphism of the open set \(\{(t, (x; X)) : 0 < t < \ell_x(X)\}\) of \(\mathbb{R}^+ \times UH^+\partial D\) onto \(UH(D \setminus D^*)\).

Finally, if \(\mu_0(UH(D^*)) = 0\) then the thesis will hold multiplying both sides of (64) by \(f\) and then integrating. But we can get the last claim from the classical Area formula [33], by applying again the same computations of Lemma 2.11.

\begin{remark}
If \(D\) is \(H\)-convex then \(D^* = \emptyset\) and the map \(\Phi_t(X)\) defined in the above proof is a diffeomorphism onto \(UHD\).
\end{remark}

From the last theorem we easily deduce an integral geometric formula that allows to compute the volume of a smooth relatively compact domain in a Carnot group.

\begin{remark}
\[
\mathcal{L}^n(D) = \frac{1}{O_{m_1-1}} \int_{\partial D} \int_{UH^+\partial D_x} \ell_x(X) (X,\nu_D)_{H_x} d\mu_0(x) d|\partial D|_H(x),
\]  (65)

where \(O_{m_1-1}\) denotes the \((m_1 - 1)\)-dimensional surface measure of the sphere \(S^{m_1-1}\).
\end{remark}

We shall give now a first application of this theorem. To this end we need some preliminaries.
Let \((x; \tilde{X}) \in UH\) be fixed and denotes by \(UH^+_x\) the hemisphere determined by \(\tilde{X}\), i.e.

\[
UH^+_x := \left\{ X \in UH_x : \langle \tilde{X}, X \rangle_{H_x} > 0 \right\}.
\]

**Lemma 4.8.**

\[
\int_{UH^+_x \mathbb{G}_x} \langle X, \tilde{X} \rangle_{H_x} d\mu_0(x) = \frac{O_{m_1-2}}{m_1-1}.
\] (66)

**Proof.** It is enough to observe that this integral is the measure of the projection of the \((m_1 - 1)\)-dimensional hemisphere \(\mathbb{U}^{m_1-1} \cong UH^+_x\) onto a diametral plane and so we may perform the computation using spherical coordinates. \(\square\)

As above, let \(D\) be a smooth, relatively compact, open subset of \(G\) and denotes by \(\text{diam}_H(D)\) its horizontal diameter, that is the quantity defined as

\[
\text{diam}_H(D) := \sup_{(y; Y) \in UH^+ \partial D} \ell_y(Y).
\]

Denoting by \(\text{diam}_c(D)\) the diameter of \(D\) with respect to the Carnot-Carathéodory distance \(d_c\), we have obviously

\[
\text{diam}_H(D) \leq \text{diam}_c(D).
\]

**Corollary 4.9.** Let \(D \subset G\) be a smooth and relatively compact domain. Then we have

\[
\frac{\mathcal{L}^n(D)}{|\partial D|_H(G)} \leq \frac{O_{m_1-2}}{O_{m_1-1} \cdot (m_1 - 1)} \cdot \text{diam}_c(D),
\]

where, in general, \(O_k\) denotes the \(k\)-dimensional surface measure of the unit sphere \(S^k\) of \(\mathbb{R}^{k+1}\).

**Proof.** From Remark 4.7 we get

\[
\mathcal{L}^n(D) \leq \frac{\text{diam}_H(D)}{O_{m_1-1}} \int_{UH^+ \partial D} \langle X, \nu_D \rangle_{H_x} d\sigma(x)
\]

\[
\leq \frac{\text{diam}_c(D)}{O_{m_1-1}} \int_{\partial D} d|\partial D|_H(x) \int_{UH^+ \mathbb{G}_x} \langle X, \nu_D \rangle_{H_x} d\mu_0(x)
\]

and, using the foregoing lemma, we get the claim. \(\square\)
We would now show some applications of Theorem 4.5 to the Analysis in Carnot groups. For what follows, we refer the reader to [11], [23], [93], [94]. Here, more precisely, we give two explicit lower bounds for the first eigenvalue of the Dirichlet problem for the Carnot sub-Laplacian. To this end, we use Theorem 4.5 by also adapting some classical arguments of Riemannian geometry, for which we refer the reader to [16], [21], [22], [26].

We stress that in these inequalities, as well as in Corollary 4.9, we do not characterize the equality cases and, in general, they are non-sharp.

We recall that, with our notation, the Carnot sub-Laplacian of $G$ is defined by

$$\Delta_H := \sum_{j=1}^{m_1} X_j^2,$$

$$\Delta_H \psi(x) = \sum_{j=1}^{m_1} \frac{d^2}{dt^2} \bigg|_{t=0} \psi(x \cdot \exp(tX_j)) \quad \forall \psi \in C^\infty(G).$$

Let us consider the Dirichlet eigenvalue problem for $\Delta_H$ on a smooth bounded domain $D$, i.e. we find all real numbers $t$ for which there exist non-trivial solutions $\phi \in W^{1,2}_G(D)$ -the horizontal Sobolev space- of the problem

$$\Delta_H \phi + \lambda \phi = 0 \quad (x \in D)$$

(67)

satisfying the boundary condition $\phi|_{\partial D} = 0$. One can prove that the eigenvalues $\lambda$ of this problem are strictly positive real numbers and that all the eigenfunctions $\phi$ can be chosen to be real-valued. Moreover, eigenfunctions corresponding to distinct eigenvalues turn out to be orthogonal in $L^2(D)$ with respect to the usual inner product on $L^2(D)$. The main result that we use in what follows is the variational characterization of the first eigenvalue of (67) that we denote by $\lambda_1(D)$, i.e.

$$\lambda_1(D) = \inf_{\varphi \in C^\infty_0(D)} \frac{\int_D \| \nabla^H \varphi \|^2 \ dL^n}{\int_D \| \varphi \|^2 \ dL^n}. \quad (68)$$

Notice that to prove (68) one uses the following Green’s identity

$$\int_D \{ \varphi \Delta_H \psi + \langle \nabla^H \varphi, \nabla^H \psi \rangle_H \} \ dL^n = 0$$

whenever $\varphi, \psi : D \rightarrow \mathbb{R}$ are smooth and with at least one of them compactly supported in $D$. 69
Proposition 4.10. Let $D \subset \mathbb{G}$ be a smooth, relatively compact domain and let $\lambda_1(D)$ be the first eigenvalue of (67). Then we have

$$\lambda_1(D) \geq \frac{\pi^2 \cdot m_1}{\text{diam}_H(D)^2} \geq \frac{\pi^2 \cdot m_1}{\text{diam}_c(D)^2}.$$ 

Proof. We have just to prove the first inequality since the second one is trivial. To this end we notice that for any $\varphi \in C^\infty_0(D)$ we have

$$|\nabla^\nu \varphi|_{H^1}^2 = \frac{m_1}{O_{m_1-1}} \int_{UH_x} (X \varphi)^2 d\mu_0(x).$$

Moreover the fixed-endpoint version of the 1-dimensional Wirtinger’s inequality says that

$$\int_0^l h(t)^2 dt \geq \frac{\pi^2}{l^2} \int_0^l h(t)^2 dt \quad \forall \ h \in C^1([0,l]), \ h(0) = h(l) = 0.$$

Therefore, using this remarks and Theorem 4.5 we get

$$\int_D |\nabla^\nu \varphi|_{H^1}^2 d\mathcal{L}^n(x)$$

$$= \frac{m_1}{O_{m_1-1}} \int_{UH^D} (X \varphi)^2 d\mu_0(x; X)$$

$$= \frac{m_1}{O_{m_1-1}} \int_{UH^D} \int_0^{\ell_x(X)} \left( \frac{d}{dt} \varphi(\gamma_X(t)) \right)^2 \langle X, \nu_D \rangle_{H_x} dt d\sigma(x; X)$$

$$\geq \frac{m_1}{O_{m_1-1}} \int_{UH^D} \int_0^{\ell_x(X)} |\varphi(\gamma_X(t))|^2 \langle X, \nu_D \rangle_{H_x} dt d\sigma(x; X)$$

$$\geq \frac{\pi^2}{O_{m_1-1} \cdot \text{diam}^2_H(D)} \int_{UH^D} \int_0^{\ell_x(X)} |\varphi(\gamma_X(t))|^2 \langle X, \nu_D \rangle_{H_x} dt d\sigma(x; X)$$

$$= \frac{\pi^2 \cdot m_1}{O_{m_1-1} \cdot \text{diam}^2_H(D)} \int_{UH^D} |\varphi(x)|^2 d\mu_0(x; X)$$

$$= \frac{\pi^2 \cdot m_1}{\text{diam}_H(D)^2} \int_D |\varphi(x)|^2 d\mathcal{L}^n(x).$$

Now we state another similar result along the line of [22]; see also [16] and [26].
Theorem 4.11. Let $D \subset \mathbb{G}$ and $\lambda_1(D)$ be defined as above. Then we have

$$\lambda_1(D) \geq \frac{m_1 \cdot \pi^2}{O_{m_1-1}} \cdot \inf_{x \in D} \int_{UH_x} \frac{1}{\ell_x^2(X)} \, d\mu_0(x).$$

Proof. Analogously to the previous proof we have

$$\int_D |\nabla H^\mu \varphi|^2_{\mu_x^e} \, d\mathcal{L}^n(x)$$

$$\geq \frac{m_1 \cdot \pi^2}{O_{m_1-1}} \int_{UH + \partial D} \frac{\pi^2}{\ell_x^2(X)} \int_0^{\ell_x(X)} \left( \varphi(\gamma_x(t)) \right)^2 \langle X, \nu_D \rangle_H \, dt \, d\sigma(\bar{x}; X)$$

$$= \frac{m_1 \cdot \pi^2}{O_{m_1-1}} \int_{UH + \partial D} \frac{\varphi^2(\gamma_x(t))}{\ell_x^2(X)} \langle X, \nu_D \rangle_H \, dt \, d\sigma(\bar{x}; X)$$

$$= \frac{m_1 \cdot \pi^2}{O_{m_1-1}} \int_{UHD} \frac{\varphi^2(x)}{\ell_x^2(X)} \, d\mu(x; X)$$

$$= \frac{m_1 \cdot \pi^2}{O_{m_1-1}} \int_D \varphi^2(x) \int_{UH_x} \frac{1}{\ell_x^2(X)} \, d\mu_0(x) \, d\mathcal{L}^n(x)$$

$$\geq \frac{m_1 \cdot \pi^2}{O_{m_1-1}} \times \inf_{x \in D} \int_{UH_x} \frac{1}{\ell_x^2(X)} \, d\mu_0(x) \times \int_D |\varphi(x)|^2 \, d\mathcal{L}^n(x)$$

and the claim follows. \hfill \Box
5 Some remarks about the geometry of hypersurfaces in Carnot groups

5.1 The $H$-perimeter form $\sigma_H$ on non-characteristic hypersurfaces

Let $G$ be a $k$-step Carnot group. Below we shall adopt the notation of Section 1. We shall also use the following standard operations on differentials forms:

(a) if $X \in \mathfrak{X}(G)$, then $X \, \rfloor : \Lambda^k(G) \to \Lambda^{k-1}(G)$ denotes the contraction with $X$ (or interior multiplication with $X$) of a $k$-form $\omega \in \Lambda^k(G)$, defined as

$$(X \, \rfloor \omega)(Y_1, ..., Y_{k-1}) := \omega(X, Y_1, ..., Y_{k-1})$$

for every $Y_1, ..., Y_{k-1} \in \mathfrak{X}(G)$;

(b) if $X \in \mathfrak{X}(G)$ and $\omega \in \Lambda^k(G)$ then $\mathcal{L}_X \omega$ denotes the Lie derivative of $\omega$ with respect to $X$ and by Cartan’s identity we have

$$\mathcal{L}_X \omega = d(X \, \rfloor \omega) + X \, \rfloor d\omega;$$

(c) $*: \Lambda^k(G) \to \Lambda^{n-k}(G)$ denotes the Hodge star operator (see [54], pp 142-143, or [64]).

Now we introduce the canonical Riemannian volume form on hypersurfaces, [64]. To this end, let $S \subset G$ be a smooth immersed hypersurface –without boundary– and let $N$ denote a smooth unit normal vector along $S$. In the sequel we shall denote by $NS$ the (Riemannian) normal bundle over $S$. With respect to the orientation of $S$ determined by $N$, the induced Riemannian volume form of $S$ is canonically defined by

$$\sigma^{n-1} := (N \, \rfloor \Omega^n)|_S,$$

(69)
and we will often denote it by the symbol $dA^{n-1}$. We remind that the $n - 1$-dimensional Hausdorff measure $\mathcal{H}^{n-1}$ associated with the Riemannian metric $\langle \cdot, \cdot \rangle$ on $G$ and the volume form $dA^{n-1}$ agree on smooth hypersurfaces; for a proof, see [33], or Theorem IV.1.8 of [17].

If $X \in \mathfrak{X}(G)$, then $(X \cdot d\nu)|_S = \langle X, N \rangle dA^{n-1}|_S$ and since the Riemannian divergence operator $\text{div} : \mathfrak{X}(G) \to C^\infty(G)$ satisfies $d(X \cdot d\nu) = \text{div}X \cdot d\nu$, by Stoke’s Theorem we get the usual Riemannian divergence theorem for smooth domains contained in $G$ having $S$ as a boundary. If we assume $S$ with boundary, an analogous construction enables us to define the $n - 2$-dimensional Riemannian volume measure on $\partial S$. Therefore, if $\eta \in TS$ is the outward-pointing unit normal vector along $\partial S$, we shall set

$$\sigma^{n-2} := (\eta \cdot \sigma^{n-1})|_{\partial S}.$$  

Later on we shall introduce both the $H$-perimeter measure and a differential $n-1$-form $\sigma_H$, henceforth called $H$-perimeter form, that will be used as the “regular counterpart” of the $H$-perimeter measure. We remark right now that these notions coincide on “regular” hypersurfaces.

Let us consider the projection map onto the horizontal space

$$\mathcal{P}_H : T G \to H,$$

that is, the homomorphism given by $\mathcal{P}_H(X) := \sum_{i=1}^{n} \langle X, X_i \rangle X_i$ with respect to the coordinates of the frame $(X_1, \ldots, X_n)$. Hereafter, unless otherwise mentioned, we assume that $S \subset G$ is a smooth immersed hypersurface with a smooth unit normal vector $N$. We also assume that $S$ is transversal to the horizontal distribution $H$. In this case we say that $S$ is non-characteristic and we set $S \pitchfork H$. On the contrary, if $S$ have characteristic points, we shall denote by $C(S)$ the characteristic set of $S$, defined by

$$C(S) := \left\{ x \in S : \dim H_x = \dim (H_x \cap T_x S) \right\}.$$  

The transversality condition can be formulated by means of the projection map $\mathcal{P}_H$ of the unit normal $N$. Indeed, we easily get that

$$S \pitchfork H \iff \mathcal{P}_H(N) \neq 0 \iff \exists X \in H : \langle X_x, N_x \rangle \neq 0 \\forall x \in S.$$
Because our assumption that $S$ is a smooth non-characteristic hypersurface, we may normalize the horizontal projection of the unit normal $N$ and so we obtain a smooth unit section of $H$, called \textit{horizontal unit normal along $S$}. More precisely, we set

$$\nu_H := \frac{\mathcal{P}_H(N)}{|\mathcal{P}_H(N)|_H}. \quad (71)$$

We stress that we may equip $S$ with the smooth bundle structure, denoted by $H_S$, which is induced by $H$. We will refer to $H_S$ as the \textit{horizontal bundle over $S$}, and it is just defined by

$$H_S := \left\{ X \in H : \pi_H(X) \in S \right\}. \quad (72)$$

Note that $\nu_H$ is a smooth unit section of $H_S$. Together with $H_S$, we may define the \textit{vertical bundle over $S$}, denoted by $V_S$, as follows. For $x \in S$ we define $V_x$ as the $n-1$-dimensional vector subspace of $T_xG$ such that $T_xG = V_x \oplus \text{span}\{(\nu_H)_x\}$, i.e. $V_x := (\nu_H)_x^\perp$, and so we may canonically construct $V_S$ as the smooth vector bundle over the base space $S$ given by

$$V_S := \prod_{x \in S} V_x. \quad (73)$$

The bundle projection maps of $H_S$ and $V_S$ will be denoted, respectively, by $\pi_{H_S}$ and $\pi_{V_S}$. Finally, we shall define two bundle structures over $S$ which are proper subbundles of $H_S$. They are, respectively, the \textit{horizontal tangent bundle $HT_S$} and the \textit{horizontal normal bundle $\nu_H S$} and they are associated with the decomposition of the horizontal space at $x \in S$ given by

$$H_xS = \text{span}\{(\nu_H)_x\} \oplus \{(\nu_H)_x^\perp \cap H_x\} \quad \forall \ x \in S.$$ 

We set $HT_xS := (\nu_H)_x^\perp \cap H_x$ $(x \in S)$. Note that $HT_xS = \mathcal{P}_H(V_x)$ $\forall \ x \in S$. Thus we define

$$HTS := \prod_{x \in S} HT_xS, \quad \nu_H S := \prod_{x \in S} (\nu_H)_x. \quad (74)$$
Remark 5.1. For $x \in S$, let $X \in \mathfrak{X}(G)$ be such that $X_x \in T_xS \cap H_x$. We have $\langle X_x, N_x \rangle = 0$. Moreover we get that $(P_{V_i}(X))_x = 0$ for any $i = 2, \ldots, k$, where $P_{V_i} : TG \to V_i$ denotes the projection map onto $V_i$ that is the natural subbundle of $TG$ associated with the $i$-th layer $V_i$ of the stratification of $g$. But this implies that $X_x = (P_H(X))_x$ and so

$$\langle X_x, N_x \rangle = \langle X_x, (P_H(N))_x \rangle = \langle X_x, (\nu_H)_x \rangle_H = 0.$$

Furthermore, it follows that $HT_xS = T_xS \cap H_x$.

The definition below allows us to regard the horizontal perimeter measure on non-characteristic hypersurfaces as a smooth (non-degenerate) differential $n-1$-form.

**Definition 5.2.** [H-perimeter form $\sigma_H$] Let $S \subset G$ be a smooth, non-characteristic hypersurface with unit horizontal normal $\nu_H$. Then the H-perimeter form $\sigma_H$ on $S$ is the differential $n-1$-form on $S$ given by contraction with $\nu_H$ of the volume form $\Omega^n$, i.e.

$$\sigma_H|_S := (\nu_H \lrcorner \Omega^n)|_S.$$ \hfill (75)

Remark 5.3. By the previous Definition 5.2 we get

$$\sigma_H|_S = \sum_{i=1}^{m_1} (\nu_H)_i (X_i \lrcorner \Omega^n)|_S$$

$$= \sum_{i=1}^{m_1} (\nu_H)_i \ast \omega_i|_S$$

$$= \sum_{i=1}^{m_1} (-1)^{m_1+1} (\nu_H)_i \omega_1 \wedge \ldots \wedge \hat{\omega}_i \wedge \ldots \wedge \omega_n|_S,$$

where $(\nu_H)_i := \langle \nu_H, X_i \rangle_H (i = 1, \ldots, m_1)$. Note also that

$$\sigma_H|_S = |P_H(N)|_H \cdot \sigma^{n-1}|_S.$$
We also remind that if $U$ is an open subset of $G$ and $E$ is a set of finite $H$-perimeter in $U$ with $C^1$-smooth boundary, then

$$|\partial E|_H (U) = \int_{\partial E \cap U} |\mathcal{P}_H(N)|_H dA^{n-1},$$

(76)

where $N$ denotes the outward-pointing unit normal vector along $\partial E$. Moreover we have $\nu_E = \nu_H$; see Proposition 1.34.

We state in the next Remark 5.4 some results about the representation of the $H$-perimeter measure and about characteristic points on regular submanifolds which can be found in [67, 68]; see also [41, 42, 43] and [45].

**Remark 5.4.** Let $U$ be an open subset of a $k$-step Carnot group and let $\Sigma \subset U$ be a $C^1$ submanifold of codimension $h$. Then, the intrinsic $Q-h$-dimensional Hausdorff measure $\mathcal{H}^{Q-h}_c$ of the characteristic set of $\Sigma$ is 0, i.e.

$$\mathcal{H}^{Q-h}_c(C(\Sigma)) = 0.$$

If $\Sigma$ is a $C^1$-smooth hypersurface, then the Hausdorff dimension of $\Sigma$ with respect to the cc-distance $d_c$ is $Q - 1$, i.e.

$$\dim_{\mathcal{H}_c}(\Sigma) = Q - 1;$$

see [7], [41, 42, 43], [49], [67, 68], [81]. Furthermore, [67], if $G$ is 2-step and $\Sigma \subset G$ is a $C^{1,1}$-smooth hypersurface, then

$$\dim_{\mathcal{H}_c}(C(S)) \leq Q - 2.$$

Now let us suppose that $h = 1$, i.e. $\Sigma \subset U$ is a $C^1$ submanifold of codimension 1. Then we have

$$|\mathcal{P}_H(N)|_H \cdot \sigma^{n-1} \perp \Sigma = k_{q-1} S_c^{Q-1} \perp \Sigma,$$

where $k_{q-1}$ denotes the so-called **metric factor** of $d_c$ (see Definition 2.17 of [67]) that is a function depending on both the structure of the Lie algebra $g$ and on
the direction of the unit H-normal $\nu_H$ along $\Sigma$. In some particular cases, the metric factor $k_{q-1}$ reduces to an explicitly computable constant, as in the case of the Heisenberg groups $\mathbb{H}^k$ ($k \geq 1$). Moreover, let $E \subset G$ be such that $\partial E$ is a $C^1$ hypersurface with outward-pointing unit normal vector denoted by $N$. Then

$$|\partial E|_H = k_{q-1} S^{Q-1}_c \Leftrightarrow \partial E = |\mathcal{P}_H(N)|_H \cdot \sigma^{n-1} \mathcal{L} \partial E.$$ 

Finally, if $E$ is a $C^1$ closed subset of a k-step Carnot group $G$, the following version of the Divergence Theorem holds true:

$$\int_E \text{div}_H \psi \, dV^n = - \int_{\partial E} \langle \psi, \nu_E \rangle_H \, |\mathcal{P}_H(N)|_H \, dA^{n-1}$$

$$= - \int_{\partial E} \langle \psi, \nu_E \rangle_H \, k_{q-1} S^{Q-1}_c \quad \forall \psi \in C^1_0(G, H).$$

### 5.2 Geometry of 2-step Carnot groups

In this section we are mainly concerned with the study of 2-step Carnot groups. There are many reasons for this and one, for instance, is that many proofs can be given in a simpler way, by means of more explicit computations. Moreover, an important reason for the study of geometric properties of hypersurfaces in 2-step Carnot groups is that a remarkable rectifiability theory for sets of finite $H$-perimeter holds in this setting; see [42, 43]. Here below we shall simplify some of our previous notation.

Let $G$ denote a 2-step Carnot group of dimension $n$ and let $\mathfrak{g}$ be its Lie algebra. In this case the stratification of $\mathfrak{g}$ has only two layers: the first one, denoted by $H$, is the horizontal space of $\mathfrak{g}$, while the second one is the center of $\mathfrak{g}$, denoted by $Z$. We have $\mathfrak{g} := H \oplus Z$ and we put $m := \dim H$, so that $n - m = \dim Z$. According
to Remark 1.1 we denote by $Z_{x}$ ($x \in G$) the image in $T_{x}G$ of $Z$ through $(L_{x})_{*}$. We shall denote by $Z$ the smooth subbundle of $TG$ defined by $Z := \coprod_{x \in G} Z_{x}$ and by $\pi_{x}$ its bundle projection map.

**Notation 5.5.** From now on we shall adopt the following convention on the range of indices in the case of 2-step Carnot groups:

$1 \leq I, J, H, \ldots \leq n = \dim g; \quad 1 \leq i, j, h, \ldots \leq m = \dim H; \quad m+1 \leq \alpha, \beta, \gamma, \ldots \leq n.$

Moreover we shall set $I_{1} := \{1, \ldots, m\}$ and $I_{2} := \{m+1, \ldots, n\}$.

In the case of 2-step nilpotent Lie groups, one has many simplifications with respect to the general case. For example, the Campbell-Hausdorff formula takes the form

$$\exp(X) \cdot \exp(Y) = \exp\left( X + Y + \frac{1}{2} [X, Y] \right) \quad \forall X, Y \in g,$$

and, for instance, one has $d \exp_{X}(Y) = d(L_{\exp_{X}})_{e}(Y + \frac{1}{2} [Y, X])$ for all $X, Y \in g$.

We now introduce a family of skew-symmetric linear transformations of $H$ which “capture” all the geometry of 2-step nilpotent Lie groups equipped with a left invariant Riemannian metric; see [58], [31]. We emphasize that the metric adopted in the sequel is that already defined by formula (3) of Section 1.1. So let $Z \in Z$ and define $j(Z) : H \rightarrow H$ by

$$j(Z)(X) := (\text{ad} X)^{*}Z \quad \forall X \in H;$$

where $(\text{ad} X)^{*}$ is the adjoint linear transformation of $\text{ad} X$. Equivalently we have

$$\langle j(Z)X, Y \rangle = \langle [X, Y], Z \rangle = -\sum_{\alpha \in I_{2}} z_{\alpha} (C^{\alpha} X, Y), \quad \forall X, Y \in H, \forall Z = \sum_{\alpha \in I_{2}} z_{\alpha} X_{\alpha} \in Z.$$

By means of these maps, we shall explicitly write the Levi-Civita connection $\nabla$ for $G$ and we will specify both the expression of the Riemannian curvature tensor of $G$ and the values of its sectional curvatures. We have (see [31] pp. 620):

$$\begin{align*}
\nabla_{X} Y &= \frac{1}{2} [X, Y] \quad \forall X, Y \in H; \\
\nabla_{X} Z &= \nabla_{Z} X = -\frac{1}{2} j(Z)X \quad \forall X \in H, Z \in Z; \\
\nabla_{Z} \tilde{Z} &= 0 \quad \forall Z, \tilde{Z} \in Z.
\end{align*}
$$

(77)
\begin{align*}
\text{a)} \ R(X, Y)\tilde{X} &= \frac{1}{2} j([X, Y])\tilde{X} - \frac{1}{4} j([Y, \tilde{X}])X + \frac{1}{4} j([X, \tilde{X}])Y \quad \forall \ X, Y, \tilde{X} \in H; \\
\text{a}' \ R(X, Y)X &= \frac{3}{4} j([X, Y])X \quad \forall \ X, Y \in H; \\
\text{b)} \ R(X, Z)Y &= -\frac{1}{4} [X, j(Z)Y] \quad \forall \ X, Y \in H \\
\text{b}' \ R(X, Y)Z &= -\frac{1}{4} [X, j(Z)Y] + \frac{1}{4} [Y, j(Z)X] \quad \forall \ X, Y \in H \\
\text{c)} \ R(X, Z)\tilde{Z} &= -\frac{1}{4} \{j(Z) \circ j(\tilde{Z})X\} \quad \forall \ X \in H \\
\text{c}' \ R(Z, \tilde{Z})X &= -\frac{1}{4} \{j(\tilde{Z}) \circ j(Z)X\} + -\frac{1}{4} \{j(Z) \circ j(\tilde{Z})X\} \quad \forall \ X \in H \\
\text{d)} \ R(Z_1, Z_2)Z_3 &= 0 \quad \forall \ Z_1, Z_2, Z_3 \in Z.
\end{align*}

From \( (ii) \) we obtain a complete description of the curvature tensor but we may also compute the \textit{Ricci tensor} of \( G \), defined, for \( X, Y \in g \), by

\[
\text{Ric}(X, Y) := \text{Trace}(Z \to R(Z, X)Y) \quad Z \in g.
\]

From \( (ii) \) we get the expression of the sectional curvature of two orthonormal vectors \( X, Y \in g \), i.e. \( K(X, Y) = \langle R(X, Y)Y, X \rangle \):

\[
\begin{align*}
K(X, Y) &= -\frac{3}{4} ||[X, Y]||^2 \quad (X, Y \in H); \\
K(X, Z) &= -\frac{1}{4} |j(Z)X|^2 \quad (X \in H, Y \in Z); \\
K(Z, \tilde{Z}) &= 0 \quad (Z, \tilde{Z} \in Z).
\end{align*}
\]

In the 2-step case we may easily compute the 1-forms of the coframe \((\omega_1, ..., \omega_n)\) for \( G \). According to Remark 1.22, if \( x = \exp(X) \) \( X = \sum_{K=1}^{n} x_K e_K \) we get

\[
(\omega_I)_x = \sum_{H=1}^{n} B_I(x) dx_H
\]
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where
\[ B_{IH}(x) = dx_I \left( \frac{1 - e^{-\text{ad}X}}{\text{ad}X} (e_H) \right) = \frac{dx_I \left( e_H + \frac{1}{2} [e_H, X] \right) - \delta^I_H}{\text{ad}X} \]
\[ = \delta^I_H + \frac{1}{2} \sum_{K=1}^n c^I_{HK} x_K \quad \text{since} \quad c^I_{HK} = \langle [e_H, e_K], e_I \rangle. \]

**Remark 5.6.** Putting \( B(x) := [B_{IH}(x)]_{I, H=1, \ldots, n} \) \((x \in G)\) by an easy calculation one gets \( B(x) = A(-x) \) where \( A(x) \) is the matrix representing the pushforward associated with \( L_x \); see Section 1.1. To see this, let \( x = \exp(X) \) and \( y = \exp(Y) \), where \( X = \sum_{H=1}^n x_H e_H, Y = \sum_{H=1}^n y_H e_H \); then

\[
A_{IH}(-x) = \frac{\partial P_I(-x, 0)}{\partial y_H} = \frac{\partial}{\partial y_H} \left( -x_I + y_I - \frac{1}{2} \sum_{R,S=1}^n c^I_{RS} x_R y_S \right) \bigg|_{y=e} = \delta^I_H - \frac{1}{2} \sum_{R,S=1}^n c^I_{RS} \delta^H_S x_R = \delta^I_H - \frac{1}{2} \sum_{R=1}^n c^I_{RH} x_R = B_{IH}(x),
\]

where the last equality follows from (i) of (16) of Section 1.1.

By the stratification hypothesis on the Lie algebra (see Remark 1.22) we obtain also that \( B_{ij} = \delta^j_i \) for any \( i, j \in I_1 \) and that \( B_{\alpha\beta} = \delta^\beta_\alpha \) for any \( \alpha, \beta \in I_2 \). More generally, note that

\[ c^I_{HK} \neq 0 \implies H, K \in I_1, I \in I_2. \]

We now remind that the *connections 1-forms* \( \{\omega_{ij}\}_{i, j=1, \ldots, n} \) (see [16], [59], [88]) of the coframe \( \{\omega_1, \ldots, \omega_n\} \) for \( G \) are defined by

\[ \omega_{ij}(X) := \langle \nabla_X X_i, X_j \rangle \quad \forall X \in \mathfrak{g}(G). \]

They are \( n^2 \) skew-symmetric 1-forms, i.e. \( \omega_{ij} = -\omega_{ji} \) \((i, j = 1, \ldots, n)\), satisfying the equations

\[ d\omega_j = \sum_{k=1}^n \omega_k \wedge \omega_{kj} \quad (j = 1, \ldots, n). \]
See also Proposition 1.21 of Section 1.1 for a more explicit result. By using this definition and either the expression of $\nabla$ for 2-step Carnot groups (see item (i)), or both Proposition 1.11 and the system of equations (11) of Section 1.1, we obtain the system \( \{ \omega_{JK} \}_{J,K=1,...,n} \) of connection 1-forms for the coframe \( (\omega_1, ..., \omega_n) \) of \( \mathbb{G} \). More precisely, since by definition we have
\[
\omega_{jk}(X_i) := \langle \nabla X_i X_j, X_k \rangle \quad \forall \ X \in \mathfrak{X}(\mathbb{G}) \quad (J, K = 1, ..., n),
\]
we get by an easy computation the following result:
\[
\begin{align*}
\omega_{jk}(X_i) &= 0 \quad \forall \ i, j, k \in I_1; \\
\omega_{jk}(X_\alpha) &= -\frac{1}{2} c^\alpha_{jk} \quad \forall \ j, k \in I_1 \ \forall \ \alpha \in I_2; \\
\omega_{j\alpha}(X_i) &= \frac{1}{2} c^\alpha_{ij} \quad \forall \ i, j \in I_1 \ \forall \ \alpha \in I_2; \\
\omega_{j\alpha}(X_\beta) &= 0 \quad \forall \ j \in I_1 \ \forall \ \alpha, \beta \in I_2; \\
\omega_{\alpha\beta}(X_I) &= 0 \quad \forall \ \alpha, \beta \in I_2 \ \forall \ I \in I_1 \cup I_2.
\end{align*}
\]

We end this section by computing the covariant derivative of two smooth left invariant sections of \( T \mathbb{G} \) with respect to the coordinates of the frame \( (X_1, ..., X_n) \), i.e. if \( X = \sum_I x_I X_I \) and \( Y = \sum_J y_J X_J \), we shall compute \( \nabla_X Y \) with respect to the vector basis \( X_1, \ldots, X_n \). We have
\[
\nabla_X Y = \sum_I x_I \nabla_{X_I} (y_J X_J) \\
= \sum_{I,J} \left\{ x_I (X_I y_J) X_J + x_I y_J \nabla_{X_I} X_J \right\} \\
= \sum_J (X y_J) X_J + \sum_{I,J,K} x_I y_J \omega_{JK}(X_I) X_K \\
= \sum_J (X y_J) X_J + \sum_{I,J,K} x_I y_j \omega_{jk}(X_I) X_K + \sum_{I,\alpha} x_I y_J \omega_{J\alpha}(X_I) X_\alpha + \sum_{I,\alpha,k} x_I y_\alpha \omega_{\alpha k}(X_I) X_k.
\]
Here above, the first summation is nothing but the image of $X$ under the Jacobian matrix of $Y$ with respect to the basis $(X_1, \ldots, X_n)$, i.e.

$$J_Y X = \sum_j (X y_j) X_j = \sum_{j, \beta} \left( (X y_j) X_j + (X y_\beta) X_\beta \right).$$

Now by (81) and the fact that the connection 1-forms are skew-symmetric, we get

$$\nabla_X Y = J_Y X + \sum_{\beta, j, k} x_\beta y_j \omega_{jk}(X_\beta)X_k + \sum_{i, j, \alpha} x_i y_j \omega_{ja}(X_i)X_\alpha + \sum_{i, \alpha, k} x_i y_\alpha \omega_{ak}(X_i)X_k$$

$$= J_Y X - \frac{1}{2} \sum_{\beta, j, k} c_{jk}^\beta x_\beta y_j X_k + \frac{1}{2} \sum_{i, j, \alpha} c_{ij}^\alpha x_i y_j X_\alpha - \frac{1}{2} \sum_{i, \alpha, k} c_{ik}^\alpha x_\alpha y_k X_k$$

$$= J_Y X + \frac{1}{2} \sum_{j, k, \alpha} c_{jk}^\alpha \left\{ x_j y_k X_\alpha - (x_\alpha y_j + x_j y_\alpha) X_k \right\}. \quad (82)$$

**Definition 5.7.** We set

$$C^\alpha := [c_{ik}^\alpha]_{i, k \in I_1} \in M_{m,m}(\mathbb{R}), \quad C_k := [c_{ik}^\alpha]_{i \in I_1, \alpha \in I_2} \in M_{m,n-m}(\mathbb{R}).$$

Moreover we define another family of matrices $C^k \in M_{n,n}(\mathbb{R})$ ($k \in I_1$) by

$$C^k := \begin{bmatrix} 0_{m,m} & C_k \\ C_k^T & 0_{n-m,n-m} \end{bmatrix},$$

where $C_k^T$ denotes the matrix adjoint of $C_k$. We shall also denote by $C^\alpha : H \to H$ and, respectively, by $C^k : g \to g$, the linear operators associated with $C^\alpha$ and $C^k$.

**Warning.** Sometimes in some of the following computations we will use, with a slight abuse of notation, the symbol $\langle \cdot, \cdot \rangle_H$ to denote the inner product in $\mathbb{R}^m \cong H$.

Note that $C^\alpha, \alpha \in I_2$, are skew-symmetric linear operators while $C^k, k \in I_1$, turn out to be symmetric and such that $\text{Im}(C^k) \subseteq \text{Ker}(\mathcal{P}_H)$ ($k \in I_1$). We may state the following:

**Lemma 5.8.** Let $(G, \langle \cdot, \cdot \rangle)$ be a 2-step Carnot group endowed with the Levi-Civita connection $\nabla$. Let $X, Y \in \mathfrak{X}(G)$ be two left invariant vector fields. Then

$$\nabla_X Y = J_Y X - \frac{1}{2} \left\{ \sum_{k \in I_1} \langle C^k X, Y \rangle X_k + \sum_{\alpha \in I_2} \langle (C^\alpha \circ \mathcal{P}_H)(X), \mathcal{P}_H(Y) \rangle_H X_\alpha \right\}. \quad (83)$$
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Proof. The equation (82) shows that, using the coordinates of the frame \((X_1, ..., X_n)\), we have

\[
\nabla_X Y = J_{Y} X - \frac{1}{2} \sum_{k \in I_1} \langle C_k(x_{m+1}, ..., x_n)^T, (y_{1}, ..., y_m)^T \rangle X_k
\]

\[
- \frac{1}{2} \sum_{k \in I_1} \langle C_k(y_{m+1}, ..., y_n)^T, (x_{1}, ..., x_m)^T \rangle X_k
\]

\[
+ \frac{1}{2} \sum_{\alpha \in I_2} \langle C^\alpha(x_1, ..., x_m)^T, (y_1, ..., y_m)^T \rangle H X_\alpha,
\]

so the thesis follows from Definition 5.7. \qed
6 Regular non-characteristic hypersurfaces in 2-step Carnot groups

6.1 $H$-adapted moving frames and structure equations

In this section we shall introduce a moving frame in $G$ adapted to a regular non-characteristic hypersurface $S \subset G$; see Definition 6.1 below. This frame will enable us to get explicit computations about the local geometry of $S$ and will be mainly used to understand the meaning of some variational formulas that we will prove in the sequel. Here we just remark that the choice of this frame is motivated by the fact that we cannot use the usual Riemannian approach (see [63], [16], [87], [88]) in stating variational formulas concerning the $H$-perimeter form $\sigma_H$ as, for instance, divergence type theorems on hypersurfaces and the first and the 2nd variation of $\sigma_H$. Indeed, it should be noted that the tangent space to a smooth hypersurface does not play the same role as in the Riemannian setting, so that we shall replace it by the vertical bundle $V_S$ over $S$ defined in Section 1.2. At least for 2-step Carnot groups this seems perhaps motivated by the Blow-up method. Indeed let $x \in \partial^*E$, where $\partial^*E$ denotes the Reduced Boundary of a (locally) finite $H$-perimeter set $E$. Then it can be proved that the (local) tangent structure at $x \in \partial^*E$ is the vertical hyperplane orthogonal to $\nu_E(x)$ which turns out to be a maximal (proper) subgroup of $G$; see [42, 43], [67, 68].

Let $G$ be a 2-step Carnot group and $S \subset G$ be a smooth immersed non-characteristic hypersurface. Since the following discussion is local we may assume also that $S$ is imbedded. Let $V_S$, $H_S$, $HT_S$ and $\nu_H S$ denote the vector bundles on the base space $S$, defined in Section 1.2. Moreover we shall denote by $Z_S$ the smooth vector bundle over the base space $S$ whose fibre at any $x \in S$ is given by $Z_x S = (L_x)_* Z$. We have already seen that $T_x G = \text{span}\{ (\nu_H)_x \} \oplus V_x$ and by Remark 5.1, for any $x \in S$, we get that $H_x S = \text{span}\{ (\nu_H)_x \} \oplus HT_x S$. Note also that $V_x S = HT_x S \oplus Z_x S$. We may start by giving the following:

**Definition 6.1.** Let $G$ be a 2-step Carnot group and $S \subset G$ be a smooth immersed
non-characteristic hypersurface. Fix an open set $U \subset \mathbb{G}$ such that $U \cap S \neq \emptyset$. A $H$-adapted moving frame for $S$ on $U$ is a smooth orthonormal frame $(\tau_1, ..., \tau_n)$ for $U$ such that:

(i) $(\tau_1)_x := (\nu_H)_x$ and $H_x TS = \text{span}\{ (\tau_2)_x, ..., (\tau_m)_x \}$ for $x \in U = U \cap S$;

(ii) $\tau_\alpha := X_\alpha \ (\alpha \in I_2 = \{m + 1, ..., n\})$.

Note that $H_x S = \text{span}\{ (\tau_1)_x, ..., (\tau_m)_x \} = \text{span}\{ (X_1)_x, ..., (X_m)_x \}$ for every $x \in U \cap S$, and that $Z_x S = \text{span}\{ (\tau_{m+1})_x, ..., (\tau_n)_x \} = \text{span}\{ (X_{m+1})_x, ..., (X_n)_x \}$ for every $x \in U \cap S$. Thus, $\tau_1, ..., \tau_m$ are smooth left invariant horizontal sections that turn out to be homogeneous of degree 1 with respect to Carnot dilations

$$\{ \delta_H(x_1, ..., x_n) = (\lambda^{\alpha_1} x_1, ..., \lambda^{\alpha_n} x_n) \}_{t > 0},$$

while, clearly, $\tau_{m+1}, ..., \tau_n$ are homogeneous of degree 2. The $H$-adapted dual coframe $(\phi_1, ..., \phi_n)$ for $S$ in $U$ is then (uniquely) determined by requiring that

$$\phi_I(\tau_J) = \delta_H^J (I, J = 1, ..., n).$$

By construction, the 1-forms $\phi_1, ..., \phi_m$, which are dual of the horizontal sections $\tau_1, ..., \tau_m$ of $HS$, are homogeneous of degree 1 with respect to Carnot dilations, i.e.

$$\delta_H(x_1, ..., x_n) = (\lambda^{\alpha_1} x_1, ..., \lambda^{\alpha_n} x_n)^* \phi_i = t \phi_i \ (i \in I_1),$$

while the 1-forms $\phi_{m+1}, ..., \phi_n$ which are dual of the sections $\tau_{m+1}, ..., \tau_n$ of $ZS$ are homogeneous of degree 2, i.e.

$$\delta_H(x_1, ..., x_n) = (\lambda^{\alpha_1} x_1, ..., \lambda^{\alpha_n} x_n)^* \phi_\alpha = t^2 \phi_\alpha \ (\alpha \in I_2).$$

**Remark 6.2.** Since locally the Riemannian volume $n$-form $\Omega^n$ can be written in terms of the wedge product of the 1-forms $\phi_1, ..., \phi_n$, i.e.

$$\Omega^n = \phi_1 \wedge ... \wedge \phi_n,$$
by setting $\mathcal{U} := U \cap S$, from Definition 5.2 we get

$$\sigma_H \cap \mathcal{U} := (\nu_H \cap \Omega^n)|_U$$

$$= (\tau_1 \cap \phi_1 \wedge ... \wedge \phi_n)|_U$$

$$= (\phi_2 \wedge ... \wedge \phi_n)|_U.$$

The following lemma will be useful in many computations of the next sections.

**Lemma 6.3.** [Vanishing Lemma] Assume that $S \subset \mathbb{G}$ is a smooth non-characteristic hypersurface. Then, for any $i \in I_1 \setminus \{1\} = \{2, ..., m\}$ we have

$$(\tau_i \cap \Omega^n)|_S = 0.$$ 

**Proof.** Obvious, since

$$(\tau_i \cap \Omega^n)|_S = (\tau_i \cap d\nu^n)|_S = (\tau_i, N) dA^{n-1}|_S$$

and $(\tau_i, N) = 0.$ □

From now on, we shall denote by $\phi_{IJ} (I, J = 1, ..., n)$ the connection 1-forms of the $H$-adapted coframe $(\phi_1, ..., \phi_n)$, which are defined by

$$\phi_{IJ}(X) := \langle \nabla_X \tau_I, \tau_J \rangle \quad \forall \ X \in \mathfrak{X}(\mathbb{G}),$$

where $\nabla$ denotes the Levi-Civita connection of $\mathbb{G}$. The set of $\phi_{IJ}$ is a family of $n^2$ skew-symmetric 1-forms. Furthermore we denote by $\Phi_{JK} (J, K = 1, ..., n)$ the curvature 2-forms of $(\phi_1, ..., \phi_n)$ (see [16], [59], [88]) defined by

$$\Phi_{JK}(X, Y) := \phi_K(R(X, Y) \tau_J) = \langle R(X, Y) \tau_J, \tau_K \rangle$$

for all $X, Y \in \mathfrak{X}(\mathbb{G}) (J, K = 1, ..., n).$ Now we may write the (Riemannian) structure equations of the $H$-adapted coframe $(\phi_1, ..., \phi_n)$:

$$d\phi_J = \sum_{K=1}^{n} \phi_K \wedge \phi_{KJ} \quad (J = 1, ..., n) \quad \text{(1st structure equation); (84)}$$

$$d\phi_{JK} = \sum_{L=1}^{n} \phi_{JL} \wedge \phi_{LK} - \Phi_{JK} \quad (J, K = 1, ..., n) \quad \text{(2nd structure equation)}.$$
The $H$-adapted frame $(\tau_1, \ldots, \tau_n)$ to $S$ is a smooth frame for $\mathbb{G}$ which is defined locally in a suitable open neighborhood of $S$ and in the sequel we shall make use of it instead of the frame $(X_1, \ldots, X_n)$, and consequently we shall replace the coframe $(\omega_1, \ldots, \omega_n)$ with that $H$-adapted $(\phi_1, \ldots, \phi_n)$. Our point of view will be that of interpreting the results of the next sections in terms of that geometric invariants encapsulated by the $H$-adapted frame to $S$.

Below, we shall compute in detail the expression of the connection 1-forms $\phi_{IJ}$ ($I, J = 1, \ldots, n$) of the coframe $(\phi_1, \ldots, \phi_n)$ by means of Lemma 5.8. To this aim, let $x \in \mathcal{U} := U \cap S$, and consider the orthogonal $n \times n$-matrix $O(x) \in \mathfrak{O}(n)$ given by

$$O(x) = \begin{bmatrix} O_H(x) & 0_{m,n-m} \\ 0_{n-m,m} & I_{n-m,n-m} \end{bmatrix},$$

where $x \in \mathcal{U}$ and $O_H(x) \in \mathfrak{O}(m)$ is the orthogonal $m \times m$-matrix given by

$$O_H(x) := \left\{ \langle \tau_i, X_j \rangle \right\}_{i,j=1,\ldots,m}.$$

We set $o_{IJ}(x) := \langle (\tau_I)_x, (X_J)_x \rangle$ ($I, J = 1, \ldots, n$) and denote by $o_L(x)$ the $L$-th column of $O(x)$ representing, in the coordinates of the frame $(X_1, \ldots, X_n)$, the $L$-th vector $\tau_L$ of the $H$-adapted frame $(\tau_1, \ldots, \tau_n)$. Now if $O(x) : T_x \mathbb{G} \rightarrow T_x \mathbb{G}$ denotes the linear operator associated with $O(x)$ and $O_H(x) : H_x \rightarrow H_x$ denotes the operator associated with $O_H(x)$, by making use of Definition 6.1 we get that

$$O(x)(X_I)_x = (\tau_I)_x \quad (I = 1, \ldots, n).$$

Using Lemma 5.8 and the very definition of $\phi_{IJ}$, get us

$$\phi_{IJ}(\tau_L) = \langle \nabla_{\tau_L} \tau_I, \tau_J \rangle - \frac{1}{2} \left\{ \sum_{k \in I_1} \langle C^k o_L, o_I \rangle o_{Jk} - \sum_{a \in I_2} \left\langle C^a (o_{1L}, \ldots, o_{mL})^T, (o_{1I}, \ldots, o_{mI})^T \right\rangle_H o_{Ja} \right\},$$

and by this formula we deduce the following:

**Lemma 6.4.** If $x \in \mathcal{U}$, we have

(i) $\phi_{ij}(\tau_k) = \langle [\mathcal{J}_{o_i}]_x o_k, o_j \rangle$ \quad ($i, j, k \in I_1$);
(ii) \( \phi_{ij}(\tau_{\beta}) = \left( \frac{\partial a_j}{\partial x_i}, a_j \right) - \frac{1}{2} \sum_{k \in I_1} \langle C^k a_{\beta}, a_i \rangle a_{jk} \quad (i, j \in I_1, \beta \in I_2); \)

(iii) \( \phi_{i\beta}(\tau_{j}) = -\frac{1}{2} \langle C_{\beta} (a_{i1}, ..., a_{m_j})^T, (a_{i1}, ..., a_{m_i})^T \rangle_H \quad (i, j \in I_1, \beta \in I_2); \)

(iv) \( \phi_{i\alpha}(\tau_{\beta}) = 0 \quad (i \in I_1, \alpha, \beta \in I_2); \)

(v) \( \phi_{\alpha\beta}(\tau_L) = 0 \quad (\alpha, \beta \in I_2, L \in I_1 \cup I_2). \)

**Proof.** We have just to use the above formula and the fact that the derivative along \( X_\alpha \) (\( \alpha \in I_2 \)) is nothing but the partial derivative \( \frac{\partial}{\partial x_\alpha} \); see Remark 1.5 in Section 1.1.

**Remark 6.5.** Let \( S \subset G \) be a smooth non-characteristic hypersurface and let us consider the tangent space \( TS \) of \( S \). Suppose that \( (t_1, ..., t_{n-1}) \) is an orthonormal frame for \( S \). Since \( S \) is non-characteristic, Frobenius’ Theorem (see [64], [88]) implies that the Lie bracket of any two tangent vectors is still a tangent vector, i.e. if \( x \in S \) and if \( X, Y \in T_x S \), then there exist \( \alpha_1, ..., \alpha_{n-1} \) such that

\[
[X, Y]_x = \sum_{i=1}^{n-1} \alpha_i \cdot (t_i)_x.
\]

**Remark 6.6.** Let \( x \in U = U \cap S \) and consider the tangent space of \( S \) at \( x \), \( T_x S \). Moreover let \( N \) denote the Riemannian unit normal vector along \( S \). Note that, with respect to the \( H \)-adapted frame \( (\tau_1, ..., \tau_n) \) for \( U \), we have that

\[
N = \left| P_H(N) \right| H \tau_1 + \sum_{\alpha \in I_2} n_\alpha \tau_\alpha = n_1 \tau_1 + \sum_{\alpha \in I_2} n_\alpha \tau_\alpha.
\]

By using the coordinates associated with a \( H \)-adapted frame, a vector basis for \( T_x S \) can be written by noting that:

(i) \( (\tau_2)_x, ..., (\tau_m)_x \) are \( m-1 \) tangent vectors to \( S \) at \( x \); they form an orthonormal basis for the horizontal tangent space \( HT_x S \) to \( S \) (see Section 1.2);

(ii) \( \left( \tau_\alpha - \frac{n_\alpha}{n_1} \tau_1 \right)_x \quad (\alpha \in I_2) \) are \( n-m \) linearly independent tangent vectors to \( S \) at \( x \); they are orthogonal with each other vector \( (\tau_j)_x \), for every \( j \in I_1 \setminus \{1\} \).

By normalizing the family of vectors introduced at item (ii), we would get a full basis for \( TS \).
In the sequel we shall make use of the following notation:
\[ \tau_\alpha^S := \tau_\alpha - \frac{n_\alpha}{n_1} \tau_1 \quad \alpha \in I_2. \]

**Remark 6.7.** We remind the definition of the horizontal tangential operators
\[ \delta^H_i \psi := X_i \psi - \langle \nabla^H \psi, \nu^H_i \rangle_H \nu^H_i \quad \forall \psi \in C^\infty(U) \quad (i \in I_1), \]
introduced by N. Garofalo and S. Pauls in [44]. We stress that, with our notation, one gets
\[ \delta^H \psi := \nabla^H \psi - \langle \nabla^H \psi, \tau_1 \rangle_H \tau_1 = \sum_{i=2}^m \tau_i(\psi) \tau_i \quad \forall \psi \in C^\infty(U). \]

**Remark 6.8.** There is no affine connection on the vertical bundle \( VS \) over \( S \) because, obviously, \( VS \) is not a subbundle of \( TS \); see Definition 1.12 of Section 1.2. Later on we shall define an HTS-restricted connection over HTS for \( S \), in the sense of Definition 1.12 of Section 1.1; see Definition 6.12.

However, we may give the following notion that will be useful in the sequel.

**Definition 6.9.** From now on, we shall denote by \( D^{VS} \) the rule which assigns to each vector field \( X \in \mathfrak{X}(G) \) the operator \( D^{VS}_X : \mathfrak{X}(G) \rightarrow C^\infty(G, VS) \) defined by
\[ D^{VS}_X Y = P_{VS}(\nabla_X Y) = \nabla_X Y - \langle \nabla_X Y, \nu^H \rangle_H \nu^H_X, Y \in \mathfrak{X}(G). \] (86)

**Remark 6.10.** We may explicitly write the rule \( D^{VS} \) by means of the frame \( (\tau_2, ..., \tau_n) \) for \( VS \). More precisely, for every \( X \in \mathfrak{X}(G) \) we have
\[ D^{VS}_X \tau_J = \sum_{H=2}^n \phi_{JH}(X) \tau_H \in VS \quad \forall J = 2, ..., n. \] (87)

**Definition 6.11.** If \( \psi \in C^\infty(G) \) we denote by \( D^{VS} \psi \), the unique vector field of \( C^\infty(G, VS) \) such that \( \langle D^{VS} \psi, X \rangle = d\psi(X) = X\psi \quad (\forall X \in VS) \), and we call \( D^{VS} \psi \) the VS-gradient of \( \psi \). Also, we define the VS-divergence of \( X \in VS \), denoted by \( \text{div}_{VS} X \), to be the function given at each point \( x \in S \) by
\[ \text{div}_{VS} X := \text{Trace} \left( Y \rightarrow D^{VS}_Y X \right) \quad (Y \in V_x S). \]
By definition, since \((\tau_2, \ldots, \tau_n)\) is an orthonormal frame for \(VS\), we get
\[
\text{div}_{VS} X = \sum_{j=2}^{n} \langle D_{\tau_j}^VS X, \tau_j \rangle \quad \forall \, X \in C^\infty(G, VS).
\] (88)

Furthermore, for every \(X \in C^\infty(G, VS)\) and every \(\phi, \psi \in C^\infty(G)\) we get that
\[
D^VS(\phi \psi) = \phi D^VS \psi + \psi D^VS \phi \quad \text{(89)}
\]
\[
\text{div}_{VS} (\psi X) = \langle D^VS \psi, X \rangle + \psi \text{div}_{VS} X = X \psi + \psi \text{div}_{VS} X. \quad \text{(90)}
\]

The above discussion shows, in a sense, a formal analogy with the classical Gauss Formulas; see [16], [59], [88]. Nevertheless, by making use of the horizontal connection, this analogy becomes more evident. Indeed, first note that \(HTS \subset TS\) is a smooth subbundle of the tangent bundle of \(S\), whose fiber at \(x \in S\) is, by definition, an \(m-1\)-dimensional vector subspace of \(H_x\). We shall now define an HTS-connection over \(S\), which is naturally associated with the decomposition of the horizontal space at \(x \in S\) given by
\[
H_x = HT_xS \oplus \text{span}\{\nu_H\}_x. \quad \text{(91)}
\]

**Definition 6.12.** Let \(\nabla\) denotes the Levi-Civita connection over \(TS\) induced by \(\langle \cdot, \cdot \rangle\), that is, by definition, \(\nabla := \langle \nabla \rangle^TS\). Then, we denote by \(\nabla_{HTS}\) the HTS-restricted connection over \(HTS\), in the sense of Definition 1.12, i.e.
\[
\nabla_{HTS} := \nabla^{(HTS,HTS)}.
\]

**Definition 6.13.** We define the HTS-gradient of \(\psi \in C^\infty(S)\), denoted by the symbol \(\nabla_{HTS} \psi\), to be the (unique) horizontal tangent vector field such that
\[
\langle \nabla_{HTS} \psi, X \rangle_H = d\psi(X) = X \psi \quad \forall \, X \in HTS.
\]

Moreover, the HTS-divergence of \(X \in HTS\), denoted by \(\text{div}_{HTS}X\), is the function given at each point \(x \in S\) by
\[
\text{div}_{HTS}X := \text{Trace}\left(Y \mapsto \nabla_{HTS}^Y X\right) \quad (Y \in HT_xS).
\]

Finally, we denote by \(\Delta_{HTS}\) the HTS-laplacian that is defined by
\[
\Delta_{HTS} \psi := \text{div}_{HTS}(\nabla_{HTS} \psi) \quad \forall \, \psi \in C^\infty(S). \quad \text{(92)}
\]
From Definition 6.11, using also (87) and (88), we easily get that
\[
\text{div}_V X = \text{div}_{HTS}(P_{HTS}(X)) + \text{div}_Z(P_Z(X)) \quad \forall X \in \mathcal{C}^\infty(G, VS).
\] (93)

**Remark 6.14.** Using (91), if \( X, Y \in \mathcal{C}^\infty(S, HTS) \), we may decompose \( \nabla^H_X Y \) as follows:
\[
(\nabla^H_X Y)_x = (P_{HTS}(\nabla^H_X Y))_x + (P_{\nu} S(\nabla^H_X Y))_x \quad (x \in S).
\]

It is easily verified that
\[
\nabla^H_X = P_{HTS}(\nabla^H_X Y).
\] (94)

Note also that
\[
\nabla^H_X \tau_i = \sum_{j \in I_1} \phi_{ij}(X) \tau_j = \phi_{i1}(X) \tau_1 + \sum_{j=2}^m \phi_{ij}(X) \tau_j
\]
\[
= \langle \nabla^H_X \tau_i, \tau_1 \rangle_H \tau_1 + \nabla^H_X \tau_i \quad \forall X \in \mathcal{C}^\infty(S, HTS), \ i \in I_1 \setminus \{1\}.
\]

We therefore get that the horizontal connection \( \nabla^H \) satisfies a generalized version of the classical Gauss Formulas. Before the statement of this result, we give the following:

**Definition 6.15.** We define the horizontal second fundamental form of \( S \) to be the map \( b_H : HTS \times HTS \rightarrow \nu_S \) given by
\[
b_H(X,Y) := \langle \nabla^H_X Y, \nu \rangle_H \nu_H \quad \forall X, Y \in HTS.
\]

The trace of \( b_H \), denoted by \( H \), is called the horizontal mean curvature of \( S \). Finally, the quantity \( H^\infty := \langle H, \nu \rangle_H \) will be called the scalar horizontal mean curvature of \( S \).

**Remark 6.16.** Clearly, we have that \( H \in \nu_S \) and that
\[
H := \sum_{j=2}^m \langle \nabla^H_{\tau_j} \tau_1, \tau_1 \rangle_H \tau_1 = - \sum_{j=2}^m \langle \nabla^H_{\tau_1} \tau_j, \tau_j \rangle_H \tau_1 = - \sum_{j=2}^m \phi_{ij}(\tau_j) \tau_1.
\]

By arguing as in the Riemannian case, we may prove that \( b_H(X, Y) \) is a \( \mathcal{C}^\infty(S) \)-bilinear form in \( X \) and \( Y \) and that \( b_H(X, Y) \) only depends on \( X_x \) and \( Y_x \); indeed
to see this, we can proceed as in the proof of Proposition 3.2 of [59], Vol.II. More importantly, in general, $b_H$ is not symmetric. The reason is the following. Symmetry of $b_H$ is easily seen to be equivalent to the following condition:

$$X, Y \in HTS \implies P_H[X, Y] \in HTS.$$ 

But this condition fails to be true, in general. For instance, this condition turns out to be trivially true, in the case of the Heisenberg group $H^1$, being $HTS$ a 1-dimensional subbundle of $TS$, for any given non-characteristic surface $S \subset H^1$. But, for example, the condition fails to hold, in general, for the case of $\mathbb{H}^n (n > 1)$, as it can be easily proved by using a dimensional argument.

**Proposition 6.17.** ([HTS-restricted Gauss Formulas]) For each $x \in S$ we have

$$\nabla^H_{X_x} Y = \nabla^{HTS}_{X_x} Y + b_H(X_x, Y_x)$$

where $X_x \in HT_xS$ and $Y$ is any horizontal vector field which is tangent along $S$.

**Proof.** Obvious by the previous discussion. \qed

We may give the following:

**Definition 6.18.** We define the torsion $T^{HTS}$ of the partial HTS-connection $\nabla^{HTS}$, by

$$T^{HTS}(X, Y) := \nabla^{HTS}_X Y - \nabla^{HTS}_Y X - P_H[X, Y] \quad (X, Y \in HTS).$$

From this definition, it follows that for every $X, Y \in HTS$ one has

$$T^{HTS}(X, Y) = b_H(Y, X) - b_H(X, Y) = \langle P_H[Y, X], \nu_H \rangle_H \nu_H. \quad (95)$$

Note also that the mapping $HS \ni X \mapsto \nabla^H_X \nu_H$ is, in fact, the sub-Riemannian analogous of the usual Weingarten map. In the case of hypersurfaces, using the compatibility of $\nabla^H$ with the metric $\langle \cdot, \cdot \rangle_H$, we get that $\langle \nabla^H_X \nu_H \rangle_p \in H_p S$. Indeed, by differentiating the identity $|\nu_H|^2_H = 1$, we obtain

$$X(\nu_H, \nu_H)_H = 2 \langle \nabla^H_X \nu_H, \nu_H \rangle_H = 0.$$ 
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6.2 Gauss-Green type formulae on hypersurfaces

Below, we shall prove first a generalized version of the Riemannian divergence theorem on regular non-characteristic hypersurfaces and then some related Green’s identities. The main proofs will be given in the next section.

Here we will just make a short comment. We remind that if $(\mathcal{M}, \langle \cdot , \cdot \rangle)$ is a Riemannian manifold and $\sigma$ denotes the Riemannian volume form on $\mathcal{M}$, then the divergence of a $C^1$ vector field $X$ on $\mathcal{M}$ satisfies the following well-known identities:

$$\mathcal{L}_X \sigma = \text{Div}_\sigma(X) \sigma = d (X \mid \sigma) = \text{div}X \sigma,$$

where $\text{Div}_\sigma X$ denote the divergence of $X$ with respect to $\sigma$ (see [16], [88]). These relations allow to prove easily, via Stoke’s Theorem, the Riemannian divergence theorem. Here, following the same approach, we state a generalized version of this theorem in the case of regular non-characteristic hypersurfaces in 2-step Carnot groups, endowed with the $H$-perimeter form $\sigma_H$. However, we cannot expect such an extension of it to be trivial, as further terms will appear in it, due to the non-Abelian structure of the Lie algebra.

Let $\mathcal{G}$ be a 2-step Carnot group and let $S \subset \mathcal{G}$ be a smooth immersed non-characteristic hypersurface with unit normal vector along $S$ denoted by $N$. Let $\mathcal{U} \subset S$ be compact and let us suppose that the boundary $\partial \mathcal{U}$ of $\mathcal{U}$ is a smooth (immersed) $n-2$-dimensional Riemannian submanifold with outward pointing unit normal $\eta$. Let $\nabla$ denote the Levi-Civita connection induced by $\langle \cdot , \cdot \rangle$ on $\mathcal{U}$ (i.e. $\nabla := (\nabla)^{\mathcal{U}}$). Finally, we denote by $\nabla \psi$ the gradient of $\psi \in C^\infty(\mathcal{U})$ and by $\text{div}_{\mathcal{U}}$ the Riemannian divergence on $\mathcal{U}$. A first easy remark is contained in the following:

**Proposition 6.19.** Let $\mathcal{U}$ be as above and let $X \in \mathfrak{X}(\mathcal{U})$ be a tangent vector field on $\mathcal{U}$. Then the following holds

$$\int_{\mathcal{U}} \left\{ \text{div}_{\mathcal{U}} X + \langle X, \nabla \log(|\mathcal{P}_H(N)|_H) \rangle \right\} \sigma_H = \int_{\partial \mathcal{U}} \langle X, \eta \rangle |\mathcal{P}_H(N)|_H \sigma^{n-2}. \quad (96)$$

**Proof.** The proof it is a straightforward application of the Riemannian divergence
theorem. Indeed, by definition of $\sigma_H$ and a simple calculation, we have
\[
    d(X \mid \sigma_H) = d(|P_H(N)|_H X \mid \sigma_H) = \text{div}_{TU}(|P_H(N)|_H X) \sigma
\]
and the thesis now follows by Stoke’s Theorem.

The definition of the $H$-perimeter form $\sigma_H$ modify the role of the usual tangent space and we shall replace it, in our analysis, by using both the vertical bundle $VS$ and the horizontal tangent bundle $HTS$. The starting point of our work will be that of stating the analogous version of the Riemannian divergence theorem for regular hypersurfaces endowed with the $H$-perimeter form $\sigma_H$. Our first result in this direction is the following:

**Lemma 6.20. [Main Lemma]** For every $X \in C^\infty(G, VS)$, $(X = \sum_{J=2}^n x_J \tau_J)$, we have
\[
    d(X \mid \sigma_H)|_S = \left\{ \sum_{J=2}^n \tau_J(x_J) + \sum_{h=2}^m \sum_{\alpha \in I_2} x_J \left[ \sum_{j=2}^m \phi_{j,h}(\tau_h) + \langle C^a(\tau_1), \tau_j \rangle_H n_{1j} \phi_{h,j}(\tau_j) \right] \phi_{1,j} \frac{n_{a}}{n_1} \right\} (\sigma_H)|_S.
\]
where $n_1 = \langle N, \tau_1 \rangle = |P_H(N)|_H$ and $n_{\gamma} = \langle N, \tau_\gamma \rangle$ ($\gamma \in I_2$).

The proof will be given in Section 2.3. However, we may state the main consequences of Lemma 6.20. To this end, we make use of the $VS$-divergence operator $\text{div}_{VS}$ introduced in Definition 6.11. Now, let us state the following elementary fact:

**Lemma 6.21.** For every $X \in C^\infty(G, VS)$, $X = \sum_{I=2}^n x_I \tau_I$, we have
\[
    \text{div}_{VS} X = \sum_{I=2}^n \tau_I(x_I) + \sum_{h,j=2}^m x_h \phi_{h,j}(\tau_j).
\]

**Proof.** By definition of $\text{div}_{VS}$ we have
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\[
\begin{align*}
\text{div}_{VS} X &= \sum_{J=2}^{n} \langle \nabla_{\tau_J} X, \tau_J \rangle = \sum_{I, J=2}^{n} \langle \nabla_{\tau_J} (x_I \tau_I), \tau_J \rangle \\
&= \sum_{I, J=2}^{n} \left\{ \tau_J(x_I) \delta_{J}^{I} + x_I \langle \nabla_{\tau_J} \tau_I, \tau_J \rangle \right\} \\
&= \sum_{I=2}^{n} \tau_I(x_I) + \sum_{I, J=2}^{n} x_I \phi_{IJ}(\tau_J) \\
&= \sum_{I=2}^{n} \tau_I(x_I) + \sum_{h, J=2}^{m} x_h \phi_{hJ}(\tau_J) \quad \text{(by (iv) of Lemma 6.4).} \quad \text{(97)}
\end{align*}
\]

By this lemma we obtain a more concise formulation of Lemma 6.20:

\[
d(X \mid \sigma_H)|_S = \left\{ \text{div}_{VS} X + \sum_{\beta \in I_2} \langle C^\beta \tau_I, P_H(X) \rangle_H \frac{n_\beta}{n_1} + \mathcal{H}^c_{\mu} \langle P_Z(N), P_Z(X) \rangle \frac{1}{\mu_1} \right\} \sigma_H|_S,
\]
for every \( X \in C^\infty(G, VS) \), or equivalently

\[
d(X \mid \sigma_H)|_S = \text{div}_{VS} X \sigma_H|_S + \left\{ \sum_{\beta \in I_2} n_\beta C^\beta \tau_I, X \right\}_H + \mathcal{H}^c_{\mu} \langle P_Z(N), P_Z(X) \rangle \sigma_H|_S^{n-1}|_S.
\]

From equation (98) we then get the next two corollaries.

**Corollary 6.22.** For every \( X \in C^\infty(S, HTS) \), we have

\[
d(X \mid \sigma_H)|_S = \text{div}_{HTS} X \sigma_H|_S + \left\{ \sum_{\beta \in I_2} n_\beta C^\beta \tau_I, X \right\}_H \sigma_H|_S^{n-1}|_S.
\]

**Proof.** It is enough to use equation (98) together with the natural definition of \( HTS \)-divergence related to Definition 6.12 (see also Remark 6.13) and observing that \( x_I = \langle X, \tau_I \rangle \neq 0 \) if, and only if, \( I \in I_1 \setminus \{1\} \).

**Corollary 6.23.** For every \( X \in \mathfrak{X}(S)(= C^\infty(S, TS)) \), we have

\[
d(X \mid \sigma_H)|_S = \left\{ \text{div}_{VS} X - x_I \mathcal{H}^c_{\mu} \right\} \sigma_H|_S + \left\{ \sum_{\beta \in I_2} n_\beta C^\beta \tau_I, P_H(X) \right\}_H \sigma_H|_S^{n-1}|_S.
\]
Proof. Also in this case we use equation (98). Since, for \( X \in TS \) \( (X = \sum_I x_I \tau_I) \), we have \( \langle X, N \rangle = 0 \), we obtain

\[
\langle X, N \rangle = x_1 \left| \mathcal{P}_H(N) \right|_H + \sum_{\alpha \in I_2} x_\alpha n_\alpha = x_1 n_1 + \sum_{\alpha \in I_2} x_\alpha n_\alpha = 0.
\]

\[\square\]

**Theorem 6.24.** [Divergence type theorems on regular hypersurfaces] Let \( G \) be a 2-step Carnot group and let \( S \subset G \) be a smooth immersed non-characteristic hypersurface with unit normal vector along \( S \) denoted by \( N \). Let \( \mathcal{U} \subset S \) be compact and suppose that the boundary \( \partial \mathcal{U} \) is a smooth \( n-2 \)-dimensional Riemannian submanifold with outward pointing unit normal \( \eta \). Then the following hold:

(i) For every smooth vector field \( X \in \mathcal{C}^\infty(G, VS) \) we have

\[
\int_\mathcal{U} \text{div}_VS X \sigma_H + \int_\mathcal{U} \left\{ \sum_{\beta \in I_2} n_\beta C^\beta \nu_H, \mathcal{P}_H(X) \right\}_H = \int_{\partial \mathcal{U}} \langle X, \eta \rangle |\mathcal{P}_H(N)|_H \sigma_{n-2};
\]

(ii) For every smooth vector field \( X \in \mathcal{C}^\infty(S, HTS) \) we have

\[
\int_\mathcal{U} \text{div}_{HTS} X \sigma_H + \int_\mathcal{U} \left\langle \sum_{\beta \in I_2} n_\beta C^\beta \nu_H, X \right\rangle_H = \int_{\partial \mathcal{U}} \langle X, \eta \rangle |\mathcal{P}_H(N)|_H \sigma_{n-2};
\]

(iii) For every smooth vector field \( X \in \mathcal{X}(S) \) we have

\[
\int_\mathcal{U} \left\{ \text{div}_VS X - \mathcal{H}_H^{sc}(X, \nu_H) \right\} \sigma_H + \int_\mathcal{U} \left\langle \sum_{\beta \in I_2} n_\beta C^\beta \nu_H, \mathcal{P}_H(X) \right\>_H \sigma_{n-1}
= \int_{\partial \mathcal{U}} \langle X, \eta \rangle |\mathcal{P}_H(N)|_H \sigma_{n-2}.
\]

(98)
Proof. This follows from Stokes’ Theorem, and the fact (easily verified) that
\[(X \, | \, \sigma_H)|_{\partial U} = |P_H(N)|_H \langle X, \eta \rangle|_{\partial U},\]
by using, respectively, Lemma 6.20, Corollary 6.22 and Corollary 6.23. \(\square\)

**Corollary 6.25.** With the same hypothesis of Theorem 6.24 the following hold:

(i) For every smooth vector field \(X \in C_0^\infty(G, VS|_U)\) such that \(\text{spt}(X) \cap S \subseteq U\) we have
\[
\int_U \text{div}_{vS} X \sigma_H = -\int_U \left\{ \left\langle \sum_{\beta \in I_2} n_\beta C^\beta \nu_H, P_H(X) \right\rangle_H + \mathcal{H}_H^{sc} \langle P_Z(N), P_Z(X) \rangle \right\} \sigma^{n-1}.
\]

(ii) For every smooth vector field \(X \in C_0^\infty(U, HTS|_U)\) we have
\[
\int_U \text{div}_{HTS} X \sigma_H + \int_U \left\langle \sum_{\beta \in I_2} n_\beta C^\beta \nu_H, X \right\rangle_H \sigma^{n-1} = 0.
\]

(iii) For every smooth vector field \(X \in C_0^\infty(U, TS|_U)\) we have
\[
\int_U \left\{ \text{div}_{vS} X - \mathcal{H}_H^{sc} \langle X, \nu_H \rangle \right\} \sigma_H + \int_U \left\langle \sum_{\beta \in I_2} n_\beta C^\beta \nu_H, P_H(X) \right\rangle_H \sigma^{n-1} = 0.
\]

Proof. It is obvious by Theorem 6.24. \(\square\)

Now let \(\psi \in C^\infty(G)\). By Definition 6.11 we may consider the VS-gradient of \(\psi\), i.e. the (unique) vector field \(D_{vS} \psi\) of \(C^\infty(G, VS)\) such that
\[
\langle D_{vS} \psi, X \rangle = d\psi(X) = X \psi \quad \forall \ X \in VS.
\]
Clearly, we may compute also the VS-divergence of \(D_{vS} \psi\).
**Definition 6.26.** We define the VS-laplacian of $\psi \in C^\infty(G)$ to be the function given by $\Delta_{VS}\psi := \text{div}_{VS}(D^{VS}\psi)$.

From (93) we get that

$$\Delta_{VS}\psi = \Delta_{HTS}(\psi) + \sum_{\alpha \in I_2} \tau^{(2)}_{\alpha}(\psi) \quad \forall \psi \in C^\infty(G).$$

From equations (89) and (90) we get, by means of an easy computation, that the VS-laplacian satisfies the following properties:

$$\text{div}_{VS}(\phi \nabla^{HTS} \psi) = \phi \Delta_{VS}(\psi) + \langle \nabla^{HTS} \phi, \nabla^{HTS} \psi \rangle_H,$$  \hspace{1cm} (99)

$$\Delta_{VS}(\phi \psi) = \phi \Delta_{VS}(\psi) + \psi \Delta_{VS}(\phi) + 2 \langle D^{VS} \phi, D^{VS} \psi \rangle, \hspace{1cm} (100)$$

for all $\phi, \psi \in C^\infty(G)$. Analogous relations are satisfied if we consider the HTS-laplacian on $S$; see Definition 6.13. More precisely, we have:

$$\text{div}_{HTS}(\phi \nabla^{HTS} \psi) = \phi \Delta_{HTS}(\psi) + \langle \nabla^{HTS} \phi, \nabla^{HTS} \psi \rangle,$$  \hspace{1cm} (101)

$$\Delta_{HTS}(\phi \psi) = \phi \Delta_{HTS}(\psi) + \psi \Delta_{HTS}(\phi) + 2 \langle \nabla^{HTS} \phi, \nabla^{HTS} \psi \rangle \hspace{1cm} (102)$$

for all $\phi, \psi \in C^\infty(S)$. These formulae allows us to state the announced Green’s type identities for regular non-characteristic hypersurfaces.

**Theorem 6.27.** [Green’s type formulae:I] Let $G$ be a 2-step Carnot group and let $S \subset G$ be a smooth immersed non-characteristic hypersurface with unit normal vector along $S$ denoted by $N$. Let $U \subset S$ be compact and suppose that the boundary $\partial U$ is a smooth $n - 2$-dimensional Riemannian submanifold with outward pointing unit normal $\eta$. Then the following hold:

(i) Let $\phi_1, \phi_2 \in C^\infty(G)$ and let us suppose that, for at least one $i \in \{1, 2\}$, we have

$$\text{spt}(\phi_i) \cap S \Subset U.$$
Then we have

\[ \int_U \{ \phi_1 \Delta_{VS} \phi_2 + \langle D^{VS} \phi_1, D^{VS} \phi_2 \rangle \} \sigma_H \]
\[ + \int_{\partial U} \phi_1 \left\langle \sum_{\beta \in I_2} n_{\beta} C^3 \nu_H + \mathcal{H}_{H}^{acs} (P_{H}(N), P_{Z}(D^{VS} \phi_2)) \right\rangle \sigma^{n-1} = 0. \]

(ii) Let \( \phi_1, \phi_2 \in C^\infty(S) \), with at least one of them compactly supported on \( U \).
Then we have

\[ \int_U \{ \phi_1 \Delta_{HTS} \phi_2 + \langle \nabla_{HTS} \phi_1, \nabla_{HTS} \phi_2 \rangle \} \sigma_H \]
\[ + \int_{\partial U} \phi_1 \left\langle \sum_{\beta \in I_2} n_{\beta} C^3 \nu_H + \mathcal{H}_{H}^{acs} \right\rangle \sigma^{n-1} = 0. \]

(iii) Let \( \phi_1, \phi_2 \in C^\infty(S) \), with at least one of them compactly supported on \( U \).
Then we have

\[ \int_U \{ \phi_1 \Delta_{VS} \phi_2 + \langle D^{VS} \phi_1, D^{VS} \phi_2 \rangle - \phi_1 \langle D^{VS} \phi_2, \nu_H \rangle \} \sigma_H \]
\[ + \int_{\partial U} \phi_1 \left\langle \sum_{\beta \in I_2} n_{\beta} C^3 \nu_H, P_{H}(D^{VS} \phi_2) \right\rangle \sigma^{n-1} = 0. \]

Proof. It follows from Corollary 6.25 and from the identities (99) and (101). \( \square \)

**Theorem 6.28.** [Green’s type formulae: II] Under the hypotheses of Theorem 6.27 the following hold:

(i) Let \( \phi_1, \phi_2 \in C^\infty(\mathbb{G}) \) and let us suppose that, for at least one \( i \in \{1, 2\} \), we have \( \text{spt}(\phi_i) \cap S \subset \mathcal{U} \). Then we have

\[ \int_{\mathcal{U}} \{ \phi_1 \Delta_{VS} \phi_2 + \langle D^{VS} \phi_1, D^{VS} \phi_2 \rangle \} \sigma_H \]
\[ + \int_{\partial \mathcal{U}} \phi_1 \left\langle \sum_{\beta \in I_2} n_{\beta} C^3 \nu_H, P_{H}(D^{VS} \phi_2) \right\rangle \sigma^{n-1} = \int_{\partial \mathcal{U}} \phi_1 \langle D^{VS} \phi_2, \eta \rangle |P_{H}(N)| \sigma^{n-2}. \]
(ii) Let $\phi_1, \phi_2 \in C^\infty(S)$, with at least one of them compactly supported on $U$. Then we have

$$
\int_U \left\{ \phi_1 \Delta_{HTS} \phi_2 + \langle \nabla_{HTS} \phi_1, \nabla_{HTS} \phi_2 \rangle_{HTS} \right\} \sigma_H + \int_U \phi_1 \left\langle \sum_{\beta \in I_2^2} n_\beta C^\beta \nu_{iH}, \nabla_{HTS} \phi_2 \right\rangle_{HTS} \sigma^{n-1}
$$

$$
= \int_{\partial U} \phi_1 \langle \nabla_{HTS} \phi_2, \eta \rangle |P_H(N)| \sigma^{n-2}.
$$

(iii) Let $\phi_1, \phi_2 \in C^\infty(S)$, with at least one of them compactly supported on $U$. Then we have

$$
\int_U \left\{ \phi_1 \Delta_{VS} \phi_2 + \langle D_{VS} \phi_1, D_{VS} \phi_2 \rangle - \phi_2 \Delta_{VS} \phi_1 \right\} \sigma_H + \int_U \phi_1 \left\langle \sum_{\beta \in I_2^2} n_\beta C^\beta \nu_{iH}, P_H(D_{VS} \phi_2) \right\rangle \sigma^{n-1}
$$

$$
= \int_{\partial U} \phi_1 \langle D_{VS} \phi_2, \eta \rangle |P_H(N)| \sigma^{n-2}.
$$

Proof. It follows from Theorem 6.24 and identities (99) and (101). $\square$

Theorem 6.29. [Green’s type formulae: III] With the hypothesis of Theorem 6.27 the following hold:

(i) Let $\phi_1, \phi_2 \in C^\infty(G)$ and let us suppose that, for at least one $i \in \{1, 2\}$, we have

$$
spt(\phi_i) \cap S \subset U.
$$

Then we have

$$
\int_U \left\{ \phi_1 \Delta_{VS} \phi_2 - \phi_2 \Delta_{VS} \phi_1 \right\} \sigma_H + \int_U \left\{ \left\langle \sum_{\beta \in I_2^2} n_\beta C^\beta \nu_{iH}, P_H(\phi_1 D_{VS} \phi_2 - \phi_2 D_{VS} \phi_1) \right\rangle \right\} \sigma^{n-1} = 0.
$$
(ii) Let \( \phi_1, \phi_2 \in C^\infty(S) \), with at least one of them compactly supported on \( U \). Then we have

\[
\int_U \left\{ \phi_1 \Delta_{HT} \phi_2 - \phi_2 \Delta_{HT} \phi_1 \right\} \sigma_H + \int_U \left\langle \sum_{\beta \in I_2} n_\beta C^\beta \nu_H, \left[ \phi_1 \nabla_{HT} \phi_2 - \phi_2 \nabla_{HT} \phi_1 \right] \right\rangle_{H/\sigma} \sigma^{n-1} = 0.
\]

(iii) Let \( \phi_1, \phi_2 \in C^\infty(S) \), with at least one of them compactly supported on \( U \). Then we have

\[
\int_U \left\{ \left[ \phi_1 \Delta_{VS} \phi_2 - \phi_2 \Delta_{VS} \phi_1 \right] - \left\langle \left[ \phi_1 D^{VS} \phi_2 - \phi_2 D^{VS} \phi_1 \right], \nu_H \right\rangle \langle H, \nu_H \rangle_H \right\} \sigma_H \\
+ \int_U \left\langle \sum_{\beta \in I_2} n_\beta C^\beta \nu_H, P_H(\phi_1 D^{VS} \phi_2 - \phi_2 D^{VS} \phi_1) \right\rangle_{H/\sigma} \sigma^{n-1} = 0.
\]

Proof. It follows immediately from Theorem 6.27.

**Theorem 6.30.** [Green’s type formulae: IV] With the hypothesis of Theorem 6.27 the following hold:

(i) Let \( \phi_1, \phi_2 \in C^\infty(G) \) and let us suppose that, for at least one \( i \in \{1, 2\} \), we have

\[
\text{spt}(\phi_i) \cap S \subseteq U.
\]

Then we have

\[
\int_U \left\{ \phi_1 \Delta_{VS} \phi_2 - \phi_2 \Delta_{VS} \phi_1 \right\} \sigma_H + \int_U \left\langle \sum_{\beta \in I_2} n_\beta C^\beta \nu_H, P_H(\phi_1 D^{VS} \phi_2 - \phi_2 D^{VS} \phi_1) \right\rangle_{H/\sigma} \sigma^{n-1} = 0.
\]

\[
= \int_{\partial U} \left\langle \left[ \phi_1 D^{VS} \phi_2 - \phi_2 D^{VS} \phi_1 \right], \eta \right\rangle |P_H(N)|_{H/\sigma} \sigma^{n-2}.
\]
(ii) Let \( \phi_1, \phi_2 \in C^\infty(S) \), with at least one of them compactly supported on \( U \). Then we have
\[
\int_U \{ \phi_1 \Delta_{HTS} \phi_2 - \phi_2 \Delta_{HTS} \phi_1 \} \sigma_H + \int_U \langle \sum_{\beta \in I_2} n^\beta C^\beta \nu_H, \phi_1 \nabla_{HTS} \phi_2 - \phi_2 \nabla_{HTS} \phi_1 \rangle_H \sigma^{n-1}
\]
\[
= \int_{\partial U} \left[ \phi_1 \nabla_{HTS} \phi_2 - \phi_2 \nabla_{HTS} \phi_1, \eta \right] |P_H(N)|_H \sigma^{n-2}.
\]

(iii) Let \( \phi_1, \phi_2 \in C^\infty(S) \), with at least one of them compactly supported on \( U \). Then we have
\[
\int_U \left\{ \phi_1 \Delta_{VS} \phi_2 - \phi_2 \Delta_{VS} \phi_1 \right\} - \langle \phi_1 D_{VS} \phi_2 - \phi_2 D_{VS} \phi_1, \nu_H \rangle_H \sigma_H
\]
\[
+ \int_U \langle \sum_{\beta \in I_2} n^\beta C^\beta \nu_H, \mathcal{P}_H(\phi_1 D_{VS} \phi_2 - \phi_2 D_{VS} \phi_1) \rangle_H \sigma^{n-1}
\]
\[
= \int_{\partial U} \left[ \phi_1 D_{VS} \phi_2 - \phi_2 D_{VS} \phi_1, \eta \right] |P_H(N)|_H \sigma^{n-2}.
\]

Proof. It follows immediately from Theorem 6.28. \( \square \)

Example 6.31. [Application: The Heisenberg group \( \mathbb{H}^1 \)] Let \( U \subset S \) be a compact subset of a non-characteristic surface \( S \subset \mathbb{H}^1 \). Suppose that the boundary \( \partial U \neq \emptyset \) is smooth and denote by \( \iota \) the inclusion map of \( \partial U \). Then for every smooth vector field \( X \in \mathfrak{X}(\mathbb{H}^1) \) we get
\[
\int_U \left[ \tau_2(x_2) + \tau_3(x_3) \right] \sigma_H + \int_U \left[ x_2 - x_3 \phi_{12}(\tau_2) \right] \phi_1 \wedge \phi_2 = \int_{\partial U} \iota^*(x_2 \phi_3 - x_3 \phi_3),
\]
where we have used the \( H \)-adapted coframe \( (\phi_1, \phi_2, \phi_3) \), i.e. the dual coframe of the \( H \)-adapted frame \( (\tau_1, \tau_1, \tau_1) \) \( (\tau_1 := \nu_H, \tau_2 = \nu_H^+; \tau_3 = X_3; d \phi_3 = \phi_1 \wedge \phi_2) \). By the above formula we also get
\[
\int_U \left[ \tau_3(x_3) - x_1 \phi_{12}(\tau_2) \right] \sigma_H = -\int_{\partial U} \iota^*(x_3 \phi_2),
\]
and this can be written more explicitly as follows
\[
\int_U \left[ \tau_3(x_3) + \langle H, X \rangle \right] \sigma_H = -\int_{\partial U} \iota^*(x_3 \phi_2).
\]
6.3 Proof of Lemma 6.20

Proof. For $X \in VS$, we compute the exterior derivative of the contraction by $X$ of $\sigma_H$, i.e.

$$d (X \cdot \sigma_H)|_S = d (X \cdot \phi_2 \wedge \ldots \wedge \phi_n)|_S.$$ 

So if $X = \sum_{J=2}^n x_J \tau_J$, then

$$d (X \cdot \sigma_H)|_S = \sum_{J=2}^n d (x_J \tau_J \cdot \sigma_H)|_S = \sum_{J=2}^n x_J d (\tau_J \cdot \sigma_H)|_S$$

$$= \sum_{J=2}^n \tau_J (x_J \cdot \sigma_H)|_S + \sum_{J=2}^n x_J d (\tau_J \cdot \sigma_H)|_S$$

$$= \sum_{J=2}^n \tau_J (x_J \cdot \sigma_H)|_S + \sum_{j \in I_1 \setminus \{1\}} x_J d (\tau_J \cdot \sigma_H)|_S + \sum_{\alpha \in I_2} x_\alpha d (\tau_\alpha \cdot \sigma_H)|_S.$$

(103)

Thus the proof follows by computing the exterior derivative of the form $(\tau_I \cdot \sigma_H)|_S$, i.e.

$$d (\tau_I \cdot \sigma_H)|_S = (-1)^I d (\phi_2 \wedge \ldots \wedge \hat{\phi}_i \wedge \ldots \wedge \phi_n)|_S \quad (I = 2, \ldots, n).$$

**Step 1. Computation of**

$$d (\tau_I \cdot \sigma_H)|_S = (-1)^I d (\phi_2 \wedge \ldots \wedge \hat{\phi}_i \wedge \ldots \wedge \phi_n)|_S$$

$$= (-1)^I \left( \phi_2 \wedge \ldots \wedge \hat{\phi}_i \wedge \ldots \wedge \phi_m \bigwedge_{\alpha \in I_2} \phi_\alpha \right) |_S \quad i = 2, \ldots, m.$$ 

**Proof of Step 1.** With no loss of generality we may suppose $i = 2$. We have

$$A : = d (\phi_3 \wedge \ldots \wedge \phi_n)$$

$$= \sum_{J=3}^n (-1)^{J+1} \phi_3 \wedge \ldots \wedge d \phi_J \wedge \ldots \wedge \phi_n$$
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\[ \sum_{J=3}^{n} (-1)^{J+1} \phi_3 \wedge \ldots \wedge \left( \sum_{J=1}^{n} \phi_J \wedge \phi_{1,J} \right) \wedge \ldots \wedge \phi_n \]

\[ \sum_{J=3}^{n} (-1)^{J+1} \left( \sum_{I=1}^{2} \phi_{I,J} \wedge \phi_J \wedge \ldots \wedge \phi_{I,J} \wedge \ldots \wedge \phi_n \right) \]

\[ \sum_{J=3}^{n} (-1)^{J+1} (\phi_{1,J} \wedge \phi_1) \wedge \phi_2 \wedge \phi_3 \wedge \ldots \wedge \phi_{J,J} \wedge \ldots \wedge \phi_n \]

\[ \sum_{J=3}^{n} (-1)^{J+1} (\phi_{2,J} \wedge \phi_2) \wedge \phi_2 \wedge \phi_3 \wedge \ldots \wedge \phi_{J,J} \wedge \ldots \wedge \phi_n. \quad (104) \]

Here above we have used the 1st structure equation (84) of the $H$-adapted coframe $(\phi_1, \ldots, \phi_n)$ for $S$. Now we note that

\[ \phi_{1,J} = \sum_{K=1}^{n} \phi_{1,J}(\tau_K) \phi_K \quad \text{and} \quad \phi_{2,J} = \sum_{K=1}^{n} \phi_{2,J}(\tau_K) \phi_K. \]

We have so

\[ (A_1)_J : = (\phi_{1,J} \wedge \phi_1) \wedge \phi_2 \wedge \ldots \wedge \phi_{J,J} \wedge \ldots \wedge \phi_n \]

\[ = (\phi_{1,J}(\tau_2) \phi_2 + \phi_{1,J}(\tau_J) \phi_J) \wedge \phi_1 \wedge \phi_2 \wedge \ldots \wedge \phi_{J,J} \wedge \ldots \wedge \phi_n \]

\[ = -\phi_{1,J}(\tau_2) \phi_1 \wedge \ldots \wedge \phi_{J,J} \wedge \ldots \wedge \phi_n + (-1)^{J} \phi_{1,J}(\tau_J) \phi_1 \wedge \phi_2 \wedge \ldots \wedge \phi_n. \quad (105) \]

Now if $J \in I_1 \setminus \{1\}$ Lemma 6.3 says that $(\phi_1 \wedge \ldots \wedge \hat{\phi}_{J,J} \wedge \ldots \wedge \phi_n)|_S = 0$. Moreover, by Lemma 6.4 of Section 2.1, if $J \in I_2$, the second expression in the above formula (105) is 0, while the first one is different from 0 only if $J \in I_2$. Analogously, we have that

\[ (A_2)_J : = (\phi_{2,J} \wedge \phi_2) \wedge \phi_2 \wedge \ldots \wedge \phi_{J,J} \wedge \ldots \wedge \phi_n \]

\[ = (\phi_{2,J}(\tau_1) \phi_1 + \phi_{2,J}(\tau_J) \phi_J) \wedge \phi_2 \wedge \ldots \wedge \phi_{J,J} \wedge \ldots \wedge \phi_n \]

\[ = \phi_{2,J}(\tau_1) \phi_1 \wedge \ldots \wedge \phi_{J,J} \wedge \ldots \wedge \phi_n + (-1)^{J} \phi_{2,J}(\tau_J) \phi_2 \wedge \ldots \wedge \phi_n. \quad (106) \]

Using again Lemma 6.3 and Lemma 6.4 of Section 2 we get that the first term of (106) is different from 0 only if $J \in I_2$ while the second one is different from 0 only if $J \in I_1$ and so that cases are mutually exclusive. Now, using (104) and the
expressions of \((A_1)_J\) and \((A_2)_J\), we may finish the computations of Step 1. More precisely, we have

\[
A|_S = -\sum_{J=3}^{n} (-1)^{J+1} \left( (I_1)_J + (I_2)_J \right)|_S
\]

\[
= -\sum_{J=3}^{n} (-1)^{J+1} \left\{ -\phi_{1,J}(\tau_2)\phi_1 \land \ldots \land \phi_J \land \ldots \land \phi_n \right. \\
+ \phi_{2,J}(\tau_1)\phi_1 \land \ldots \land \phi_J \land \ldots \land \phi_n + (-1)^J \phi_{2,J}(\tau_J)\phi_2 \land \ldots \land \phi_n \left. \right\}|_S \\
= \sum_{J=3}^{n} \phi_{2,J}(\tau_J)(\phi_2 \land \ldots \land \phi_n)|_S \\
+ \sum_{\beta \in I_2} (-1)^{\beta+1}(\phi_{1,\beta}(\tau_2) - \phi_{2,\beta}(\tau_1))(\phi_1 \land \ldots \land \phi_\beta \land \ldots \land \phi_n)|_S \\
= \sum_{J=3}^{n} \phi_{2,J}(\tau_J)(\sigma_H)|_S + \sum_{\beta \in I_2} (\phi_{1,\beta}(\tau_2) - \phi_{2,\beta}(\tau_1))(\tau_\beta \mid \Omega^n)|_S \\
= \left\{ \sum_{j=2}^{m} \phi_{2,j}(\tau_j) + \sum_{\beta \in I_2} (\phi_{1,\beta}(\tau_2) - \phi_{2,\beta}(\tau_1)) \frac{n_\beta}{n_1} \right\} \sigma_H|_S,
\]

where we remind that \(n_\beta = \langle N, \tau_\beta \rangle\) (\(\beta \in I_2\)) and that \(n_1 = \langle N, \tau_1 \rangle = |P_H(N)|_H\).

Notice that from item (iii) of 6.4 and Definition 5.7 we obtain

\[
\phi_{1,\beta}(\tau_2) = -\frac{1}{2}\langle C^\beta(\tau_2), \tau_1 \rangle_H, \quad \phi_{2,\beta}(\tau_1) = -\frac{1}{2}\langle C^\beta(\tau_1), \tau_2 \rangle_H.
\]

Since \(C^\beta\) (\(\beta \in I_2\)) is a skew-symmetric linear operator\(^5\) we get

\[
\phi_{1,\beta}(\tau_2) - \phi_{2,\beta}(\tau_1) = \langle C^\beta(\tau_1), \tau_2 \rangle_H.
\]

Therefore

\[
A|_S = \left\{ \sum_{j=2}^{m} \phi_{2,j}(\tau_j) + \sum_{\beta \in I_2} \langle C^\beta(\tau_1), \tau_2 \rangle_H \frac{n_\beta}{n_1} \right\} \sigma_H|_S,
\]

and, in the general case, if \(i \in I_1\setminus\{1\}\), we finally get

\[
d(\tau_i \mid \sigma_H)|_S = \left\{ \sum_{j=2}^{m} \phi_{ij}(\tau_j) + \sum_{\beta \in I_2} \langle C^\beta(\tau_1), \tau_i \rangle_H \frac{n_\beta}{n_1} \right\} \sigma_H|_S. \tag{107}
\]

\(^5\)Notice that, with respect to the coordinates of the \(H\)-adapted frame \((\tau_1, \ldots, \tau_n)\), the linear operator \(C^\beta\) corresponds to the matrix \(O^T C^\beta O\).
Step 2. Computations of

\[ d(\tau_\alpha \mid \sigma_\beta) \mid_s = (-1)^\alpha \, d(\phi_2 \wedge \ldots \wedge \widehat{\phi}_\alpha \wedge \ldots \wedge \phi_n) \mid_s \quad \alpha = m + 1, \ldots, n. \quad (108) \]

Proof of Step 2.

\[ B : = d(\phi_2 \wedge \ldots \wedge \widehat{\phi}_\alpha \wedge \ldots \wedge \phi_n) \]
\[ = \sum_{j=2}^{m} (-1)^j \phi_2 \wedge \ldots \wedge d\phi_j \wedge \ldots \wedge \widehat{\phi}_\alpha \wedge \ldots \wedge \phi_n \]
\[ \pm \sum_{\gamma \neq \alpha, \gamma \in I_2} \phi_2 \wedge \ldots \wedge \widehat{\phi}_\alpha \wedge \ldots \wedge d\phi_\gamma \wedge \phi_n. \quad (109) \]

We remark now that the second addend (109) of \( B_1(j) \) must be 0. Indeed, by the first structure equation of the coframe \((\phi_1, \ldots, \phi_n)\), we get

\[ d\phi_\gamma = \sum_K \phi_K \wedge \phi_K \gamma \neq 0 \iff K \in I_1. \]

But (109) implies that \( K = 1 \). Moreover we have

\[ \phi_1 \wedge \phi_1 \gamma = \phi_1 \wedge \left( \sum_R \phi_1 \gamma (\tau_R) \phi_R \right), \quad (110) \]

and if we substitute (110) in (109) the claim follows by item (iii) of 6.4, since \( R \) must be equal to \( \alpha \in I_2 \). Therefore

\[ B \mid_s = \sum_{j=2}^{m} (-1)^j \left\{ \phi_2 \wedge \ldots \wedge \left( \sum_{k \in I_1} \phi_k \wedge \phi_k \gamma \right) \wedge \ldots \wedge \widehat{\phi}_\alpha \wedge \ldots \wedge \phi_n \right\} \mid_s \]
\[ = -\sum_{j=2}^{m} (-1)^j \left\{ \left( \sum_{k \in I_1} \phi_k \wedge \phi_k \gamma \right) \wedge \phi_2 \wedge \ldots \wedge \widehat{\phi}_j \wedge \ldots \wedge \widehat{\phi}_\alpha \wedge \ldots \wedge \phi_n \right\} \mid_s. \]

From the first structure equation we get that

\[ B_1(j) = \phi_1 \wedge \phi_1 \wedge \phi_2 \wedge \ldots \wedge \widehat{\phi}_j \wedge \ldots \wedge \widehat{\phi}_\alpha \wedge \ldots \wedge \phi_n \]
\[ = \left( \sum_R \phi_1 \gamma (\tau_R) \phi_R \right) \wedge \phi_1 \wedge \ldots \wedge \widehat{\phi}_j \wedge \ldots \wedge \widehat{\phi}_\alpha \wedge \ldots \wedge \phi_n \]
\[ = \phi_1(\tau_j) \phi_j \wedge \phi_1 \wedge \ldots \wedge \widehat{\phi}_j \wedge \ldots \wedge \widehat{\phi}_\alpha \wedge \ldots \wedge \phi_n \]
\[ + \phi_1(\tau_\alpha) \phi_\alpha \wedge \phi_1 \wedge \ldots \wedge \widehat{\phi}_j \wedge \ldots \wedge \widehat{\phi}_\alpha \wedge \ldots \wedge \phi_n. \quad (111) \]
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By applying Lemma 6.3 we get that the second addend (111) of $B_1(j)$ is 0, if it is restricted to $S$. Furthermore

$$B_2(j) = \phi_{\alpha j} \land \phi_\alpha \land \phi_2 \land \ldots \land \phi_j \land \ldots \land \phi_\alpha \land \ldots \land \phi_n$$

$$= \left( \sum_{R} \phi_{\alpha j}(\tau_R) \phi_R \right) \land \phi_\alpha \land \ldots \land \phi_j \land \ldots \land \phi_\alpha \land \ldots \land \phi_n$$

$$= \phi_{\alpha j}(\tau_1) \phi_1 \land \phi_\alpha \land \phi_2 \land \ldots \land \phi_j \land \ldots \land \phi_\alpha \land \ldots \land \phi_n$$

$$+ \phi_{\alpha j}(\tau_j) \phi_j \land \phi_\alpha \land \phi_2 \land \ldots \land \phi_j \land \ldots \land \phi_\alpha \land \ldots \land \phi_n. \quad (112)$$

By applying again Lemma 6.3, we get that the first addend (112) of $B_2(j)$ is 0 when restricted to $S$. Thus we get

$$B|_S = d(\phi_2 \land \ldots \land \phi_\alpha \land \ldots \land \phi_n)|_S$$

$$= -\sum_{j=2}^{m} (-1)^{j-1} \left\{ (-1)^{j-1} \phi_{1j}(\tau_j) \phi_1 \land \ldots \land \phi_\alpha \land \ldots \land \phi_n + (-1)^{j+\alpha-1} \phi_{\alpha j}(\tau_j) \phi_2 \land \ldots \land \phi_n \right\}|_S$$

$$= (-1)^{\alpha-1} \sum_{j=2}^{m} \phi_{1j}(\tau_j)(\tau_\alpha \land \Omega^n)|_S + (-1)^{\alpha} \sum_{j=2}^{m} \phi_{\alpha j}(\tau_j)(\sigma_\alpha)|_S$$

$$= (-1)^{\alpha-1} \left\{ \sum_{j=2}^{m} \phi_{1j}(\tau_j) \frac{\sigma_\alpha}{n_1} - \phi_{\alpha j}(\tau_j) \right\}(\sigma_\alpha)|_S$$

$$= (-1)^{\alpha-1} \left\{ - \sum_{j=2}^{m} \phi_{\alpha j}(\tau_j) + \sum_{j=2}^{m} \phi_{1j}(\tau_j) \frac{\sigma_\alpha}{n_1} \right\}(\sigma_\alpha)|_S.$$
and finally
\[ d(\tau_\alpha \mid \sigma_H) \mid_S = -\left\{ \sum_{j=2}^{m} \phi_{1j}(\tau_j) \right\} \frac{n_\alpha}{n_1} (\sigma_H) \mid_S. \]

At this point we may achieve the proof, by substituting into (103) the results of the computations of Step 1 and Step 2. More precisely, we have

\[
d(X \mid \sigma_H) \mid_S = \sum_{j=2}^{n} \tau_j(x_j)(\sigma_H) \mid_S + \sum_{j=2}^{m} x_j d(\tau_j \mid \sigma_H) \mid_S + \sum_{\alpha \in I_2} x_\alpha d(\tau_\alpha \mid \sigma_H) \mid_S
\]

\[
= \left\{ \sum_{j=2}^{n} \tau_j(x_j) + \sum_{j=2}^{m} x_j \left[ \sum_{h=2}^{m} \phi_{jh}(\tau_h) + \sum_{\beta \in I_2} \frac{n_\beta}{n_1} (C^\beta \tau_1, \tau_j) \right] - \phi_{1j}(\tau_j) \sum_{\alpha \in I_2} x_\alpha \frac{n_\alpha}{n_1} \right\} (\sigma_H) \mid_S
\]

that is equivalent to the thesis. \[\square\]
7 1st and 2nd variation of $\sigma_H$ in 2-step Carnot groups

7.1 Preliminaries

Before the statement of our results we would like to make a short comment, suggested by a paper of Hermann, [55].

Let $M$ be a smooth manifold and let $\chi : N \rightarrow M$ define $N$ as a submanifold of $M$. Assume that $N$ is an oriented manifold with oriented boundary $\partial N$. Suppose that $\omega$ is a $p$-form on $N$ and denote by $\chi_t$ a family of of 1-parameter smooth deformations of $N$ fixing the boundary of $N$ and which is just the identity for $t = 0$. Then a very general variational problem is that to compute the 1st and the 2nd variation of the functional $L(\chi_t) = \int_N \chi_t^* \omega$, i.e.

$$\frac{d}{dt} \int_N \chi_t^* \omega, \quad \frac{d^2}{dt^2} \int_N \chi_t^* \omega.$$  

Assuming that $t \rightarrow \chi_t$ is the integral curve of a fixed vector field $X \in \mathfrak{X}(M)$, we can prove, by using Cartan’s formula and Stokes’ Theorem, that:

$$\frac{d}{dt} \int_N \chi_t^* \omega = \int_N \chi_t^* (X \mid d \omega) + \int_{\partial N} \chi_t^* (X \mid \omega).$$

From this we obtain that $\chi$ is an extremal of $L(\chi_t) = \int_N \chi_t^* \omega$ if

$$\chi^*(X \mid d \omega) = 0 \quad \forall \ X \in \mathfrak{X}(M).$$

Moreover we obtain the condition that $X$ must be transversal to the boundary, i.e.

$$\chi^*(X \mid \omega)|_{\partial N} = 0.$$  

Now the 2nd variation turns out to be given by

$$\frac{d^2}{dt^2} \int_N \chi_t^* \omega = \int_N \chi_t^* (X \mid d (X \mid \omega)) + \int_{\partial N} \chi_t^* (X \mid d(X \mid \omega)).$$

This kind of analysis goes back to Cartan, and applies as well to the case of the $H$-perimeter form $\sigma_H$ in general k-step Carnot groups, but, of course, it can be used in studying more general variational problems in the subriemannian setting.
Below we shall introduce basic tools and definitions that needed to compute the 1st and the 2nd variation of the $H$-perimeter form $\sigma_h$ on regular non-characteristic hypersurfaces of 2-step Carnot groups. We stress that we are dealing with 2-step Carnot groups, because in this case, we have previously developed the useful method of $H$-adapted moving frames. Actually, we will see in section 7.4, how stating some of these results for the case of k-step groups without using such $H$-adapted moving frames. For many calculations and well-known results needed in this section we will follow, in many respects, the classical Spivak’s book, [88].

We now begin by quoting the following standard fact:

**Proposition 7.1.** [Leibnitz’ rule] Let $N$ be a compact oriented $n$-dimensional $C^\infty$-smooth manifold with or without boundary, and $\mathbb{R} \ni t \mapsto \omega(t) \in \Lambda^n(N)$ a $C^\infty$ 1-parameter family of $n$-forms on $N$. Then

$$\frac{d}{dt}\bigg|_{t=t_0}\int_N \omega(t) = \int_N \dot{\omega}(t).$$

**Proof.** See [88], Proposition 10, Chapter 9, vol. IV.

This elementary proposition can directly be applied to the case of a regular hypersurface immersed in a k-step Carnot group.

Throughout this section let $G$ denote a 2-step $n$-dimensional Carnot group and $S$ be a smooth immersed non-characteristic hypersurface with unit normal vector along $S$ denoted by $N$. Moreover, let $U \subset S$ be compact and suppose that the boundary $\partial U$ is a smooth $n-2$-dimensional Riemannian submanifold with outward pointing unit normal $\eta$.

**Definition 7.2 (Smooth variation).** Let $\iota: U \longrightarrow G$ denote the inclusion of $U$ into $G$, and let $\vartheta: (-\epsilon, \epsilon) \times U \longrightarrow G$ be a $C^\infty$ map. We say that $\vartheta$ is a smooth variation of $\iota$ if the following hold:

(i) Each $\vartheta_t := \vartheta(t, \cdot): U \longrightarrow G$ is an immersion;

(ii) $\vartheta_0 = \iota$;

(iii) $\vartheta_t|_{\partial U} = \iota|_{\partial U}$ for each $t \in (-\epsilon, \epsilon)$. 
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We remark that the pull-back metric \( \vartheta^* \langle \cdot, \cdot \rangle \) on \( \mathcal{U} \) determines a volume element on \( \mathcal{U} \) which can be regarded as an \( n-1 \)-form on \( \mathcal{U} \), denoted by \( \sigma_t^{n-1} \). The classical approach (see, for instance, [16], [63], [88]) to the calculation of either the first or the 2nd variation of the Riemannian volume form, is that to applying the above Lemma 7.2 to compute

\[
\frac{d}{dt} \bigg|_{t=0} \int_M \sigma_t^{n-1}, \quad \frac{d^2}{dt^2} \bigg|_{t=0} \int_M \sigma_t^{n-1}.
\]

In the sequel, if \( t \in (-\epsilon, \epsilon) \), we denote by \( N_t \) the unit normal vector along \( \mathcal{U}_t := \vartheta_t(\mathcal{U}) \). Notice that, if \( \{t_1, \ldots, t_{n-1}\} \) is any orthonormal frame for \( \mathcal{U} \), then

\[
N_t = \frac{\vartheta_{t_{n-1}} t_1 \wedge \cdots \wedge \vartheta_{t_{n-1}} t_{n-1}}{|\vartheta_{t_{n-1}} t_1 \wedge \cdots \wedge \vartheta_{t_{n-1}} t_{n-1}|}.
\]

**Remark 7.3.** Let \( G, S, U \) and \( \vartheta \) be as above. If \( \mathcal{U} \) and \( \epsilon \) are small enough, then \( \mathcal{U}_t = \vartheta_t(\mathcal{U}) \) turn out to be non-characteristic for every \( t \in (-\epsilon, \epsilon) \). Obviously, this is just a local property and this fact can easily be proved by a contradiction argument.

From now on we choose \( \mathcal{U} \) and \( \epsilon \) so that any \( \mathcal{U}_t \) is non-characteristic. Therefore, according to Definition 5.2, we may define the \( H \)-perimeter form \( \sigma_{H,t} \) on \( \mathcal{U}_t \) as

\[
(\sigma_{H,t})|_{\mathcal{U}_t} = (\nu_{H,t} \lceil \Omega^n)|_{\mathcal{U}_t} \in \Lambda^{n-1}(\mathcal{U}_t), \quad t \in (-\epsilon, \epsilon),
\]

where we have set

\[
\nu_{H,t} := \frac{P_H(N_t)}{|P_H(N_t)|_H}. \tag{113}
\]

Clearly, the family of \( n-1 \)-forms

\[
\Gamma(t) := \vartheta_t^* \sigma_{H,t} \in \Lambda^{n-1}(\mathcal{U}), \quad t \in (-\epsilon, \epsilon), \tag{114}
\]

is a \( C^\infty \) 1-parameter family of \( n-1 \)-forms on \( \mathcal{U} \) satisfying Proposition 7.2. Thus, if we want to determine the 1st variation of \( \sigma_H \) on \( \mathcal{U} \) given by

\[
I_\mathcal{U}(\sigma_H) := \frac{d}{dt} \bigg|_{t=0} \int_{\mathcal{U}} \Gamma(t), \tag{115}
\]

it suffices to determine \( \Gamma(0) \). From now on, let \( \frac{\partial}{\partial t} \) denote the canonical vector field along the 1st factor in \( (-\epsilon, \epsilon) \times \mathcal{U} \) and denote by \( W \) its variation vector field, defined as \( W := \vartheta_* \frac{\partial}{\partial t} |_{t=0} \).
7.2 1st variation of $\sigma_H$ in 2-step Carnot groups

The main result that we shall prove in this section is the computation of $\dot{\Gamma}(t)|_{t=0}$.

The result turns out to be a generalized version of the corresponding Riemannian one, but we cannot expect such an extension of it to be too trivial, because the different features between the Riemannian volume form on hypersurfaces and the $H$-perimeter form. We refer the reader to Section 6.1 for definitions and notation which will be used in sequel.

Our main result of this section reads as follows:

**Theorem 7.4.** Let $G$ be a 2-step Carnot group and let $i : \mathcal{U} \rightarrow G$ denote the inclusion into $G$ of a smooth non-characteristic hypersurface $\mathcal{U}$, with boundary $\partial \mathcal{U}$.

Moreover, let $\vartheta : (\epsilon, -\epsilon) \times \mathcal{U} \rightarrow G$ be a smooth variation of $i$, with variation vector field $W$, and assume that $U_t = \vartheta_t(\mathcal{U})$ is non-characteristic for every $t \in (-\epsilon, \epsilon)$.

Finally, let $\Gamma(t) = \vartheta_t^* \sigma_H$, denote the $C^\infty$ 1-parameter family of $n-1$-forms on $\mathcal{U}$ defined by (114). Then the following hold:

(i) 
\[
\dot{\Gamma}(0) = \left\{ - \mathcal{H}^H_{\sigma_H} \langle \mathcal{P}_H(W), \nu_H \rangle \sigma_H - \mathcal{H}^Z_{\sigma_H} \langle \mathcal{P}_Z(W), \mathcal{P}_Z(N) \rangle \sigma_{n-1} \right. \\
+ \left. d (|\mathcal{P}_H(N)|_{\sigma_H} (W \mid \sigma_{n-1})) \right\}|_{\mathcal{U}}.
\]

(ii) 
\[
I_{\mathcal{U}}(\sigma_H) = - \int_{\mathcal{U}} \mathcal{H}^H_{\sigma_H} \langle \mathcal{P}_H(W), \nu_H \rangle_H \sigma_H - \int_{\mathcal{U}} \mathcal{H}^Z_{\sigma_H} \langle \mathcal{P}_Z(W), \mathcal{P}_Z(N) \rangle \sigma_{n-1} \\
+ \int_{\partial \mathcal{U}} \langle W, \eta \rangle |\mathcal{P}_H(N)|_{H} \sigma_{n-2}.
\]

**Proof.** Let $U$ be an open set containing $\text{Im}(\vartheta)$. We now fix an $H$-adapted moving frame $(\zeta_1, \ldots, \zeta_n)$ for $S$ on $U$ (see Definition 6.1) such that:

(i) $\zeta_1(\vartheta(t, x)) := \nu_{\vartheta(t, x)}(x)$ (see (113) of Section 7.1);

(ii) $H_{\vartheta(t, x)}TU_t = \text{span}\{\zeta_2(\vartheta(t, x)), \ldots, \zeta_m(\vartheta(t, x))\}$ \hspace{1em} \forall \, x \in \mathcal{U};
(iii) $\zeta_\alpha := X_\alpha \quad \forall \alpha \in I_2 = \{m + 1, \ldots, n\}$.

Condition (ii) above means that $\{\zeta_2, \ldots, \zeta_m\}$ is a family of linearly independent horizontal vector fields which span $HTU_t$, i.e. the horizontal tangent bundle of $U_t$. Furthermore, we shall denote by $(\varphi_1, \ldots, \varphi_n)$ the corresponding dual coframe (i.e. $\varphi_I(\zeta_J) = \delta^I_J$, $I, J = 1, \ldots, n$). Clearly, by construction, this frame and its associated coframe, satisfy all the properties discussed in Section 6.1. We stress that, at $t = 0$, the orthonormal moving frame now defined, is an $H$-adapted moving frame along $U$ (so that $\zeta_I = \tau_I$ and $\varphi_I = \phi_I$ for every $I = 1, \ldots, n$). Note that

(iv) $\sigma_{H,t}|_{U_t} = (\zeta_1 \wedge \cdots \wedge \zeta_m)|_{U_t}$

(v) $\Gamma(t) = \vartheta(t)(\varphi_2 \wedge \cdots \wedge \varphi_n)$.

The variation vector field $W$ on $U$ is the restriction of the vector field $\widetilde{W} = \frac{\partial \vartheta}{\partial t}$, which can be extended on some open set $U \subset G$ containing $\text{Im}(\vartheta)$. Clearly the integral curve of $\widetilde{W}$ that starts at a point $x \in U$ is just $t \mapsto \vartheta_t(x)$.

**Step 1.** We claim that

$$\dot{\Gamma}(0) = \iota^*(L_{\widetilde{W}}(\sigma_{H,t})) = \iota^*(L_{\widetilde{W}}(\varphi_2 \wedge \cdots \wedge \varphi_n)).$$

**Proof of Step 1.** The proof of this fact is standard and it can be found in [88].

Denoting by $\gamma_{\widetilde{W}_s}(t)$ the integral curve of $\widetilde{W}$ starting at $x \in U$, if $x \in U$ and $Y \in T_xU$, we get

$$\gamma_{\widetilde{W}_s}(t)_*Y = \partial_t^s Y.$$

So let $Y_1, \ldots, Y_{n-1}$ be tangent vectors along $U$. Then

$$\dot{\Gamma}(0)(Y_1, \ldots, Y_{n-1}) = \lim_{s \to 0} \frac{1}{s} \{\Gamma(s)(Y_1, \ldots, Y_{n-1}) - \Gamma(0)(Y_1, \ldots, Y_{n-1})\}$$

$$= \lim_{s \to 0} \frac{1}{s} \{\vartheta^s(\vartheta^s Y_1, \ldots, \vartheta^s Y_{n-1}) - \vartheta^0(\vartheta_0 Y_1, \ldots, \vartheta_0 Y_{n-1})\}$$

$$= \lim_{s \to 0} \frac{1}{s} \{\vartheta^s(\vartheta^s Y_1, \ldots, \vartheta^s Y_{n-1}) - \vartheta^0(\vartheta_0 Y_1, \ldots, \vartheta_0 Y_{n-1})\}$$
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\[
\lim_{s \to 0} \frac{1}{s} \{ \sigma_{H,t} (\theta_{t*}(t_*Y_1), ..., \theta_{t*}(t_*Y_{n-1})) - \sigma_{H,t} (t_*Y_1, ..., t_*Y_{n-1}) \}
= L_{\tilde{W}} \sigma_{H,t} (t_*Y_1, ..., t_*Y_{n-1}) \quad \text{(by definition of Lie derivative)}.
\]

By using Cartan’s identity we get
\[
L_{\tilde{W}} \sigma_{H,t} = \tilde{W} \rfloor d \sigma_{H,t} + d (\tilde{W} \rfloor \sigma_{H,t})
\]
and therefore by Step 1.
\[
\dot{\Gamma}(0) = t^* (\tilde{W} \rfloor d \sigma_{H,t} + d (\tilde{W} \rfloor \sigma_{H,t})). \quad (118)
\]

Now we have
\[
d \sigma_{H,t} = d (\varphi_2 \wedge ... \wedge \varphi_n)
= \sum_{l=2}^{n} (-1)^l \varphi_2 \wedge ... \wedge d \varphi_l \wedge ... \wedge \varphi_n
= \sum_{l=2}^{n} (-1)^l \varphi_2 \wedge ... \wedge (\sum_{J=1}^{n} \varphi_{lJ} \wedge \varphi_J) \wedge ... \wedge \varphi_n \quad (119)
= - \sum_{l=2}^{n} (-1)^l \varphi_2 \wedge ... \wedge (\varphi_{l1} \wedge \varphi_1) \wedge ... \wedge \varphi_n. \quad (120)
\]
Note that equality (119) is the 1st structure equation of the coframe \((\varphi_1, ..., \varphi_n)\), while equality (120) comes from the fact that \(J\) can only be equal to 1. Also, we have
\[
\varphi_{l1} = \sum_{K=1}^{n} \varphi_{l1}(\zeta_K) \varphi_K.
\]
Therefore, by substituting this identity into (120) we obtain
\[
d \sigma_{H,t} = - \sum_{l=2}^{n} (-1)^l (-1)^{l-1} \varphi_1 \wedge ... \wedge \varphi_{l1} \wedge ... \wedge \varphi_n
= \sum_{l=2}^{n} \varphi_{l1}(\zeta_l) \varphi_1 \wedge ... \wedge \varphi_I \wedge ... \wedge \varphi_n \quad \text{(since } K \text{ must be equal to } I) \]
\[
= \sum_{i=2}^{m} \varphi_{i1}(\zeta_i) \varphi_1 \wedge ... \wedge \varphi_n, \quad (121)
\]
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where (121) follows since the $H$-adapted coframe $(\varphi_1, ..., \varphi_n)$ for $S$ on $U$ satisfies, by construction, item (iii) of Lemma 6.4, i.e.:

$$\varphi_{1\alpha}(\zeta_\beta) = 0 \quad \forall \ i \in I_1 = \{1, ..., m\}, \forall \ \alpha, \beta \in I_2 = \{m + 1, ..., n\}.$$ 

Thus we get

$$i^*(\widetilde{W} \right| d\sigma_{H,i}) = (\widetilde{W} \right| d\sigma_{H,i})|_U$$

$$= \left\{ \sum_{i=2}^{m} \varphi_{1i}(\zeta_i) \left( \widetilde{W} \right| \varphi_1 \wedge ... \wedge \varphi_n \right\}|_U$$

$$= \left\{ \left[ \sum_{i=2}^{m} \varphi_{1i}(\zeta_i) \right] \left( \widetilde{W}, N_i \right) \sigma_i^{n-1} \right\}|_U$$

$$= -\mathcal{H}^{sc}_H \langle W, N \rangle \sigma^{n-1}|_U \quad (122)$$

since $i^*\zeta_1 = \theta_0^\sigma \zeta_1 = \nu_H$. Note that at the last line we have used Definition 6.15 and Remark 6.16. Now the second term in (118) is easily computed by using the fact that

$$i^*(d(\widetilde{W} \right| \sigma_{H,i})) = d(i^*(\widetilde{W} \right| \sigma_{H,i})). \quad (123)$$

Moreover

$$i^*(\widetilde{W} \right| \sigma_{H,i}) = i^*(\widetilde{W} \right| \mathcal{P}_H(N_i) \right|_H \sigma_i^{n-1}) = (W \right| \mathcal{P}_H(N) \right|_H \sigma^{n-1})|_{\partial U} = \left\{ \mathcal{P}_H(N) \right|_H (W \right| \sigma^{n-1}) \right\}|_{\partial U}.$$ 

Finally, using the last relation and equalities (118) and (122) we get

$$\Gamma(0) = -\mathcal{H}^{sc}_H \langle W, N \rangle \sigma^{n-1} + d (|\mathcal{P}_H(N)|_H (W \right| \sigma^{n-1}))$$

and item (i) of the theorem follows by Remark 6.6 of Section 6.1. Now item (ii) easily follows by using (115), Leibnitz’ rule, and then by integrating both sides of (116). Finally, for the second term, we use Stokes’ Theorem and the fact that

$$(W \right| \sigma^{n-1})|_{\partial U} = \langle W, \eta \rangle (\sigma^{n-2})|_{\partial U}.$$ 

□
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We now state a definition of “divergence” of a vector field on $\mathbb{G}$ with respect to the $H$-perimeter form on a regular hypersurface.

**Definition 7.5.** Let $\mathbb{G}$ be a $k$-step Carnot group and let $S \subset \mathbb{G}$ be a smooth immersed non-characteristic hypersurface with unit normal vector along $S$ denoted by $N$. If $X \in \mathfrak{X}(\mathbb{G})$ we shall hereafter denote by $\text{Div}_{\sigma_H} X$ the divergence of $X$ with respect to $\sigma_H$, that is, the function satisfying

$$(\text{Div}_{\sigma_H} X)_{\sigma_H}|_S = \mathcal{L}_X \sigma_H|_S.$$  

Notice that $X \in \mathfrak{X}(\mathbb{G})$, i.e. $X$ is any smooth section of $T \mathbb{G}$ and it is not necessarily tangent along $S$.

**Proposition 7.6.** Let $\mathbb{G}$ be a 2-step Carnot group and let $S \subset \mathbb{G}$ be a smooth immersed non-characteristic hypersurface with unit normal vector along $S$ denoted by $N$. Let $\mathcal{U} \subset S$ be compact and suppose that the boundary $\partial \mathcal{U}$ is a smooth $n-2$-dimensional Riemannian submanifold with outward pointing unit normal $\eta$. Then the following two items hold:

(i) For every smooth vector field $X \in \mathfrak{X}(\mathbb{G})$ we have

$$(\text{Div}_{\sigma_H} X)_{\sigma_H}|_S = \text{div}_{\mathcal{V}_S} X + \frac{1}{|P_H(N)|_H} \left< \sum_{\beta \in I_2} n_3 C_{\beta} \nu_{\eta}, P_H(X) \right>_H - H_{\mathcal{H}}^\text{sc} \left< P_H(X), \nu_{\eta} \right>_H \sigma_H|_S;$$

(ii) Let $x \in S$ and suppose that $X_x \in H_x S$. Since $H_x S = HT_x S \oplus \text{span}\{ (\nu_{\eta})_x \}$, we set $X_x := (X^{\nu_{\eta}})_x + (X^{HT})_x$. Then, for every $X \in \mathcal{C}^\infty(\mathbb{G}, H)$ we have

$$(\text{Div}_{\sigma_H} X)_{\sigma_H}|_S = \text{div}_{HT} (X^{HT}) + \frac{1}{|P_H(N)|_H} \left< \sum_{\beta \in I_2} n_3 C_{\beta} \nu_{\eta}, X \right>_H - H_{\mathcal{H}}^\text{sc} \left< X, \nu_{\eta} \right>_H \sigma_H|_S.$$
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The proof is a consequence of Lemma 6.20 of Section 6.2 and of the previous proof of Theorem 7.4. Indeed, using Cartan’s formula we get

\[(\text{Div}_{\sigma_H} X) \sigma_H |_S = (X \cdot d \sigma_H) |_S + d (X \cdot \sigma_H) |_S.\] \hspace{1cm} (124)

Now the second addend of the left hand side can easily be computed from Lemma 6.20 by noting that it does not depend on the \(\nu_H\)-component of \(X\). Moreover, we have already proved that, for every \(X \in \mathfrak{X}(G)\) the first addend of (124) turns out to be \((X \cdot d \sigma_H) |_S = -\mathcal{H}_H^{sc} \langle X, N \rangle \sigma^{n-1} |_S\). Therefore, the proof follows by adding these two terms using Remark 6.6 and definitions.

We can finally state the following (see also Theorem 6.24):

**Corollary 7.7.** Let \(G\) be a 2-step Carnot group and let \(S \subset G\) be a smooth immersed non-characteristic hypersurface with unit normal vector along \(S\) denoted by \(N\). Let \(U \subset S\) be compact and suppose that the boundary \(\partial U\) is a smooth \(n-2\)-dimensional Riemannian submanifold with outward pointing unit normal \(\eta\). Let \(U \subset G\) be an open neighborhood of \(U = U \cap S\). Then for every smooth vector field \(X \in \mathfrak{X}(U)\) we have

\[
\int_U \text{Div}_{\sigma_H} (X) \sigma_H = - \int_U \mathcal{H}_H^{sc} \langle P_H(X), \nu_H \rangle_H \sigma_H - \int_U \mathcal{H}_H^{sc} \langle P_Z(X), P_Z(N) \rangle \sigma^{n-1} \sigma_H + \int_{\partial U} \langle X, \eta \rangle |P_H(N)|_H \sigma^{n-2}. \hspace{1cm} (125)
\]

**Proof.** This is obvious from Theorem 7.4.

\[\square\]

### 7.3 2nd variation of \(\sigma_H\) in 2-step Carnot groups

In the present section we derive the formula for the 2nd variation of \(\sigma_H\) for regular non-characteristic hypersurfaces in 2-step Carnot groups, according to the general discussion of Section 7.1. The calculation itself is quite difficult and also the result has a very complicated expression. Thus we do not compute the boundary term of
the variation, since we make use only of compactly supported vector fields. Also in this case we shall use $H$-adapted moving frames in doing computations. The proof of the following Theorem 7.8 can be regarded as a continuation of the proof of Theorem 7.4 and we refer to Section 7.2 for notation and previous results.

Moreover, since Theorem 7.4 implies that the 1st variation of $\sigma_H$ only depend on the normal component of $W$ (i.e. the component of $W$ along $N$) we restrict ourselves to the case of normal variations of $U$, that is, smooth variations with variation vector field which is normal along $U$ and to the case of horizontal normal variations (see Theorem 7.10 below).

**Theorem 7.8.** Let $G$ be a 2-step Carnot group and $\iota : U \hookrightarrow G$ be the inclusion into $G$ of a smooth non-characteristic hypersurface $U$. Let $\vartheta : (-\epsilon, \epsilon) \times U \rightarrow G$ be a smooth normal variation of $\iota$, with variation vector field $W \in C^\infty_0(G, T_G)$ such that $spt(W) \cap U \Subset U$ and $W_x \in N_x U \forall x \in \text{Int}(U)$. Assume that $U_t = \vartheta_t(U)$ is non-characteristic for every $t \in (-\epsilon, \epsilon)$. Furthermore, let $\Gamma(t) = \vartheta_t^\ast \sigma_H$, and $(\zeta_1, ..., \zeta_n)$ be an orthonormal moving frame for $U$, where $U$ is an open set containing $\text{Im}(\vartheta)$ (see Section 7.1). Below we shall denote by $w$ the function $w := \langle W, N \rangle |_{PH}$.

Then

$\Gamma(0) = \left\{ -W(w)H^{sc}_H + \left[ w \left( (H, \nu_H)^2_H - \|b_H\|^2_{\text{Gram}} \right) - H^{sc}_H \text{div}_x (P_Z W) \right] \\
- \left[ \sum_{\alpha \in I_2} \left( n_\alpha \Delta_{HTS w_\alpha} + \left\langle \nabla \left( \frac{n_\alpha}{n_1}, \nabla_{HTS w_\alpha} \right) \right\rangle + \text{div}_{HTS} (P_{HTS} (\mathbf{C} W)) \right) \right] \sigma_H \right\}$

(ii)

$\Pi_{\text{int}}^H (\sigma_H) = \int_U \left\{ -W(w)H^{sc}_H + \left[ w \left( (H, \nu_H)^2_H - \|b_H\|^2_{\text{Gram}} \right) - H^{sc}_H \text{div}_x (P_Z W) \right] \\
- \left[ \sum_{\alpha \in I_2} \left( n_\alpha \Delta_{HTS w_\alpha} + \left\langle \nabla \left( \frac{n_\alpha}{n_1}, \nabla_{HTS w_\alpha} \right) \right\rangle + \text{div}_{HTS} (P_{HTS} (\mathbf{C} W)) \right) \right] \sigma_H \right\}$
Preliminarily, we give a definition that will be used throughout the proof of the next results.

**Definition 7.9.** Let $S$ be a smooth non-characteristic hypersurface and let $(τ_1, ..., τ_n)$ be an $H$-adapted frame for $S$ with $H$-adapted coframe $(φ_1, ..., φ_n)$. Then we define $\text{Ric}_H : NS \longrightarrow ν_H S$ by the following

$$\text{Ric}_H(X) := \sum_{i \in I_1} \langle R(τ_i, X) τ_i, τ_1 \rangle_H τ_1 \quad \forall \ X \in NS.$$  

We also set

$$\text{Ric}_H(X) = \langle \text{Ric}_H(X), τ_1 \rangle \quad (X \in NS).$$

Moreover we define $\overline{\text{Ric}}_H : ν_H S \longrightarrow ν_H S$ by the following

$$\overline{\text{Ric}}_H(X) := \sum_{i \in I_1} \langle R(τ_i, X) τ_i, τ_1 \rangle_H τ_1 \quad \forall \ X \in ν_H S,$n

and we set

$$\overline{\text{Ric}}_H(X) = \langle \text{Ric}_H(X), τ_1 \rangle \quad (X \in NS).$$

**Proof of Theorem 7.8.** Since the variation vector field $W$ along $U$ is a normal vector field, by using the coordinates given by the orthonormal frame $(ζ_1, ..., ζ_n)$ for the open set $U$ (see, for instance, the proof of Theorem 7.4) we get that

$$\tilde{W} = \tilde{w}_1 ζ_1 + \sum_{β \in I_2} \tilde{w}_β ζ_β.$$  

Using the hypothesis and Theorem 7.4 gets us the local expression of the 1st variation of $σ_H$ at the interior of $U$, i.e.

$$\dot{Γ}(0) = -\mathcal{H}_H^{sc} \langle P_H(W), ν_H \rangle σ_H - \mathcal{H}_H^{sc} \langle P_Z(W), P_Z(N) \rangle \sigma_1^{n-1}$$

$$= -\mathcal{H}_H^{sc} \langle W, N \rangle \frac{|P_H(N)|_H}{|P_H(W)|_H} σ_H.$$  

\(126\)
More generally, we remark that we have already proved that on \( \text{Int}(\mathcal{U}) \) the 1st variation at \( t \in (-\epsilon, \epsilon) \) is given by

\[
\dot{\Gamma}(t) = \left. \iota^* \left( \widetilde{W} \, d\sigma_{H,t} \right) \right|_{\mathcal{U}}
\]

\[
= \left. \left\{ \sum_{i=2}^{m} \varphi_{1i}(\zeta_i) \left( \widetilde{W} \, \varphi_1 \wedge \ldots \wedge \varphi_n \right) \right\} \right|_{\mathcal{U}}
\]

\[
= \left. \left\{ \sum_{i=2}^{m} \varphi_{1i}(\zeta_i) \left( \widetilde{W}, N_i \right) \sigma_{t}^{i-1} \right\} \right|_{\mathcal{U}}.
\]

We then get for every \( t \in (-\epsilon, \epsilon) \) the relation

\[
\dot{\Gamma}(t) = \left. \left\{ \sum_{i=2}^{m} \varphi_{1i}(\zeta_i) \left( \widetilde{W}, N_i \right) \sigma_{t}^{i-1} \right\} \right|_{\mathcal{U}}.
\]

We then get for every \( t \in (-\epsilon, \epsilon) \) the relation

\[
\dot{\Gamma}(0) = \left. \iota^* \left\{ L_{\widetilde{W}} \left( \widetilde{W} \, d\sigma_{H,t} \right) \right\} \right|_{\mathcal{U}}.
\]

Throughout this proof, to sake of simplicity, we shall set:

\[
w := \left. \frac{\langle W, N \rangle}{|P_H(N)|_H} \right|_{\mathcal{U}}, \quad w_t := \left. \frac{\langle \widetilde{W}, N_t \rangle}{|P_H(N_t)|_H} \right|_{\mathcal{U}}.
\]

According to the proof of Theorem 7.4 we then have to compute

\[
\dot{\Gamma}(0)_{|\mathcal{U}} = \iota^* \{ L_{\widetilde{W}} (\widetilde{W} \, d\sigma_{H,t}) \}.
\]

To this aim we make use of (137) by noting that

\[
\dot{\Gamma}(t) = \left. \left\{ \sum_{i=2}^{m} \varphi_{1i}(\zeta_i) \left( w_t \varphi_2 \wedge \ldots \wedge \varphi_n \right) \right\} \right|_{\mathcal{U}}
\]

\[
= \sum_{j=2}^{m} \left. \left\{ w_t \varphi_2 \wedge \ldots \wedge \varphi_{1j} \wedge \ldots \wedge \varphi_n \right\} \right|_{\mathcal{U}}.
\]

This easily follows from definitions and Lemma 6.3. Therefore we preliminarily have to compute the following expressions:

\[
(i) \quad L_{\widetilde{W}}(\varphi_h) \quad \text{for} \ h \in I_1 \setminus \{1\} = \{2, \ldots, m\};
\]
(ii) $\mathcal{L}_{\tilde{W}}(\varphi_\alpha)$ for $\alpha \in I_2 = \{m + 1, \ldots, n\};$

(iii) $\mathcal{L}_{\tilde{W}}(\varphi_{1j})$ for $j \in I_1 \setminus \{1\}.$

This can be done by means of Cartan’s formula and of the structure equations for our $H$-adapted coframe $(\varphi_1, \ldots, \varphi_n)$. For the term appearing at item (i) we get

$$\mathcal{L}_{\tilde{W}}(\varphi_h) = \sum_{J \neq h} \left\{ \varphi_J(\tilde{W}) \varphi_{Jh} - \varphi_{Jh}(\tilde{W}) \varphi_J \right\}.$$ 

Similarly, for the term appearing at item (ii), we have

$$\mathcal{L}_{\tilde{W}}(\varphi_\alpha) = \tilde{w}_1 \sum_{h=2}^{m} \left( \varphi_{1\alpha}(\zeta_h) - \varphi_{ha}(\zeta_1) \right) \varphi_h + d\tilde{w}_\alpha.$$ 

Finally (iii) can be obtained as follows:

$$\mathcal{L}_{\tilde{W}}(\varphi_{1j}) = \tilde{W} \lbrack d\varphi_{1j} + d(\tilde{W} \lbrack \varphi_{1j}) \rbrack = \sum_{L \neq 1, j,K} \left\{ \varphi_{1L}(\tilde{W}) \varphi_{LJ} - \varphi_{LJ}(\tilde{W}) \varphi_{1L} \right\} - \Phi_{1j}(\tilde{W}) + d(\varphi_{1j}(\tilde{W})),$$

where in (130) the 2-forms $\Phi_{JK}$ are the curvature 2-forms of the coframe $(\varphi_1, \ldots, \varphi_n)$ for $U$, which are defined by

$$\Phi_{JK}(X, Y) := \varphi_K(\mathcal{R}(X, Y) \zeta_J) = \langle \mathcal{R}(X, Y) \zeta_J, \zeta_K \rangle$$

for all $X, Y \in \mathfrak{X}(G)$ ($J, K = 1, \ldots, n$).

Now from (128) and (129) we get

$$\hat{\Gamma}(t) = \sum_{j=2}^{m} \mathcal{L}_{\tilde{W}} \left\{ \tilde{w}_t \varphi_2 \wedge \ldots \wedge \varphi_j \wedge \varphi_2 \wedge \ldots \wedge \varphi_n \right\}.$$

$$= \tilde{W}(\tilde{w}_t) \left[ \sum_{i=2}^{m} \varphi_{1i}(\zeta_i) \right] \sigma_{H,t} + \tilde{w}_t \sum_{j=2}^{m} \mathcal{L}_{\tilde{W}} \left\{ \varphi_2 \wedge \ldots \wedge \varphi_{1j} \wedge \varphi_2 \wedge \ldots \wedge \varphi_n \right\}.$$

$$= I + II,$$
where

\[ II := w_t \sum_{j=2}^{m} \mathcal{L}_{W^*} \left\{ \varphi_2 \wedge ... \wedge \varphi_{1j} \wedge ... \wedge \varphi_n \right\} \]

\[ = w_t \sum_{j, h=2}^{m} \varphi_2 \wedge ... \wedge \mathcal{L}_{W^*}(\varphi_h) \wedge ... \wedge \varphi_{1j} \wedge ... \wedge \varphi_n \quad (131) \]

\[ + w_t \sum_{j=2}^{m} \sum_{a \in I_2} \varphi_2 \wedge ... \wedge \varphi_{1j} \wedge ... \wedge \mathcal{L}_{W^*}(\varphi_a) \wedge ... \wedge \varphi_n \quad (132) \]

\[ + w_t \sum_{j=2}^{m} \varphi_2 \wedge ... \wedge \mathcal{L}_{W^*}(\varphi_{1j}) \wedge ... \wedge \varphi_n = II_1 + II_2 + II_3. \quad (133) \]

To compute each of these terms we make use of the previous computations of the terms (i), (ii) and (iii). More precisely, we get

\[ II_1 : = \sum_{j, h \in I_1 \setminus \{1\}} w_t \left\{ \varphi_2 \wedge ... \wedge (\varphi_{1j}(\zeta_j)\varphi_j + \varphi_{1j}(\zeta_h)\varphi_h) \wedge ... \right. \]

\[ \left. ... \wedge \left[ \sum_{L \neq h} (\varphi_{hL}(\tilde{W})\varphi_L - w_L\varphi_{hL}) \right] \wedge ... \wedge \varphi_n \right\} \sigma_{H,t} \]

\[ = \sum_{j, h \in I_1 \setminus \{1\}} w_t \left\{ w_1\varphi_{1j}(\zeta_j)\varphi_{1h}(\zeta_h) - \varphi_{1j}(\zeta_h)\left( \sum_{L \neq h} w_L(\zeta_j, \zeta_L, \zeta_h) \right) \right\} \sigma_{H,t} \]

\[ = \sum_{j, h \in I_1 \setminus \{1\}} w_t w_1 \left\{ \varphi_{1j}(\zeta_j)\varphi_{1h}(\zeta_h) - \varphi_{1j}(\zeta_h)(\varphi_{1h}(\zeta_j) - \varphi_{jh}(\zeta_j)) \right\} \sigma_{H,t} ; \]

\[ II_2 := w_t \sum_{j \in I_1 \setminus \{1\}} \sum_{a \in I_2} \left\{ \varphi_{1j}(\zeta_1)\left[ \zeta_1(\tilde{w}_a) + \tilde{w}_1(\varphi_{1a}(\zeta_j) - \varphi_{ja}(\zeta_1)) \right] \frac{n_t}{n_{t+1}} \right. \]

\[ + \varphi_{1j}(\zeta_j)\zeta_a(\tilde{w}_a) - \varphi_{1j}(\zeta_a)\left[ \zeta_j(\tilde{w}_a) + \tilde{w}_1(\varphi_{1a}(\zeta_j) - \varphi_{ja}(\zeta_1)) \right] \right\} \sigma_{H,t} \]

\[ = w_t \sum_{j \in I_1 \setminus \{1\}} \sum_{a \in I_2} \left\{ \varphi_{1j}(\zeta_j)\zeta_a(\tilde{w}_a) - \varphi_{1j}(\zeta_a)\left[ \zeta_j(\tilde{w}_a) + \tilde{w}_1(\varphi_{1a}(\zeta_j) - \varphi_{ja}(\zeta_1)) \right] \right\} \sigma_{H,t} . \]
Now we put $(II_3) := (II_3)_a + (II_3)_b$, where
\[
(II_3)_a = w_t \sum_{j \in I_1 \setminus \{1\}} \left\{ \varphi_2 \wedge \ldots \wedge \left\{ - \sum_K (R(\zeta_K, \tilde{W}), \zeta_j, \zeta_1) \varphi_K \right\} + \sum_{L \neq 1, j} \left[ \varphi_{1L}(\tilde{W}) \varphi_{Lj} - \varphi_{Lj}(\tilde{W}) \varphi_{1L} \right] \right\} \wedge \ldots \wedge \varphi_n \}
\]
and, by using Lemma 6.3 and Definition 7.9, we get
\[
(II_3)_a = -w_t \left\{ \text{Ric}_H(\tilde{W}) - \sum_{j \in I_1 \setminus \{1\}} \sum_{L \neq 1, j} \left[ \varphi_{1L}(\tilde{W}) \varphi_{Lj}(\zeta_j) - \varphi_{Lj}(\tilde{W}) \varphi_{1L}(\zeta_j) \right] \right\} \sigma_{H,t}.
\]
Furthermore we have
\[
(II_3)_b := w_t \sum_{j=2}^m \varphi_2 \wedge \ldots \wedge d(\varphi_{1j}(\tilde{W})) \wedge \ldots \wedge \varphi_n
\]
\[
= w_t \sum_{j=2}^m \zeta_j(\varphi_{1j}(\tilde{W})) \sigma_{H,t}.
\]

Claim 1. We claim that the connection 1-forms $\varphi_{ij}$ are 0 whenever $j, h \in I_1 \setminus \{1\}$.

Proof. Consider a Riemannian orthonormal moving frame on $U$ $H$-adapted to the open set $U = U \cap S$. This means that we have an orthonormal frame $\xi = \{\xi_1, \ldots, \xi_n\}$ on $U$, satisfying $\xi_1(p) = N(p)$ ($N$ is the Riemannian unit normal along $S$) and such that
\[
\xi_S = \text{span}_R\{\xi_2(p), \ldots, \xi_n(p)\} = T_pS
\]
for every $p \in U \subset S$. Moreover let us denote by $\bar{\xi} = \{\bar{\xi}_1, \ldots, \bar{\xi}_n\}$ its dual co-frame.

Claim: It is always possible to choose another Riemannian orthonormal moving frame $\tilde{\xi}$ for $U$ $H$-adapted to $U$ satisfying:

(i) $\tilde{\xi}(p_0) = \bar{\xi}(p_0)$;

(ii) The connection 1-forms $\tilde{\zeta}_{I,J} = \langle \nabla_{\tilde{\xi}_I}, \tilde{\xi}_J \rangle$ ($I, J = 1, \ldots, n$) for $\tilde{\zeta}$ satisfies $\tilde{\zeta}_{ij}(p_0) = 0$ for every $i, j = 2, \ldots, n$.

Here again, $\tilde{\xi}_S = \{\tilde{\xi}_2, \ldots, \tilde{\xi}_n\}$ is a tangent orthonormal frame for $U$. We stress that the proof of this claim is standard and it can be found, for instance, in [88], pag.

123
Therefore, from this fact the thesis easily follows by assuming that at $p_0$ the frame $\xi$ satisfy $\xi_i(p_0) = \zeta_i(p_0)$ for every $i \in I_1 \setminus \{1\}$, i.e. the set of vectors $\{\xi_2(p_0), \ldots, \xi_m(p_0)\}$ is an orthonormal basis of the horizontal tangent space $H_{p_0} S$ at $p_0$, coinciding with that given at the beginning. In this case we get, in particular, that

$$\bar{\epsilon}_{ij}(p_0) = \langle \nabla_{X_{p_0}} \bar{\xi}_i, \bar{\xi}_j \rangle(p_0) = 0 \quad \text{for every } i, j \in I_1 \setminus \{1\}. $$

By extending the orthonormal frame $\{\bar{\xi}_2, \ldots, \bar{\xi}_m\}$ for the horizontal tangent space to a full $H$-adapted frame $\xi$ we get our initial claim.

**Claim 2.** We claim that $\langle [\hat{W}, \partial_t X], N_t \rangle = 0$ for every $X \in C^\infty(U, HTU)$.

**Proof.** A proof of this claim can be found in Spivak, [88], Ch. 9, pag. 521-522.

**Claim 3.** Let us set $C^t := \sum_{\alpha \in I_2} \frac{n_\alpha}{n_{t_1}} C^\alpha$. Then we have

$$\nabla^t_{\hat{W}} \zeta_1 = -\nabla^{\nu_{t_1}} \bar{w}_1 - \sum_{\alpha \in I_2} \frac{n_\alpha}{n_{t_1}} \nabla^{\nu_{t_1}} \bar{w}_\alpha - P_{HTU}(C^t \hat{W}).$$

(135)

**Proof.** Using the previous Claim 3 we get $\langle [\hat{W}, \zeta_j], N_t \rangle = 0$ for every $j \in I_1 \setminus \{1\}$. Therefore

$$\langle \nabla_{\hat{W}} \zeta_j, N_t \rangle = \langle \nabla_{\zeta_j} \hat{W}, N_t \rangle \quad (j \in I_1 \setminus \{1\}).$$

This implies that

$$-\langle \nabla^t_{\hat{W}} \nu_{t_1, t}, \zeta_j \rangle = \langle \nabla_{\zeta_j} \hat{W}, \nu_{t_1, t} \rangle + \sum_{\alpha \in I_2} \frac{n_\alpha}{n_{t_1}} \left( \langle \nabla_{\zeta_j} \hat{W}, \zeta_\alpha \rangle - \langle \nabla_{\hat{W}} \zeta_j, \zeta_\alpha \rangle \right)$$

$$= \zeta_j(\bar{w}_1) + \sum_{\alpha \in I_2} \frac{n_\alpha}{n_{t_1}} \zeta_j(\bar{w}_\alpha) + \sum_{\alpha \in I_2} \sum_{I} \bar{w}_I \zeta_\alpha \left( \langle \nabla_{\zeta_I} \zeta_I, \zeta_\alpha \rangle - \langle \nabla_{\hat{W}} \zeta_I, \zeta_\alpha \rangle \right)$$

$$= \zeta_j(\bar{w}_1) + \sum_{\alpha \in I_2} \frac{n_\alpha}{n_{t_1}} \zeta_j(\bar{w}_\alpha) + \sum_{\alpha \in I_2} \sum_{I} \bar{w}_I \zeta_\alpha \zeta^0_{jI}$$

$$= \zeta_j(\bar{w}_1) + \sum_{\alpha \in I_2} \frac{n_\alpha}{n_{t_1}} \zeta_j(\bar{w}_\alpha) + \langle C^t \hat{W}, \zeta_j \rangle \quad (j \in I_1 \setminus \{1\} = \{2, \ldots, m\})$$

which is equivalent to the claim.

$$\square$$
At this point, by making use of Claim 3, we get that (134) can be computed as follows:

\[(II_3)_b = w_t \sum_{j=2}^{m} \zeta_j (\varphi_{1j}(\tilde{W})) \sigma_{H,t} = w_t \text{div}_{H T U_t} (\nabla^T \tilde{w}, \zeta_1) \]

\[= w_t \text{div}_{H T U_t} \left( - \nabla_{H T U_t} \tilde{w}_1 - \sum_{\alpha \in I_2} \frac{n_{1 \alpha}}{n_{11}} \nabla_{H T U_t} \tilde{w}_\alpha - \mathcal{P}_{H T U_t}(C_t \tilde{W}) \right) \sigma_{H,t} \]

\[= -w_t \text{div}_{H T U_t} \left( \nabla_{H T U_t} \tilde{w}_1 + \sum_{\alpha \in I_2} \frac{n_{1 \alpha}}{n_{11}} \nabla_{H T U_t} \tilde{w}_\alpha + \mathcal{P}_{H T U_t}(C_t \tilde{W}) \right) \sigma_{H,t} \]

\[= -w_t \left\{ \Delta_{H T U_t} \tilde{w}_1 + \sum_{\alpha \in I_2} \frac{n_{1 \alpha}}{n_{11}} \Delta_{H T U_t} \tilde{w}_\alpha + \left\langle \nabla^T \left( \frac{n_{1 \alpha}}{n_{11}} \right), \nabla_{H T U_t} \tilde{w}_\alpha \right\rangle \right\} \]

\[+ \text{div}_{H T U_t}(\mathcal{P}_{H T U_t}(C_t \tilde{W})) \right\} \sigma_{H,t}. \]

In sequel we shall set

\[C := \sum_{\alpha \in I_2} \frac{n_{1 \alpha}}{n_{11}} C_{\alpha}. \]

Now, tacking into account all the above computations, if we restrict to \( \mathcal{U} \) by assuming \( t = 0 \), we get that\(^6\)

\[\hat{\Gamma}(0) = \{ I + II_1 + II_2 + (II_3)_a + (II_3)_b \}\mid_{t=0} = \left\{ -W(w)(H, \tau_1)_H \right. \]

\[+ \sum_{j,h \in I_1 \setminus \{1\}} \sum_{\alpha \in I_2} \left\{ \phi_{1j}(\tau_j) \phi_{1h}(\tau_h) - \phi_{1j}(\tau_h)(\phi_{1h}(\tau_j) - \phi_{jh}(\tau_1)) \right\} \]

\[+ w \sum_{j \in I_1 \setminus \{1\}} \sum_{\alpha \in I_2} \left( \phi_{1j}(\tau_j) \tau_\alpha(w_\alpha) - \phi_{1j}(\tau_\alpha - \frac{n_\alpha}{n_{11}} \tau_1) \left\langle \tau_j(w_\alpha) + w_1(\phi_{1\alpha}(\tau_j) - \phi_{j\alpha}(\tau_1)) \right\rangle \right) \]

\[+ w \left\{ \text{Ric}_H(W) - \sum_{j \in I_1 \setminus \{1\}} \sum_{L \neq 1, j} \left[ \phi_{1L}(W) \phi_{Lj}(\tau_j) - \phi_{Lj}(W) \phi_{1L}(\tau_j) \right] \right\} \]

\[+ w \left\{ \Delta_{H T S} w_1 + \sum_{\alpha \in I_2} \left( \frac{n_{1 \alpha}}{n_{11}} \Delta_{H T S} w_\alpha + \left\langle \nabla^T \left( \frac{n_{1 \alpha}}{n_{11}} \right), \nabla_{H T S} w_\alpha \right\rangle + \text{div}_{H T S}(\mathcal{P}_{H T S}(C W)) \right\} \right\} \sigma_H. \]

\(^6\)Note that, at \( t = 0 \), we have \( \zeta_t = \tau_t \) and \( \varphi_t = \phi_t \) for \( I = 1, \ldots, n \). Moreover, remind that \( \tau_1 = \nu_t \).
\[
\begin{align*}
&= \left\{ -W(w)\mathcal{H}^{sc}_H + \sum_{j,h \in I_1 \setminus \{1\}} w_{a1} \left\{ \phi_{ij}(\tau_j)\phi_{1h}(\tau_h) - \phi_{ij}(\tau_j)\phi_{1h}(\tau_h) \right\} \\
&\quad + w \sum_{j \in I_1 \setminus \{1\}} \sum_{\alpha \in I_2} \left\{ \phi_{ij}(\tau_j)\tau_{\alpha}(w_\alpha) - \phi_{ij}(\tau_j)\tau_{\alpha}(w_\alpha) \right\} \right\} \\
&- w \left\{ \text{Ric}_H(W) - \sum_{j \in I_1 \setminus \{1\}} \sum_{L \neq 1,j} \left[ \phi_{iL}(W)\phi_{L,j}(\tau_j) - \phi_{L,j}(W)\phi_{iL}(\tau_j) \right] \right\} \\
&- w \left\{ \Delta_{\text{HRS}} w_1 + \sum_{\alpha \in I_2} \left( \frac{n_\alpha}{n_1} \Delta_{\text{HRS}} w_\alpha + \left\langle \nabla w_\alpha \left( \frac{n_\alpha}{n_1} \right), \nabla_{\text{HRS}} w_\alpha \right\rangle + \text{div}_{\text{HRS}}(\mathcal{P}_{\text{HRS}}(\mathcal{C}W)) \right\} \right\} \sigma_H \\
&= \left\{ -W(w)\mathcal{H}^{sc}_H + w \left[ w_1 \left( \langle H, \nu_H \rangle_H^2 - \|b_H\|^2_{\text{Gram}} \right) - \mathcal{H}^{sc}_H \text{div}_z(\mathcal{P}_Z W) \right] \\
&\quad - w \left[ \left\langle \nabla_{\text{HRS}} w_\alpha, \nabla_{\text{HRS}} w_\alpha \right\rangle + \langle C^a \nu_{\alpha H}, \nabla_{\text{HRS}} w_\alpha \rangle \right] \\
&\quad - w \left\{ \text{Ric}_H(W) + w_1 \sum_{j \in I_1 \setminus \{1\}} \sum_{\alpha \in I_2} \frac{1}{4} \left( [\tau_1, \tau_j, \tau_\alpha]^2 \right) \right\} \\
&\quad - w \left\{ \Delta_{\text{HRS}} w_1 + \sum_{\alpha \in I_2} \left( \frac{n_\alpha}{n_1} \Delta_{\text{HRS}} w_\alpha + \left\langle \nabla w_\alpha \left( \frac{n_\alpha}{n_1} \right), \nabla_{\text{HRS}} w_\alpha \right\rangle + \text{div}_{\text{HRS}}(\mathcal{P}_{\text{HRS}}(\mathcal{C}W)) \right\} \right\} \sigma_H \\
&= \left\{ -W(w)\mathcal{H}^{sc}_H + w \left[ w_1 \left( \langle H, \nu_H \rangle_H^2 - \|b_H\|^2_{\text{Gram}} \right) - \mathcal{H}^{sc}_H \text{div}_z(\mathcal{P}_Z W) \right] \\
&\quad - w \left[ \left\langle \nabla_{\text{HRS}} w_\alpha, \nabla_{\text{HRS}} w_\alpha \right\rangle + \langle C^a \nu_{\alpha H}, \nabla_{\text{HRS}} w_\alpha \rangle \right] - \frac{w_{a1}}{2} \left[ \sum_{j \in I_1 \setminus \{1\}} \sum_{\alpha \in I_2} \left( [\tau_1, \tau_j, \tau_\alpha]^2 \right) \right] \\
&\quad - w \left\{ \Delta_{\text{HRS}} w_1 + \sum_{\alpha \in I_2} \left( \frac{n_\alpha}{n_1} \Delta_{\text{HRS}} w_\alpha + \left\langle \nabla w_\alpha \left( \frac{n_\alpha}{n_1} \right), \nabla_{\text{HRS}} w_\alpha \right\rangle + \text{div}_{\text{HRS}}(\mathcal{P}_{\text{HRS}}(\mathcal{C}W)) \right\} \right\} \right\} \sigma_H
\end{align*}
\]

where in the last equality we have used the explicit expression of \( \text{Ric}_H(W) \), i.e.
\[ \text{Ric}_H(W) = -w_1 \frac{3}{2} \sum_{j \in I_1 \setminus \{1\}} \sum_{\alpha \in I_2} ([\tau_1, \tau_j, \tau_\alpha]^2). \] Indeed this result can easily be
obtained by using \((a')\) of \((78)\). The last expression achieves the proof once we note that
\[
\sum_{j \in I_1 \setminus \{1\}} \langle [\tau_1, \tau_j], \tau_\alpha \rangle^2 = \|C_\alpha \nu_H\|^2_{\text{Gram}}.
\]

At this point we may state another similar result which gives us the second horizontal normal variation of \(\sigma_H\) on regular non-characteristic hypersurfaces in 2-step Carnot groups. Also this formula is stated without boundary terms.

**Theorem 7.10.** Let \(G\) be a 2-step Carnot group. Let \(i : U \longrightarrow G\) denote the inclusion into \(G\) of a smooth non-characteristic hypersurface \(U\) and \(\vartheta : (-\epsilon, \epsilon) \times U \longrightarrow G\) be a smooth normal \(H\)-variation of \(i\), with variation vector field \(W \in C^\infty_0(G, H)\) such that \(\text{spt}(W) \cap U \subseteq U\) and \(W_x \in (\nu_H)_x U \forall x \in \text{Int}(U)\).

Assume that \(U_t = \vartheta_t(U)\) is non-characteristic for every \(t \in (-\epsilon, \epsilon)\). Finally, let \(\Gamma(t) = \vartheta_t^* \sigma_H\), and \((\zeta_1, \ldots, \zeta_n)\) be an orthonormal moving frame for \(U\), where \(U\) is an open set containing \(\text{Im}(\vartheta)\) (see Section 7.1). Then we have

\[\Gamma(0) = \left\{-W(w)\mathcal{H}^{nc}_H + w^2 \left(\langle H, \nu_H \rangle_H^2 - \|b_H\|^2_{\text{Gram}}\right) - w \Delta_{\text{HTS}} w \right.\]
\[\left. - w^2 \sum_{\alpha \in I_2} \langle \nabla_{\gamma_{\alpha}} \nu_H, C^\alpha \nu_H \rangle + \frac{w^2}{2} \sum_{\alpha \in I_2} \|C^\alpha \nu_H\|^2_{\text{Gram}} - w \text{div}_{\text{HTS}} (w C \nu_H)\right\} \sigma_H\]

\[\Pi^{\text{int}}_{U_t}(\sigma_H) = \int_U \left\{-W(w)\mathcal{H}^{nc}_H + w^2 \left(\langle H, \nu_H \rangle_H^2 - \|b_H\|^2_{\text{Gram}}\right) - w \Delta_{\text{HTS}} w \right.\]
\[\left. - w^2 \sum_{\alpha \in I_2} \langle \nabla_{\gamma_{\alpha}} \nu_H, C^\alpha \nu_H \rangle + \frac{w^2}{2} \sum_{\alpha \in I_2} \|C^\alpha \nu_H\|^2_{\text{Gram}} - w \text{div}_{\text{HTS}} (w C \nu_H)\right\} \sigma_H\]

**Proof.** This proof can be regarded as a continuation of that of Theorem 7.8 and we refer to it for the notation used in the sequel.

We have by hypothesis that the variation vector field \(W\) along \(U\) is a horizontal normal vector field, and so using the coordinates given by the \(H\)-adapted frame
(ζ₁, ..., ζₙ) for the open set U we just get that \( \hat{W} = w₁ζ₁ \). By using the hypothesis and Theorem 7.4 we get the local expression of the first H-variation of \( σ_\mu \) at the interior of \( U \), i.e.

\[
\hat{Γ}(0) = -H^w H \langle W, ν_\mu \rangle σ_\mu = -\langle H, W \rangle H σ_\mu.
\]

Notice that we have to calculate

\[
\hat{Γ}(0)|_U = i^*(L_{\hat{W}} dσ_\mu, t)\]

(136)

We also have that the 1st variation on Int(\( U \)) at \( t \in (-\epsilon, \epsilon) \) is given by

\[
\hat{Γ}(t) = i^*(\hat{W} \lrcorner dσ_\mu, t)
\]

\[
= \left\{ \sum_{i=2}^{m} \phi_{1i}(ζ_i) \left( \hat{W} \lrcorner \phi_1 ∧ ... ∧ \phi_n \right) \right\}|_U
\]

\[
= \left\{ \left[ \sum_{i=1}^{m} \phi_{1i}(ζ_i) \right] \hat{w}_1 σ_\mu \right\}|_U
\]

and then we have, for every \( t \in (-\epsilon, \epsilon) \), the relation

\[
\hat{Γ}(t) = \left\{ \left[ \sum_{i=2}^{m} \phi_{1i}(ζ_i) \right] \hat{w}_1 σ_\mu \right\}|_U
\]

\[
= \left\{ \left[ \sum_{i=2}^{m} \phi_{1i}(ζ_i) \right] \hat{w}_1 σ_\mu \right\}|_U
\]

As in the previous theorem we have to compute the following quantities

(i) \( L_{\hat{W}}(φ_h) \) for \( h \in I_1 \setminus \{1\} = \{2, ..., m\} \);

(ii) \( L_{\hat{W}}(φ_\alpha) \) for \( \alpha \in I_2 = \{m + 1, ..., n\} \);

(iii) \( L_{\hat{W}}(φ_1j) \) for \( j \in I_1 \setminus \{1\} \).

Also in this case, we can do this by Cartan’s formula and the structure equations for the H-adapted coframe \( (φ_1, ..., φ_n) \). Clearly, we have many simplifications,
because \( \tilde{W} = w_\zeta_1 \). For the term appearing at item (i) we have

\[
\mathcal{L}_{\tilde{W}}(\varphi_h) = \sum_{j \neq h} \{ \varphi_j(\tilde{W}) \varphi_{jh} - \varphi_{jh}(\tilde{W}) \varphi_j \} = w_t \sum_{j \neq h} \{ \varphi_{1h} - \varphi_{jh}(\zeta_1) \varphi_j \}
\]

\[
= w_t \sum_{j \neq h} \{ \varphi_{1h}(\zeta_j) - \varphi_{jh}(\zeta_1) \} \varphi_j.
\]

For the term appearing at item (ii), we have

\[
\mathcal{L}_{\tilde{W}}(\varphi_\alpha) = w_t \sum_{h=2}^m \left( \varphi_{1h}(\zeta_h) - \varphi_{h_\alpha}(\zeta_1) \right) \varphi_h.
\]

Finally (iii) can be obtained as follows.

\[
\mathcal{L}_{\tilde{W}}(\varphi_{1j}) = \tilde{W} \left( d \varphi_{1j} + d(\tilde{W} \varphi_{1j}) \right)
\]

\[
= w_t \sum_{L \neq 1,j} \left\{ \left[ \varphi_{1L}(\zeta_1) \varphi_{Lj}(\zeta_1) \varphi_{1L} \right] - \sum_K (\zeta_K, \zeta_1, \zeta_j) \varphi_K \right\} + d(\varphi_{1j}(\tilde{W})).
\]

We therefore have

\[
\hat{\Gamma}(t) = \sum_{j=2}^m \mathcal{L}_{\tilde{W}} \left\{ w_t \varphi_2 \wedge ... \wedge \varphi_{1j} \wedge ... \wedge \varphi_n \right\}
\]

\[
= \tilde{W}(w_t) \left[ \sum_{i=2}^m \varphi_{1i}(\zeta_i) \right] \sigma_{n,t} + w_t \sum_{j=2}^m \mathcal{L}_{\tilde{W}} \left\{ \varphi_2 \wedge ... \wedge \varphi_{1j} \wedge ... \wedge \varphi_n \right\}
\]

\[
= I + II,
\]

where

\[
II := w_t \sum_{j=2}^m \mathcal{L}_{\tilde{W}} \left\{ \varphi_2 \wedge ... \wedge \varphi_{1j} \wedge ... \wedge \varphi_n \right\}
\]

\[
= w_t \sum_{j,h=2}^{m} \varphi_2 \wedge ... \wedge \mathcal{L}_{\tilde{W}}(\varphi_h) \wedge ... \wedge \varphi_{1j} \wedge ... \wedge \varphi_n
\]

\[
+ w_t \sum_{j=2}^m \sum_{\alpha \in I_2} \varphi_2 \wedge ... \wedge \varphi_{1j} \wedge ... \wedge \mathcal{L}_{\tilde{W}}(\varphi_\alpha) \wedge ... \wedge \varphi_n
\]

\[
+ w_t \sum_{j=2}^m \varphi_2 \wedge ... \wedge \mathcal{L}_{\tilde{W}}(\varphi_{1j}) \wedge ... \wedge \varphi_n =: II_1 + II_2 + II_3.
\]
We substitute into this expression (i), (ii), (iii) above. This way we get

\[ II_1 := \sum_{j,h \in I_1 \setminus \{1\}} w_1 \left\{ \varphi_1(\zeta_j) \varphi_j + \varphi_1(\zeta_h) \varphi_h \right\} \wedge \ldots \wedge \left[ w_t \sum_{j \neq h} \left\{ \varphi_1(\zeta_j) - \varphi_1(\zeta_h) \right\} \varphi_j \right] \wedge \ldots \wedge \varphi_n \]

\[ = \sum_{j,h \in I_1 \setminus \{1\}} w_1^2 \left\{ \varphi_1(\zeta_j) \varphi_1(\zeta_h) - \varphi_1(\zeta_j) \varphi_1(\zeta_h) \right\} \sigma_{t,1} \]

\[ II_2 := w_t^2 \sum_{j \in I_1 \setminus \{1\}} \sum_{\alpha \in I_2} \left\{ (\varphi_1(\zeta_j) - \varphi_1(\zeta_1)) \frac{n_t \alpha}{n_t 1} - \varphi_1(\zeta_\alpha) (\varphi_1(\zeta_j) - \varphi_1(\zeta_1)) \right\} \sigma_{t,1} \]

\[ = -w_t^2 \sum_{j \in I_1 \setminus \{1\}} \sum_{\alpha \in I_2} \varphi_1(\zeta_\alpha - \frac{n_t \alpha}{n_t 1}) (\varphi_1(\zeta_j) - \varphi_1(\zeta_\alpha)) \sigma_{t,1}. \]  

We put \( II_3 := (II_3)_a + (II_3)_b \), where

\[ (II_3)_a = w_t \sum_{j \in I_1 \setminus \{1\}} \left\{ \varphi_2 \wedge \ldots \wedge \left\{ - \sum_K (R(\zeta_K, \overline{W}), \zeta_j, \zeta_1) \varphi_K + \sum_{L \neq 1,j} \left[ \varphi_1(\zeta_\alpha) - \varphi_1(\zeta_\alpha) \right] \wedge \ldots \wedge \varphi_n \right\} \right\} \]  

\[ (II_3)_b := w_t \sum_{j=2}^m \varphi_2 \wedge \ldots \wedge d(\varphi_1(\zeta_j)) \wedge \ldots \wedge \varphi_n = w_t \sum_{j=2}^m \zeta_j (\varphi_1(\zeta_j) \varphi_1(\zeta_j)) \sigma_{t,1} \]  

and we may compute this term by arguing exactly as in the previous proof of Theorem 7.8 and, more precisely, by making use of Claim 1, Claim 2 and Claim 3.
we obtain
\[ (II_3)_b = w_t \sum_{j=2}^{m} \zeta_j(\varphi_{1j}(\tilde{W})) \sigma_{H,t} = w_t \text{div}_{HTU_t}(\nabla_{\tilde{W}} \zeta_1) \]
\[ = w_t \text{div}_{HTU_t} \left( - \nabla_{HTU_t} w_t - w_t P_{HTU_t}(C^t \zeta_1) \right) \sigma_{H,t} \]
\[ = -w_t \text{div}_{HTU_t} \left( \nabla_{HTU_t} w_t + w_t P_{HTU_t}(C^t \zeta_1) \right) \sigma_{H,t} \]
\[ = -w_t \left\{ \Delta_{HTU_t} w_t + \text{div}_{HTU_t} (w_t P_{HTU_t}(C^t \zeta_1)) \right\} \sigma_{H,t}. \]

From what we have previously seen and by using Claim 1 of the proof of Theorem 7.8, we get that
\[ \tilde{\Gamma}(0) = \{ I + II_1 + II_2 + (II_3)_a + (II_3)_b \} |_{t=0} \]
\[ = \left\{ -w \frac{\partial w}{\partial \nu_H} \mathcal{H}^{sc}_t + \sum_{j,h \in I_1 \setminus \{1\}} w^2 \left\{ \phi_{1j}(\tau_j) \phi_{1h}(\tau_h) - \phi_{1j}(\tau_h) \phi_{1h}(\tau_j) \right\} \right\} \]
\[ + w^2 \sum_{j \in I_1 \setminus \{1\}} \sum_{a \in I_2} \left\{ -\phi_{1j} \left( \tau_a - \frac{n_a}{n_1} \nu_H \right) \right\} \left( \phi_{1a}(\nu_H) - \phi_{ja}(\nu_H) \right) \]
\[ -w^2 \left\{ \text{Ric}(\nu_H) - \sum_{j \in I_1 \setminus \{1\}} \sum_{L \neq 1,j} \left[ \phi_{1L}(\nu_H) \phi_{Lj}(\tau_j) - \phi_{Lj}(\nu_H) \phi_{1L}(\tau_j) \right] \right\} \]
\[ -w \left\{ \Delta_{HTS} w + \text{div}_{HTS} (w C_{\nu_H}) \right\} \sigma_H \]
\[ = \left\{ -W(w) \mathcal{H}^{sc}_t + w^2 \left( \langle \mathbf{H}, \nu_H \rangle^2_H - \| \mathbf{b}_H \|^2_{\text{Gram}} \right) \right\} \]
\[ -w^2 \sum_{a \in I_2} \langle \nabla_{\tau_a^2} \nu_H, C^a \nu_H \rangle + w^2 \sum_{j \in I_1 \setminus \{1\}} \sum_{a \in I_2} \langle [\tau_1, \tau_j], \tau_a \rangle^2 \]
\[ -w \left\{ \Delta_{HTS} w + \text{div}_{HTS} (w C_{\nu_H}) \right\} \sigma_H \]
\[ = \left\{ -W(w) \mathcal{H}^{sc}_t + w^2 \left( \langle \mathbf{H}, \nu_H \rangle^2_H - \| \mathbf{b}_H \|^2_{\text{Gram}} \right) - w \Delta_{HTS} w \right\} \]
\[ -w^2 \sum_{a \in I_2} \langle \nabla_{\tau_a^2} \nu_H, C^a \nu_H \rangle + w^2 \sum_{a \in I_2} \| C^a \nu_H \|^2_{\text{Gram}} - w \text{div}_{HTS} (w C_{\nu_H}) \} \sigma_H \]
which is the thesis. \[ \square \]


### 7.4 Addendum: Integration by parts and 1st variation of $\sigma_H$ in k-step Carnot groups

The results previously stated can be generalized for k-step Carnot groups. Throughout this Addendum, we shall generalize some of them, and, more precisely, the theorem about the 1st variation of the $H$-perimeter form $\sigma_H$ and the integration by parts formulae for smooth non-characteristic hypersurfaces.

However, many proofs given below will turn out to be slightly different from the previous ones because we will make use just of the fixed left invariant frame $(X_1, \ldots, X_n)$.

Let $G$ be a k-step $n$-dimensional Carnot group and let $S \subset G$ be a smooth immersed non-characteristic hypersurface with unit normal vector along $S$ denoted by $N$. Let $\mathcal{U} \subset S$ be compact and suppose that the boundary $\partial \mathcal{U}$ is a smooth $n-2$-dimensional submanifold with outward pointing unit normal $\eta$. Finally, $U \subset G$ will denote an open set having non-empty intersection with $S$ and $\mathcal{U} := U \cap S$.

In this section we do not make use of the indices convention used for 2-step Carnot groups.

In the sequel we shall set

$$I_1 := \{1, \ldots, m_1\}, \quad I_2 := \{m_1 + 1, \ldots, m_2\}, \ldots, I_k := \{m_k-1 + 1, \ldots, n\}$$

$$\Omega_1 := \omega_1 \wedge \cdots \wedge \omega_{m_1}, \quad \Omega_2 := \omega_{m_1+1} \wedge \cdots \wedge \omega_{m_2}, \ldots, \Omega_k := \omega_{m_{k-1}+1} \wedge \cdots \wedge \omega_{m_k},$$

so that $\Omega^n = \Omega_1 \wedge \cdots \wedge \Omega_k$.

The next notions of horizontal second fundamental form and of horizontal mean curvature, are analogous to the ones given in Definition 6.15.

**Definition 7.11.** We define the horizontal second fundamental form of $S$ to be the map $\mathfrak{b}_H : HTS \times HTS \longrightarrow \nu_H S$ given by

$$\mathfrak{b}_H(X, Y) := \langle \nabla^H_X Y, \nu_H \rangle_H \nu_H \quad \forall \ X, Y \in HTS.$$  

The trace of $\mathfrak{b}_H$, denoted by $H$, is called the horizontal mean curvature of $S$. Finally, the quantity $\mathcal{H}_H^{sc} = \langle H, \nu_H \rangle_H$ is the scalar horizontal mean curvature
of $S$. Clearly, $H \in \nu^*_H S$ and
\[
H := \sum_{j=1}^{m_1} \langle \nabla^H_{X_j} X_j, \nu_H \rangle_H \nu_H = -\sum_{j=1}^{m_1} \langle \nabla^H_{X_j} \nu_H, X_j \rangle_H \nu_H = -\mathcal{H}^{\nu}_H \nu_H.
\]

We begin by stating some preliminary lemmas.

**Lemma 7.12.** Let $j \in I_1$. Then we have
\[
d^2 \left( X_i \mid X_j \mid \Omega^n \right) \mid_S = \begin{cases} 
\sum_{k=m_1+1}^{n} c^k_{ji} n_k \sigma^{n-1} \mid_S & (i \in I_1); \\
\sum_{k=i+1}^{n} c^k_{ji} n_k \sigma^{n-1} \mid_S & (i \geq m_1 + 1 \Leftrightarrow i \in I_2 \cup \ldots \cup I_k).
\end{cases}
\]

**Definition 7.13.** Throughout this section we shall set $C^k_H := [c^k_{ij}]_{i,j \in I_1} \in \mathcal{M}_{m_1, m_1}(\mathbb{R})$ and $C^k_V := [c^k_{ji}]_{j \in I_1, i \in I_2 \cup \ldots \cup I_k} \in \mathcal{M}_{m_1, n-m_1}(\mathbb{R})$. Moreover we shall denote by $C^k_H : H \rightarrow H$ and, respectively, by $C^k_V : V_2 \oplus \ldots \oplus V_k \rightarrow H$, the linear operators associated with $C^k_H$ and $C^k_V$. We shall also denote by
\[
P_V : g \rightarrow V_2 \oplus \ldots \oplus V_k
\]
the projection map onto $V_2 \oplus \ldots \oplus V_k$ given, for $X \in g$, by
\[
P_V(X) := \sum_{i=m_1+1}^{n} (X, X_i) X_i.
\]

**Proof of Lemma 7.12.** This proof will be divided into two steps. We start with the following:

**Step 1.** Computations of
\[
d \left( X_i \mid X_j \mid \Omega^n \right) \mid_S \quad \text{for} \quad i \in I_1 \quad (j = 1, \ldots, m_1).
\]
Proof. We have

\begin{align*}
\alpha & = d (X_i \mid X_j \mid \Omega_1 \land \Omega_2 \land \ldots \land \Omega_k) |_{S} \\
& = d \left[(X_i \mid X_j \mid \Omega_1) \land (\Omega_2 \land \ldots \land \Omega_k)\right] |_{S} \\
& = \left(d (X_i \mid X_j \mid \Omega_1) \land (\Omega_2 \land \ldots \land \Omega_k) + (-1)^{m_1-2}(X_i \mid X_j \mid \Omega_1) \land d (\Omega_2 \land \ldots \land \Omega_k)\right) |_{S} \\
& = (-1)^{m_1} \left((X_i \mid X_j \mid \Omega_1) \land d (\Omega_2 \land \ldots \land \Omega_k)\right) |_{S} \tag{141}
\end{align*}

since \(d \omega_k = 0 \ \forall \ k \in I_1\). Now setting \(\beta := d (\Omega_2 \land \ldots \land \Omega_k)\) we get

\begin{align*}
\beta & = d (\omega_{m_1+1} \land \ldots \land \omega_n) \\
& = \sum_{k=m_1+1}^{n} (-1)^{k+m_1+1} \omega_{m_1+1} \land \ldots \land d \omega_k \land \ldots \land \omega_n \\
& = \sum_{k=m_1+1}^{n} (-1)^{k+m_1+1} \omega_{m_1+1} \land \ldots \land \left(-\frac{1}{2} \sum_{1 \leq r,s \leq h_{l-1}} c_{rs}^{k} \omega_r \land \omega_s\right) \land \ldots \land \omega_n \tag{142}
\end{align*}

whenever \(h_{l-1} < k < h_{l+1}(\Leftrightarrow k \in I_l)\); see Remark 1.22 of Section 1.2. From (142) we get

\begin{align*}
\beta & = -\frac{1}{2} \sum_{k=m_1+1}^{n} \sum_{1 \leq r,s \leq h_{l-1}} c_{rs}^{k} (-1)^{k+m_1+1} \omega_{m_1+1} \land \ldots \land \omega_r \land \omega_s \land \ldots \land \omega_n \tag{143} \\
& = -\frac{1}{2} \sum_{k=m_1+1}^{n} \sum_{1 \leq r,s \leq h_{l-1}} c_{rs}^{k} (-1)^{k+m_1+1} (\omega_r \land \omega_s) \land (\omega_{m_1+1} \land \ldots \land \omega_k \land \ldots \land \omega_n).
\end{align*}

Now we note that \(\alpha \neq 0\) if, and only if, we have

\[ \Omega_1 = \pm (X_i \mid X_j \mid \Omega_1) \land (\omega_r \land \omega_s). \]

This implies \(r = i\) and \(s = j\) or \(r = j\) and \(s = i\). So, tacking into account (141), (142), (143), using the skew-symmetry on the lower indices of the structural
constants $c^k_{rs}$, one gets

\[
\alpha = - \sum_{k=m_1+1}^{n} c^k_{ij} (-1)^{k+1} \omega_1 \wedge ... \wedge \hat{\omega}_k \wedge ... \wedge \omega_n |_{S}
\]

\[
= \sum_{k=m_1+1}^{n} c^k_{ji} (X_k \, | \, \Omega^n) |_{S}
\]

\[
= \sum_{k=m_1+1}^{n} c^k_{ji} n_k \sigma^{n-1} |_{S}.
\]

\[
\square
\]

**Step 2. Computations of**

\[
d(X_i \, | \, X_j \, | \, \Omega^n) |_{S} \quad \text{for} \quad i \geq m_1 + 1 \iff i \in I_2 \cup ... \cup I_k \quad (j = 1, ..., m_1). \quad (144)
\]

**Proof.** We have

\[
\alpha = d(X_i \, | \, X_j \, | \, \Omega^n) |_{S} = d \left( X_i \, | \, (X_j \, | \, \Omega^1) \wedge (\Omega_2 \wedge ... \wedge \Omega_k) \right) |_{S}
\]

\[
= (-1)^{j+1} d \left( X_i \, | \, (\omega_1 \wedge ... \wedge \hat{\omega}_j \wedge ... \wedge \omega_{m_1}) \wedge (\Omega_2 \wedge ... \wedge \Omega_k) \right) |_{S}
\]

\[
= (-1)^{j+1} d \left( \omega_1 \wedge ... \wedge \hat{\omega}_j \wedge ... \wedge \omega_{m_1} \wedge \omega_{m_1+1} \wedge ... \wedge \hat{\omega}_i \wedge ... \wedge \omega_n \right) |_{S}
\]

\[
= (-1)^{j+m_1-1} (\omega_1 \wedge ... \wedge \hat{\omega}_j \wedge ... \wedge \omega_{m_1}) \wedge d (\omega_{m_1+1} \wedge ... \wedge \hat{\omega}_i \wedge ... \wedge \omega_n) |_{S}
\]

(145)

since $d\omega_k = 0 \ \forall \ k \in I_1$. Now, setting

\[
\beta = \omega_{m_1+1} \wedge ... \wedge \hat{\omega}_i \wedge ... \wedge \omega_n
\]

we get

\[
\alpha = (-1)^{j+m_1-1} (\omega_1 \wedge ... \wedge \hat{\omega}_j \wedge ... \wedge \omega_{m_1}) \wedge d \beta |_{S}
\]
so that we have to compute $d\beta$. We note that $d\beta$ is a finite sum of terms of the following type:

\[
\begin{align*}
\gamma_1 &= \omega_{m_1+1} \wedge \ldots \wedge d\omega_k \wedge \ldots \wedge \hat{\omega}_i \wedge \ldots \wedge \omega_n, \\
\gamma_2 &= \omega_{m_1+1} \wedge \ldots \wedge \hat{\omega}_i \wedge \ldots \wedge d\omega_k \wedge \ldots \wedge \omega_n.
\end{align*}
\]

But each $n - m_1$-form of the type $\gamma_1$ must be 0. Indeed $d\omega_k$ is a finite sum of 2-forms $\omega_r \wedge \omega_s$, with $1 \leq r, s \leq h_{l-1}$ whenever $h_{l-1} < k < h_{l+1}$ (\(\Leftrightarrow k \in I_l\)), and so in the wedge product which defines $\alpha$, there is at least one term $\omega_r^2$ (or $\omega_s^2$). Therefore, setting $\beta := \beta_1 \wedge \omega_i \wedge \beta_2$, where $\beta_1 := \omega_{m_1+1} \wedge \ldots \wedge \omega_{i-1}$ and $\beta_2 := \omega_{i+1} \wedge \ldots \wedge \omega_n$, we get

\[
d\beta = (-1)^{i-m_1-1} \beta_1 \wedge \omega_i \wedge d\beta_2.
\]

(146)

Now we have

\[
\begin{align*}
d\beta_2 &= d(\omega_{i+1} \wedge \ldots \wedge \omega_n) \\
&= \sum_{k=i+1}^n (-1)^{k+i+1} \omega_{i+1} \wedge \ldots \wedge d\omega_k \wedge \ldots \wedge \omega_n \\
&= \sum_{k=i+1}^n (-1)^{k+i+1} \omega_{m_1+1} \wedge \ldots \wedge \left(-\frac{1}{2} \sum_{1 \leq r, s \leq h_{l-1}} c_{rs}^k \omega_r \wedge \omega_s\right) \wedge \ldots \wedge \omega_n
\end{align*}
\]

(147)

whenever $h_{l-1} < k < h_{l+1}$ (\(\Leftrightarrow k \in I_l\)); see Remark 1.22. From (147) we get

\[
d\beta_2 = -\frac{1}{2} \sum_{k=i+1}^n \sum_{1 \leq r, s \leq h_{l-1}} c_{rs}^k (-1)^{k+i+1} \omega_{i+1} \wedge \ldots \wedge \omega_r \wedge \omega_s \wedge \ldots \wedge \omega_n.
\]

(148)

Then, tacking into account equations (145), (146) and (148) we obtain
\[
\alpha = (-1)^{i+j+m_1-1} \omega_1 \wedge ... \wedge \widehat{\omega_j} \wedge ... \wedge \omega_{m_1} \wedge ... \wedge \widehat{\omega_i} \wedge d \beta_2|_S \\
= (-1)^{i+j+m_1-1} \omega_1 \wedge ... \wedge \widehat{\omega_j} \wedge ... \wedge \omega_{m_1} \wedge ... \wedge \widehat{\omega_i} \\
\wedge \left( -\frac{1}{2} \sum_{k=i+1}^{n} \sum_{1 \leq r,s \leq h_{i-1}} (-1)^{k+i+1} c_{rs}^k \omega_{i+1} \wedge ... \wedge \widehat{\omega_j} \wedge ... \wedge \omega_{r} \wedge \omega_{s} \wedge ... \wedge \omega_{m_1} \wedge ... \wedge \widehat{\omega_i} \wedge d \beta_2|_S \\
= \frac{1}{2} \sum_{k=i+1}^{n} \sum_{1 \leq r,s \leq h_{i-1}} (-1)^{i+j+k} c_{rs}^k \omega_1 \wedge ... \wedge \widehat{\omega_j} \wedge ... \wedge \widehat{\omega_i} \wedge ... \wedge (\omega_r \wedge \omega_s) \wedge ... \wedge \omega_{n}|_S \\
= \sum_{k=1+1}^{n} (-1)^{k+1} c_{ij}^k \omega_1 \wedge ... \wedge \widehat{\omega_k} \wedge ... \wedge \omega_{n}|_S, \quad (149)
\]

where the last equality follows from the skew-symmetry on the lower indices of the structural constants. Finally, from (149) we get

\[
\alpha = \sum_{k=i+1}^{n} c_{ij}^k (X_k \mid \Omega^n)|_S = - \sum_{k=m_1+1}^{n} c_{ij}^k n_k \sigma^{n-1}|_S. \quad (150)
\]

Now the proof of Lemma 7.12 follows by applying both Step 1 and Step 2. \qed

By using the previous lemma we can prove the analogous of Lemma 6.20; see Section 6.2.

**Lemma 7.14.** For every \( X \in \mathfrak{X}(G) \) we have

\[
d(X \mid \sigma_H)|_S = \left\{ \text{div} X + \left[ \langle H, \nu_H \rangle \frac{(X, N)}{|P_H(N)|_H} - \frac{\langle j_X \nu_H, N \rangle}{|P_H(N)|_H} \right] (\sigma_H)|_S \\
- \sum_{k \in I_1 \cup ... \cup I_k} (\langle n_k c_{H \nu_H}^k, \mathcal{P}_H(X) \rangle |_H + \langle n_k c_{V \nu_H}^k, \mathcal{P}_V(X) \rangle) (\sigma^{n-1})|_S. \right\}
\]

**Proof.** Let \((r_j)_{j=1, ..., m_1}\) denote the \(j\)-th horizontal component of the unit \(H\)-normal of \(S\), with respect to the frame \((X_1, ..., X_n)\), i.e. \((\nu_H)_j := \langle \nu_H, X_j \rangle\) and
\( \nu_H = (\nu_H)_1, \ldots, (\nu_H)_m, 0, \ldots, 0 \) and let \( X = \sum_{i=1}^{n} x_i X_i \). First we note that, by definition, \( \sigma_H = (\nu_H \mid \Omega^n)|_S \). So we have

\[
d (X \mid \sigma_H)|_S = d (X \mid \nu_H \mid \Omega^n)|_S = \sum_{i=1}^{n} \sum_{j=1}^{m_1} d (x_i (\nu_H)_j X_i \mid X_j \mid \Omega^n)|_S \tag{151}
\]

\[
= \sum_{i=1}^{n} \sum_{j=1}^{m_1} \left\{ X_i (x_i (\nu_H)_j) (X_j \mid \Omega^n)|_S - X_j (x_i (\nu_H)_j) (X_i \mid \Omega^n)|_S + x_i (\nu_H)_j d (X_i \mid X_j \mid \Omega^n)|_S \right\}.
\]

Now we remark that for Carnot groups we have

\[
div X = \sum_{h=1}^{n} (\nabla_{X_h} X, X_h) = \sum_{i, h=1}^{n} \left( X_h (x_i) \delta_h^i + x_i (\nabla_{X_h} X_i, X_h) \right)
\]

\[
= \sum_{i=1}^{n} X_i (x_i) + \frac{1}{2} \sum_{i, h=1}^{n} x_i (c^i_{ij} - c^j_{ij})
\]

\[
= \sum_{i=1}^{n} X_i (x_i), \tag{152}
\]

where the last equality follows from the stratification hypothesis on the Lie algebra, which implies that \( c^i_{ij} = -c^j_{ji} = 0 \) \( (i, j = 1, \ldots, n) \). Moreover we note that

\[
\sum_{i=1}^{n} \sum_{j=1}^{m_1} X_i (x_i (\nu_H)_j) (X_j \mid \Omega^n)|_S
\]

\[
= \sum_{i=1}^{n} \sum_{j=1}^{m_1} \left( X_i (x_i) (\nu_H)_j + x_i X_i (\nu_H)_j \right) (X_j \mid \Omega^n)|_S
\]

\[
= \text{div} X (\sigma_H)|_S + \sum_{i=1}^{n} \left( \sum_{j=1}^{m_1} x_i (\nu_H)_j X_i (\nu_H)_j \right) (\sigma_H)|_S
\]

\[
= \text{div} X (\sigma_H)|_S \tag{153}
\]

since \( \sum_j (\nu_H)_j X_i (\nu_H)_j = \frac{1}{2} X_i \left( \sum_j (\nu_H)_j \right)^2 \) = 0. Therefore, using (151), (152) and (153), we get

\[
d (X \mid \sigma_H)|_S = \text{div} X (\sigma_H)|_S - \sum_{i=1}^{n} \sum_{j=1}^{m_1} \left( x_i X_j (\nu_H)_j + (\nu_H)_j X_j (x_i) \right) n_i (\sigma^{n-1})|_S
\]

\[
+ \sum_{i=1}^{n} \sum_{j=1}^{m_1} x_i (\nu_H)_j d (X_i \mid X_j \mid \Omega^n)|_S
\]
\[
\begin{align*}
&= \left\{ \div X - \left[ \div_h \nu_h \frac{\langle X, N \rangle}{|P_H(N)|_H} + \frac{\langle J_X \nu_h, N \rangle}{|P_H(N)|_H} \right] \right\} (\sigma_h)|_S \\
&\quad + \sum_{i=1}^{n} \sum_{j=1}^{n_1} x_i (\nu_h)_j \, d \left( X_i \| X_j \| \Omega^n \right)|_S.
\end{align*}
\]

(154)

Notice that \(-\div_h \nu_h = (H, \nu_h) = \mathcal{H}_H^S\) is the scalar horizontal mean curvature of \(S\). Now, by using Lemma 7.12 and Definition 7.13 we finally get

\[
d \left( X \| \sigma_h \right)|_S = \left\{ \div X + \left[ \mathcal{H}_H^{sc} \frac{\langle X, N \rangle}{|P_H(N)|_H} - \frac{\langle J_X \nu_h, N \rangle}{|P_H(N)|_H} \right] \right\} (\sigma_h)|_S \\
- \sum_{k \in I_2 \cup \ldots \cup I_k} \left[ \langle C_k^H \nu_h, P_H(X) \rangle_H + \langle C_k^V \nu_h, P_V(X) \rangle_H \right] n_k (\sigma^{n-1})|_S.
\]

Therefore, as an application of the previous lemma, it follows a divergence-type theorem for regular non-characteristic hypersurfaces in \(k\)-step Carnot groups.

**Theorem 7.15 (Divergence-type Theorem).** Let \(G\) be a \(k\)-step Carnot group and let \(S \subset \mathbb{G}\) be a smooth immersed non-characteristic hypersurface with unit normal vector along \(S\) denoted by \(N\). Let \(U \subset S\) be compact and suppose that the boundary \(\partial U\) is a smooth \(n-2\)-dimensional Riemannian submanifold with outward pointing unit normal \(\eta\). Then for every smooth vector field \(X \in \mathfrak{X}(G)\) we have

\[
\begin{align*}
&\int_U \div X \, \sigma_h \\
+ \int_U \left\{ \mathcal{H}_H^{sc} \langle X, N \rangle - \langle J_X \nu_h, N \rangle - \sum_{k=m_1+1}^{n} n_k \left( \langle C_k^H \nu_h, P_H(X) \rangle_H + \langle C_k^V \nu_h, P_V(X) \rangle \right) \right\} \sigma^{n-1} \\
= \int_{\partial \mathcal{U}} \langle X, \eta \rangle \, |P_H(N)|_H \sigma^{n-2}.
\end{align*}
\]

(155)

*Proof.* The proof follows by Lemma 7.14, using Stokes’ Theorem and the fact that

\[
\left( X \| \sigma_h \right)|_{\partial \mathcal{U}} = \left( |P_H(N)|_H \langle X, \eta \rangle \right)|_{\partial \mathcal{U}}.
\]

\(\square\)
We now state the analogous formulae for the 1st variation of $\sigma_H$ in $k$-step Carnot groups. We refer to Section 7.1 for an introduction to the problem and for some further notation that we will use below.

According to [55], we will consider deformations of the following type:

**Definition 7.16.** Let $X \in \mathfrak{X}(\mathbb{G})$ be a fixed smooth vector field. We say that $\vartheta : (-\epsilon, \epsilon) \times U \to U$ is a smooth deformation of $\iota : U \to \mathbb{G}$ generated by $X$ if, for each $x \in U$, the mapping

$$( -\epsilon, \epsilon ) \ni t \mapsto \vartheta_t(x) := \vartheta(t,x)$$

is the integral curve of $X$ starting at $x \in U$.

**Theorem 7.17.** Let $\mathbb{G}$ be a $k$-step Carnot group and let $\iota : U \to \mathbb{G}$ denote the inclusion into $\mathbb{G}$ of a smooth non-characteristic hypersurface $U$ with boundary $\partial U$. Moreover, let $\vartheta : (-\epsilon, \epsilon) \times U \to \mathbb{G}$ be be a smooth deformation of $U$ generated by $X \in \mathfrak{X}(\mathbb{G})$ and assume that $U_t = \vartheta_t(U)$ is non-characteristic for every $t \in (-\epsilon, \epsilon)$. Finally, let $\Gamma(t) = \vartheta_t^* \sigma_H$ denote the $C^\infty$ 1-parameter family of $n-1$-forms on $U$ associated with $\vartheta_t$. Then the following hold:

(i) $$\dot{\Gamma}(0) = \left. \left\{ - \mathcal{H}_n^{sc} \langle X, N \rangle \sigma^{n-1} + \frac{d}{|\mathcal{P}_H(N)|_H (X \mid \sigma^{n-1})} \right\} \right|_{U}$$

$$= \left. \left\{ - \mathcal{H}_n^{sc} \langle \mathcal{P}_H(X), \nu \rangle_H \sigma - \mathcal{H}_n^{sc} \langle \mathcal{P}_Z(X), \mathcal{P}_Z(N) \rangle \sigma^{n-1} + \frac{d}{|\mathcal{P}_H(N)|_H (X \mid \sigma^{n-1})} \right\} \right|_{U};$$

(ii) $$I_U(\sigma_n) = - \int_U \mathcal{H}_n^{sc} \langle \mathcal{P}_H(X), \nu \rangle_H \sigma_H \sigma^{n-1} - \int_U \mathcal{H}_n^{sc} \langle \mathcal{P}_Z(X), \mathcal{P}_Z(N) \rangle \sigma^{n-1}$$

$$+ \int_{\partial U} \langle X, \eta \rangle |\mathcal{P}_H(N)|_H \sigma^{n-2},$$

where $I_U(\sigma_n) := \left. \frac{d}{dt} \right|_{t=0} \int_U \Gamma(t)$ is the 1st variation of $\sigma_n$ on $U$. 140
(iii) For every smooth vector field $X \in \mathcal{X}(U)$ we have

$$
\int_{\mathcal{U}} \text{Div}_{\sigma_H} (X) \sigma_H = -\int_{\mathcal{U}} \mathcal{H}_{\eta}^{sc} \langle P_H(X), \nu_H \rangle_H \sigma_H - \int_{\mathcal{U}} \mathcal{H}_{\sigma_H}^{sc} \langle P_Z(X), P_Z(N) \rangle \sigma_H^{-1}
+ \int_{\partial \mathcal{U}} \langle X, \eta \rangle |P_H(N)|_H \sigma_H^{-2},
$$

where $\text{Div}_{\sigma_H}$ (see Definition 7.5) is the divergence operator with respect to $\sigma_H$ which turns out to be defined by the following identity:

$$
\text{Div}_{\sigma_H} X = \text{div} X + \frac{1}{|P_H(N)|_H} \left( \sum_{k=m_1+1}^{n} n_k C_k^H \nu_H, P_H(X) \right)_H
+ \frac{1}{|P_H(N)|_H} \left( \sum_{k=m_1+1}^{n} n_k C_k^V \nu_H, P_V(X) \right)_H - \langle J_X \nu_H, N \rangle.
$$

A posteriori will be clear that the previous item (iii) it is just an independent reformulation of the previous Theorem 7.15. Now, to prove the theorem, it suffices to determine $\dot{\Gamma}(0)$. Also, we note that if $\frac{\partial}{\partial t}$ denote the canonical vector field along the 1st factor in $(-\epsilon, \epsilon) \times \mathcal{U}$ then $X$ turns out to be its variation vector field, i.e.

$$
X := \vartheta \ast \frac{\partial}{\partial t} \bigg|_{t=0}.
$$

We may start with the following useful remark:

**Lemma 7.18.** For any $X \in \mathcal{X}(\mathbb{G})$ we have

$$
\hat{\Gamma}(0) = \mathcal{L}_X (\sigma_{H,t})|_{\mathcal{U}} = \langle X \mid d(\nu_{H,t} \mid \Omega^n) \rangle|_{\mathcal{U}} + d(X \mid \sigma_{H,t})|_{\mathcal{U}}
= \langle X \mid \nu_{H,t} \mid \Omega^n \rangle|_{\mathcal{U}} + \langle \nu_{H,t} \mid d(X \mid \Omega^n) \rangle|_{\mathcal{U}}.
$$

**Proof.** The first identity follows by applying Cartan’s formula and using the very definition of $\sigma_{H,t}$, while for the second, we have to use a well-know characterization
Remark 7.19. The terms $a_1, a_2, b_1, b_2$, which appear in the above Lemma 7.18, can be computed as follows. First we note that the Riemannian divergence theorem give us

$$(X \mathbf{d} (Y \mathbf{d} \Omega^n))|_{U} = (\text{div} Y \mathbf{d} \Omega^n)|_{U} = \text{div} Y \langle X, N \rangle (\sigma^{n-1})|_{U} \quad \forall X, Y \in \mathfrak{X}(G).$$

Thus we immediately see that:

(i) $a_1 := \text{div} \nu (X, N) (\sigma^{n-1})|_{U}$;

(ii) $b_2 := (\text{div} X \nu | \Omega^n)|_{U} = \text{div} X (\sigma_H)|_{U}$.

Note that Definition 7.11 implies that $\text{div} \nu = -\langle H, \nu \rangle = -H^{sc}$. Moreover, by using Stoke's Theorem, the term $a_2$ can be computed in terms of a boundary integral, if $U$ is with boundary, or also, by a direct computation, as in the next Lemma 7.14 which is the $k$-step analogous to Lemma 6.20.

Lemma 7.20. For any $X \in \mathfrak{X}(G)$, $X = \sum_{i=1}^{n} x_i X_i$, we have

$$([X, \nu]|_{U}) = \sum_{k \in I_2 \cup \ldots \cup I_k} \left( n_t \mathcal{C}_{t}^{k} \mathcal{P}_{H}(X) + n_t \mathcal{C}_{V} \mathcal{P}_{V}(X) \right) \langle J_X \nu, N \rangle (\sigma^{n-1})|_{U}.$$
\[
\begin{align*}
&= \sum_{i=1}^{n} \sum_{j=1}^{m_1} \left\{ x_i X_i (\nu_{H_t})_j X_j - (\nu_{H_t})_j X_j (x_i) X_i + x_i (\nu_{H_t})_j [X_i, X_j] \right\} \\
&= \sum_{i=1}^{n} \sum_{j=1}^{m_1} \sum_{k=m_1+1}^{n} \left\{ x_i X_i (\nu_{H_t})_j X_j - (\nu_{H_t})_j X_j (x_i) X_i + c_{ij}^k x_i (\nu_{H_t})_j X_k \right\},
\end{align*}
\]

(156)

From (156) we thus get
\[
([X, \nu_{H_t}] \circ \Omega^n)|_{U_t}
\]
\[
= \left\{ \sum_{i=1}^{n} \sum_{j=1}^{m_1} \sum_{k=m_1+1}^{n} \left\{ x_i X_i ((\nu_{H_t})_j) X_j - (\nu_{H_t})_j X_j (x_i) X_i + c_{ij}^k x_i (\nu_{H_t})_j n_{tk} \right\} \sigma^{n-1} |_{U_t} \right\}
\]

(157)

where equality (157) follows, since \(X \left( \frac{[\nu_{H_t}]}{\nu_{H_t}} \right) = 0\); see the previous equation (153). Note also that in the last line we have used Definition 7.13.

\(\square\)

**Proof of Theorem 7.17.** Tacking into account the previous discussion, from Lemma 7.18 and Remark 7.19 we easily get that
\[
\hat{\Gamma}(0) = \mathcal{L}_X (\sigma_{t, t})|_{\partial t} = (X \mid d (\nu_{H_t} \mid \Omega^n))|_{\partial t} + d (X \mid \sigma_{t, t})|_{\partial t} =: I
\]
\[
= ([X, \nu_{H_t}] \mid \Omega^n)|_{\partial t} + (\nu_{H_t} \mid d (X \mid \Omega^n))|_{\partial t} =: II
\]

and since \((X \mid \sigma^{n-1})|_{\partial t} = (X, \eta) (\sigma^{n-2})|_{\partial t}\), we have
\[
I = \text{div} \nu_{H_t} (X, N) (\sigma^{n-1})|_{\partial t} + d (|\mathcal{P}_H (N)|_H (X \mid \Omega^{n-1}))
\]
\[
= ([X, \nu_{H_t}] \mid \Omega^n)|_{\partial t} + \text{div} X (\sigma_{t, t})|_{\partial t} = II.
\]
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Therefore (i) follows by applying Definition 7.11, while (ii) follows immediately from Stokes’ Theorem and the very definition of \( \sigma_H \). Now, using Definition 7.5, item (ii) of Remark 7.19 and the previous Lemma 7.20, we get

\[
(D\text{iv}_\sigma X) \sigma_H|_\mathcal{U} = \text{div} X \sigma_H|_\mathcal{U}
\]

\[
+ \sum_{k \in I_2 \cup \ldots \cup I_k} \left\{ \langle n_k C^k_H \nu_H, \mathcal{P}_H(X) \rangle_H + \langle n_k C^k_V \nu_H, \mathcal{P}_V(X) \rangle - \langle J_X \nu_H, N \rangle \right\} \sigma^{n-1}|_\mathcal{U}
\]

\[
= \text{div} X \sigma_H|_\mathcal{U}
\]

\[
+ \left\{ \langle \sum_{k=m_{1}+1}^{n} n_k C^k_H \nu_H, \mathcal{P}_H(X) \rangle_H + \langle \sum_{k=m_{1}+1}^{n} n_k C^k_V \nu_H, \mathcal{P}_V(X) \rangle - \langle J_X \nu_H, N \rangle \right\} \sigma^{n-1}|_\mathcal{U}
\]

and so (iii) follows by using (158) integrating both sides and applying again Stokes’ Theorem for the second addend of \( I \).

\[\square\]
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