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Abstract

We prove a Carleson type estimate, in Lipschitz type domains, for non-negative solutions to a class of second order degenerate differential operators of Kolmogorov type of the form

$$\mathcal{L} = \sum_{i,j=1}^{m} a_{i,j}(z) \partial_{x_i} x_j + \sum_{i=1}^{m} a_i(z) \partial_{x_i} + \sum_{i,j=1}^{N} b_{i,j} x_i \partial_{x_j} - \partial_t,$$

where $z = (x, t) \in \mathbb{R}^{N+1}$, $1 \leq m \leq N$. Our estimate is scale-invariant and generalizes previous results valid for second order uniformly parabolic equations to the class of operators considered.
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1 Introduction

In this paper we prove a Carleson type estimate for non-negative solutions to a general class of hypoelliptic ultraparabolic operators. Specifically, we consider Kolmogorov operators of the form

\[ L = \sum_{i,j=1}^{m} a_{i,j}(z) \partial_{x_i x_j} + \sum_{i=1}^{m} a_i(z) \partial_{x_i} + \sum_{i,j=1}^{N} b_{i,j}x_i \partial_{x_j} - \partial_t, \tag{1.1} \]

where \( z = (x,t) \in \mathbb{R}^N \times \mathbb{R}, 1 \leq m \leq N \), the coefficients \( a_{i,j} \) and \( a_i \) are bounded continuous functions and \( B = (b_{i,j})_{i,j=1,\ldots,N} \) is a matrix of real constants. The main motivation for our research is our long-term goal to establish a regularity theory for the free boundaries occurring in the obstacle problem

\[
\begin{cases}
\max \{ Lu, \varphi - u \} = 0, & \text{in } \mathbb{R}^N \times ]0,T[, \\
u(x,0) = \varphi(x,0), & \text{for any } x \in \mathbb{R}^N,
\end{cases}
\]

considered by Di Francesco, Pascucci and Polidoro in [10]. In [21] and [32] Frentz, Nyström, Pascucci and Polidoro proved optimal regularity properties of the solution to the obstacle problem, for smooth as well as non-smooth obstacles. Up to date, the only known results about boundary regularity for non-negative solutions to Kolmogorov operators have been proved by the authors in [6], see also [7].

Our long-term goal is to establish a boundary regularity theory for Kolmogorov operators. Estimates concerning boundary behaviour are of obvious independent interest from the theoretical point of view. Furthermore, the regularity properties of the Kolmogorov equations on \( \mathbb{R}^{N+1} \) depend strongly on a geometric Lie group structure. The extension of the methods used in the Euclidean setting to the Lie group geometry related to Kolmogorov equations is far from trivial. For results concerning the boundary behaviour of non-negative solutions and obstacle problems in different, but still subelliptic settings, we refer to the works by Frentz, Garofalo, Götmark, Munive and Nyström [20], Capogna, Garofalo and Nhieu [4], [5], Franchi and Ferrari [19], [18], Danielli, Garofalo and Salsa [9], Danielli, Garofalo and Petrosyan [8].

We next list our structural assumptions on the operator \( L \) defined in (1.1).

[H.1] The matrix \( A_0(z) = (a_{i,j}(z))_{i,j=1,\ldots,m} \) is symmetric and uniformly positive definite in \( \mathbb{R}^m \): there exists a positive constant \( \lambda \) such that

\[ \lambda^{-1}|\xi|^2 \leq \sum_{i,j=1}^{m} a_{i,j}(z) \xi_i \xi_j \leq \lambda |\xi|^2, \quad \forall \xi \in \mathbb{R}^m, \ z \in \mathbb{R}^{N+1}. \]

The matrix \( B = (b_{i,j})_{i,j=1,\ldots,N} \) has real constant entries.
[H.2] The constant coefficients operator

$$\mathcal{K} = \sum_{i,j=1}^{m} a_{i,j} \partial_{x_i} x_j + \sum_{i,j=1}^{N} b_{i,j} x_i \partial_{x_j} - \partial_t$$  \hspace{1cm} (1.2)$$

is hypoelliptic, i.e. every distributional solution of $\mathcal{K}u = f$ is a smooth classical solution, whenever $f$ is smooth. Here $A_0 = (a_{i,j})_{i,j=1,...,m}$ is any constant, symmetric and strictly positive matrix.

[H.3] The coefficients $a_{i,j}(z)$ and $a_i(z)$ are bounded functions belonging to the Hölder space $C^{0,\alpha}_K(\mathbb{R}^{N+1})$, $\alpha \in [0,1]$, defined in (2.6) below.

Note that we can choose $A_0$ in [H.2] as the $m \times m$ identity matrix. In our setting, $\mathcal{K}$ plays the same role as the heat operator does in the framework of uniformly parabolic pdes. We also note that the operator $\mathcal{K}$ can be written as

$$\mathcal{K} = \sum_{i=1}^{m} X_i^2 + Y,$$

where

$$X_i = \sum_{j=1}^{m} \bar{a}_{i,j} \partial_{x_j}, \quad i = 1, \ldots, m, \quad Y = \langle x, B\nabla \rangle - \partial_t,$$  \hspace{1cm} (1.3)$$

and where $\bar{a}_{i,j}$'s are the entries of the unique positive matrix $\bar{A}_0$ such that $A_0 = \bar{A}_0^2$.

Recall that the hypothesis [H.2] is equivalent to the Hörmander condition [24],

$$\text{rank Lie}(X_1, \ldots, X_m, Y)(z) = N + 1, \quad \forall z \in \mathbb{R}^{N+1}. $$  \hspace{1cm} (1.4)$$

It is well-known that the natural framework to study operators satisfying a Hörmander condition is the analysis on Lie groups. The relevant Lie group related to the operator $\mathcal{K}$ in (1.2) is defined using the group law

$$(x, t) \circ (\xi, \tau) = (\xi + \exp(-\tau B^T)x, t + \tau), \quad (x, t), (\xi, \tau) \in \mathbb{R}^{N+1}. $$  \hspace{1cm} (1.5)$$

In particular, the vector fields $X_1, \ldots, X_m$ and $Y$ are left-invariant, with respect to the group law (1.5), in the sense that

$$X_j (u(\zeta \circ \cdot)) = (X_j u)(\zeta \circ \cdot), \quad j = 1, \ldots, m, \quad Y (u(\zeta \circ \cdot)) = (Y u)(\zeta \circ \cdot), $$  \hspace{1cm} (1.6)$$

for every $\zeta \in \mathbb{R}^{N+1}$ (hence $\mathcal{K}(u(\zeta \circ \cdot)) = (\mathcal{K}u)(\zeta \circ \cdot)$). It is also known that [H.2] is equivalent to the following structural assumption on $B$ [28]: there exists a basis for $\mathbb{R}^{N}$ such that the matrix $B$ has the form

$$\begin{pmatrix}
* & B_1 & 0 & \cdots & 0 \\
* & * & B_2 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
* & * & * & \cdots & B_\kappa \\
* & * & * & \cdots & * 
\end{pmatrix}$$  \hspace{1cm} (1.7)$$
where \( B_j \) is a \( m_{j-1} \times m_j \) matrix of rank \( m_j \) for \( j \in \{1, \ldots, \kappa\} \), 1 \( \leq m_{\kappa} \leq \ldots \leq m_1 \leq m_0 = m + m_1 + \ldots + m_\kappa = N \), while \(*\) represents arbitrary matrices with constant entries. Based on (1.7), we introduce the family of dilations \((\delta_r)_{r>0}\) on \( \mathbb{R}^{N+1} \) defined by

\[
\delta_r = (D_r, r^2) = \text{diag}(rI_{m_1}, r^2I_{m_1}, \ldots, r^{2\kappa+1}I_{m_\kappa}, r^2),
\]

where \( I_k, k \in \mathbb{N} \), is the \( k \)-dimensional unit matrix. To simplify our presentation, we will also assume the following technical condition.

**[H.4]** The operator \( \mathcal{K} \) in (1.2) is \( \delta_r \)-homogeneous of degree two, i.e.

\[
\mathcal{K} \circ \delta_r = r^2(\delta_r \circ \mathcal{K}), \quad \forall r > 0.
\]

We explicitly remark that **[H.4]** is satisfied if (and only if) all the blocks denoted by \(*\) in (1.7) are null (see [28]). Moreover we set

\[
q = m + 3m_1 + \ldots + (2\kappa + 1)m_\kappa,
\]

and we say that \( q + 2 \) is the homogeneous dimension of \( \mathbb{R}^{N+1} \) with respect to the dilations group \((\delta_r)_{r>0}\).

Consider the boundary value problem

\[
\begin{align*}
\mathcal{L} u &= 0 \quad \text{in } \Omega, \\
u &= \varphi \quad \text{in } \partial \Omega,
\end{align*}
\]

where \( \Omega \) is any open subset of \( \mathbb{R}^{N+1} \) and \( \varphi \in C(\partial \Omega) \). Using the Perron-Wiener-Brelot method, the existence of a solution to this problem can be established. However, it is well known that the boundary value \( \varphi \) is not necessarily attained at every point of \( \partial \Omega \). In the sequel, \( u_{\varphi} \) will denote the solution to (1.9), and we set

\[
\partial K \Omega = \left\{ z \in \partial \Omega \mid \lim_{w \to z} u_{\varphi}(w) = \varphi(z) \text{ for any } \varphi \in C(\partial \Omega) \right\}.
\]

We refer to \( \partial K \Omega \) as the regular boundary of \( \Omega \) with respect to the operator \( \mathcal{L} \). We recall that Manfredini in [30, Proposition 6.1] gives sufficient conditions for the regularity of the boundary points. Recall that a vector \( \nu \in \mathbb{R}^{N+1} \) is an outer normal to \( \Omega \) at \( z \in \partial \Omega \) if there exists a positive \( r \) such that \( B(z + r\nu, r) \cap \Omega = \emptyset \). Here \( B(z + r\nu, r) \) denotes the Euclidean ball in \( \mathbb{R}^{N+1} \) with center at \( z + r\nu \) and radius \( r \). Then, in consistency with Fichera’s classification, sufficient conditions for the regularity are expressed in geometric terms, and read as follows. If \( z \in \partial \Omega \) and \( \nu = (\nu_1, \ldots, \nu_{N+1}) \) is an outer normal to \( \Omega \) at \( z \), then the following holds.

\[
\begin{align*}
(a) & \text{ If } (\nu_1, \ldots, \nu_m) \neq 0, \text{ then } z \in \partial K \Omega, \\
(b) & \text{ if } (\nu_1, \ldots, \nu_m) = 0 \text{ and } \langle Y(z), \nu \rangle > 0, \text{ then } z \in \partial K \Omega, \\
(c) & \text{ if } (\nu_1, \ldots, \nu_m) = 0 \text{ and } \langle Y(z), \nu \rangle < 0, \text{ then } z \notin \partial K \Omega,
\end{align*}
\]
where \( Y \) is the vector field defined in (1.3). As an example, we consider the simplest Kolmogorov operator \( \partial_{x_1}^2 + x_1 \partial x_2 - \partial_t \) in the set \( \Omega = ]-1,1] \times ]-1,1[ -1,0] \subset \mathbb{R}^3 \). Then \( Y(x, t) = (0, x_1, -1) \), and it is easy to see that

\[
\begin{align*}
(a) & \text{ is satisfied by all the points of the set } \{-1,1\} \times ]-1,1[ -1,0[, \\
(b) & \text{ is satisfied by all the points of the set } ]-1,1[ \times ]-1,1[ \times \{-1\} \cup ]0,1[ \times \{-1\} \times -1,0[ \cup 0,1[ \times \{\} \times -1,0[, \\
(c) & \text{ is satisfied by all the points of the set } ]-1,1[ \times ]-1,1[ \times \{0\} \cup ]0,1[ \times \{-1\} \times -1,0[ \cup 0,1[ \times \{\} \times -1,0[.
\end{align*}
\]

Condition \((a)\) can be equivalently expressed in terms of the vector fields \( X_j \)'s as follows: \( \langle X_j(z), \nu \rangle \neq 0 \) for some \( j = 1, \ldots, m \). If this condition holds, in the literature \( z \) is often referred to as a non characteristic point for the operator \( \mathcal{L} \). A more refined sufficient condition for the regularity of the boundary points of \( \partial \Omega \) is given in [30, Theorem 6.3] in terms of an exterior cone condition and that condition will be used here (see Definition 4.1 below).

In [6, Theorem 1.2] we proved a Carleson type estimate for non-negative solutions \( u \) to \( \mathcal{L} u = 0 \) assuming that \( u \) vanishes continuously on some open subset \( \Sigma \) of \( \partial \Omega \). Furthermore, in [6, Proposition 1.4] we gave an application of [6, Theorem 1.2], assuming that \( \Sigma \) is a \( N \)-dimensional \( C^1 \)-manifold satisfying either condition \((a)\) or condition \((b)\) in (1.11). The purpose of this paper is to improve on these results by relaxing the regularity assumptions on \( \Sigma \). Specifically, in this paper we assume that \( \Sigma \) is locally a \( \text{Lip}_K \) surface, where \( \text{Lip}_K \) is a notion of Lipschitz regularity suitably defined in terms of the dilations (1.8) and introduced in the bulk of the paper. We also improve on [6, Theorem 1.2] since our main result, which is stated below, is scale invariant in the sense that \((\tilde{x}, \tilde{t})\), \( C \) and \( c \) do not depend on \( r \in ]0, r_0[ \). In the following we refer to Definition 2.1 for the meaning of \( \text{Lip}_K \) surfaces, and to (2.9), (2.10) for the definition of the cube \( Q_{M,r}(x_0, t_0) \).

The main result proved in this paper reads as follows.

**Theorem 1.1** Let \( \Omega \) be an open subset of \( \mathbb{R}^{N+1} \), and let \( \Sigma \subset \partial \Omega \) be a compact \( \text{Lip}_K \) surface with constants \( M \) and \( r_0 \). Then there exist two positive constants \( C, c, \) depending only on \( \mathcal{L} \) and \( M \), such that

\[
\sup_{Q_{M,c r}(x_0, t_0) \cap \Omega} u(x, t) \leq C u(A^+_r(x_0, t_0)), \quad A^+_r(x_0, t_0) = (x_0, t_0) \circ \delta_{r, (\tilde{x}, \tilde{t})},
\]

for any \((x_0, t_0) \in \Sigma\), for every non-negative solution \( u \) to \( \mathcal{L} u = 0 \) in \( \Omega \) vanishing continuously on \( Q_{M,r}(x_0, t_0) \cap \partial \Omega \), and for every \( r \in ]0, r_0[ \). Here \((\tilde{x}, \tilde{t}) \in \mathbb{R}^{N+1} \) is such that

\[
\| (\tilde{x}, \tilde{t}) \| \leq C, \quad d_K(A^+_r(x_0, t_0), \partial \Omega) \geq cr,
\]

for every \( r \in ]0, r_0[ \).
To put Theorem 1.1 in the context of the existing literature devoted to boundary estimates for second order elliptic and parabolic operators, we here briefly discuss previous results valid for uniformly parabolic operators of the form

\[ L = \sum_{i,j=1}^N a_{ij}(x,t) \partial_{x_i,x_j} - \partial_t, \quad (x,t) \in \mathbb{R}^{N+1}, \]  

where the matrix \((a_{ij}(x,t))\) satisfies \([H.1]\) with \(m = N\). The study of the boundary behavior of non-negative solutions to non-divergence form uniformly parabolic equations \(Lu = 0\), as well as the associated \(L\)-parabolic measure, has a long history. We quote the papers by Fabes and Kenig [14], Fabes and Stroock [17], Garofalo [22], Krylov and Safonov [27], leading up to the results of Fabes, Safonov and Yuan in [16] and [33]. The corresponding developments for second order parabolic operators in divergence form are treated by Fabes, Garofalo and Salsa [13], Fabes and Safonov [15], Nyström [31]. We refer to Bauman [1], Caffarelli, Fabes, Mortola and Salsa [2], Fabes, Garofalo, Marin-Malave and Salsa [12], and Jerison and Kenig [25] for both divergence and non-divergence form elliptic operators. Finally, we also note that second order elliptic and parabolic operators in divergence form with singular lower order terms have been studied by Kenig and Pipher [26] and by Hofmann and Lewis [23]. Today the boundary regularity theory in the setting of uniformly elliptic and parabolic operators has reached a quite advanced level.

A natural geometrical setting for the uniformly parabolic operators in (1.12) is that of \(\text{Lip}(1,2)\) domains which we next introduce. We fix a \(j \in \{1, \ldots, N\}\), we let \(x' = x_j\) and we let \(x''\) denote the remaining \(N-1\) coordinates of any \(x \in \mathbb{R}^N\). We also let \(e_j\) be the \(j\)-th vector of the canonical basis of \(\mathbb{R}^N\), and we say that a function \(f: \mathbb{R}^{N-1} \times \mathbb{R} \rightarrow \mathbb{R}\) is \(\text{Lip}(1,2)\), with respect to \(x_j\), if

\[ |f(x'',t) - f(\xi'',\tau)| \leq M (|x'' - \xi''| + |t - \tau|^{\frac{1}{2}}), \]  

for any \((x'',t), (\xi'',\tau) \in \mathbb{R}^{N-1} \times \mathbb{R}\), and for some positive constant \(M\). For any \((x,t) \in \mathbb{R}^{N+1}\) and \(r > 0\) we set \(C_r(x,t) = B(x,r) \times |t-r^2, t+r^2|\). Let \(T\) be a positive number, let \(\Omega \subset \mathbb{R}^{N+1}\) be a bounded domain. Let \(\Omega_T = \Omega \cap (\mathbb{R}^N \times [0,T]), S_T = \partial \Omega \cap (\mathbb{R}^N \times [0,T]),\) and \(\Delta(x,t,r) = S_T \cap C_r(x,t)\). Let \(z = (x', x'', t) \in S_T\), with \(x' = x_j\) for some \(j \in \{1, \ldots, N\}\). If there exist \(r_z > 0\) and a \(\text{Lip}(1,1/2)\) function \(f\) with constant \(M_z\), such that

\[ \Omega_T \cap C_{r_z}(z) = \{(\xi, \tau) \in \mathbb{R}^N \times [0,T] | \xi' > f(\xi'',\tau)\} \cap C_{r_z}(z), \]
\[ S_T \cap C_{r_z}(z) = \{(\xi, \tau) \in \mathbb{R}^N \times [0,T] | \xi' = f(\xi'',\tau)\} \cap C_{r_z}(z), \]  

then we say that \(S_T \cap C_{r_z}(z)\) is \(\text{Lip}(1,1/2)\) surface, with constant \(M_z\). If \(S_T\) is covered by a finite set of cylinders \(\{C_{r_{z_i}}(z_i)\}\), with \(z_i \in S_T, r_{z_i} > 0\), we set \(M = \max_i M_{z_i}\) and \(r_0 = \min_i r_{z_i}\), and we say that \(\Omega_T\) is a \(\text{Lip}(1,1/2)\) domain with constants \(M\) and \(r_0\).
Let $\Omega_T$ be a Lip($1,1/2$) domain with constants $M$ and $r_0$, let $(x_0, t_0)$ be any point on $\partial\Omega_T$. For every $r \in [0, r_0]$ with $t_0 + r^2 < T$, let $A^+_r(x_0, t_0) = (x_0 + 2Mr', t_0 + r^2) \in \Omega$. Then

$$M^{-1}r \leq d_P(A^+_r(x_0, t_0), \partial\Omega_T), \quad \text{and} \quad d_P(A^+_r(x_0, t_0), (x_0, t_0)) < r,$$

where $d_P$ denotes the standard parabolic distance function, $d_P((x, t), (y, s)) = |x - y| + |t - s|^{1/2}$ for any $(x, t), (y, s) \in \mathbb{R}^{N+1}$.

The following theorem is essentially due to Salsa, see [34, Theorem 3.1].

Let $\Omega_T \subset \mathbb{R}^{N+1}$ be a Lip($1,1/2$) domain with constants $M$ and $r_0$, let $(x_0, t_0) \in \partial\Omega_T$ and assume that $r < \min\{r_0/2, \sqrt{(T - t_0)/4}, \sqrt{t_0}/4\}$. Let $u$ be a non-negative solution to $Lu = 0$ in $\Omega_T \cap C_{2r}(x_0, t_0)$ and assume that $u$ vanishes continuously on $\Delta(x_0, t_0, 2r)$. Then there exists a constant $c = c(L, M, r_0)$, $1 \leq c < \infty$, such that

$$u(x, t) \leq c u(A^+_r(x_0, t_0))$$

whenever $(x, t) \in \Omega_T \cap C_{r/c}(x_0, t_0)$.

While Salsa proved this theorem in the setting of time-independent Lipschitz cylinders, the proof goes through essentially unchanged in the more general setting of Lip($1,1/2$) domains. This estimate is often referred to as a Carleson-type estimate, since this type of estimate first occurs in a paper by Carleson [3] on Fatou-type theorems for harmonic functions. Note that Theorem 1.1 is a generalization of this theorem. Indeed, in the Euclidean case we have $(x_0, t_0) \circ \delta_r(x, \tilde{t}) = (x_0 + r\tilde{x}, t_0 + r^2\tilde{t})$, and we can choose $(\tilde{x}, \tilde{t}) = (2Me', 1)$ to recover the statement above. Furthermore, in the Euclidean case the notion of Lip$_K$ surfaces introduced in Definition 2.1 below coincides with the notion of Lip($1,1/2$) surfaces.

Returning to operators of Kolmogorov type $L$, we note that if $\Sigma$ is a smooth subset of $\partial\Omega$ which is non-characteristic with respect to $L$ according to (a) in Fichera’s classification (1.11), then $\Sigma$ is Lip$_K$. If we require less regularity on $\Sigma$, we may consider a surface $\Sigma \subset \partial\Omega$ which locally agrees with the graph $\{x_j = f(x'', t)\}$ for some Lip($1,1/2$) function $f$. In Proposition 2.2 below we prove that in this case $\Sigma$ is also a Lip$_K$ surface. Hence Proposition 2.2 provides us with a simple sufficient condition for the Lip$_K$ regularity. We also note that since $L$ may be strongly degenerate, it is possible that a wide part $\Sigma$ of the boundary of a given open set $\Omega$ is characteristic and in this case (b) in (1.11) is of interest. Indeed, when (b) is satisfied in some neighborhood $W \cap \Sigma$ of a point $x_0 \in \partial\Omega$, then $W \cap \Sigma$ can be characterized as $t = g(x)$, where $g$ does not depend on $(x_1, \ldots, x_m)$. In this case, we in Proposition 2.4 below give a statement analogous to Theorem 1.1. Note that, in the case of uniformly parabolic operators, it turns out that (b) is satisfied only by the lower basis of a cylinder.

The rest of the paper is organized as follows. Section 2 contains the definitions of Lip$_K$ functions and Lip$_K$ surfaces, and the statement of the key propositions established in order to prove our main result, Theorem 1.1. Section 3 is of preliminary nature and we here collect some notions and we state a few results concerning the interior Harnack
inequality. In Section 4 we prove a few basic boundary estimates for non-negative solutions to $\mathcal{L}u = 0$ near Lip$_K$ surfaces. Section 5 is devoted to the proof of Theorem 1.1, and to the proof of the propositions stated in Section 2.
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2 Lip$_K$ surfaces and statement of key propositions

In the sequel we will write the dilation (1.8) in the following form

$$\delta_r = \text{diag}(r^{\alpha_1}, \ldots, r^{\alpha_N}, r^2)$$  \hspace{1cm} (2.1)

where we set $\alpha_1 = \ldots = \alpha_m = 1$, and $\alpha_{m+m_j-1} + 1 = \ldots = \alpha_{m+m_j-1} + 2j + 1$ for $j = 1, \ldots, \kappa$. According to (1.8), we split the coordinate $x \in \mathbb{R}^N$ as

$$x = (x^{(0)}, x^{(1)}, \ldots, x^{(\kappa)}), \quad x^{(0)} \in \mathbb{R}^m, \quad x^{(j)} \in \mathbb{R}^{m_j}, \quad j \in \{1, \ldots, \kappa\},$$  \hspace{1cm} (2.2)

and we define

$$|x|_K = \sum_{j=0}^{\kappa} \frac{|x^{(j)}|}{r^{\alpha_j}}, \quad \|x, t\|_K = |x|_K + |t|^{\frac{1}{2}}.$$  

Note that $\|\delta_r z\|_K = r \|z\|_K$ for every $r > 0$ and $z \in \mathbb{R}^{N+1}$. We recall the following pseudo-triangular inequality: there exists a positive constant $c$ such that

$$\|z^{-1}\|_K \leq c\|z\|_K, \quad \|z \circ \zeta\|_K \leq c(\|z\|_K + \|\zeta\|_K), \quad z, \zeta \in \mathbb{R}^{N+1}.$$  \hspace{1cm} (2.3)

We also define the quasi-distance $d_K$ by setting

$$d_K(z, \zeta) := \|\zeta^{-1} \circ z\|_K, \quad z, \zeta \in \mathbb{R}^{N+1},$$  \hspace{1cm} (2.4)

and the ball

$$B_K(z_0, r) := \{z \in \mathbb{R}^{N+1} \mid d_K(z, z_0) < r\}.$$  \hspace{1cm} (2.5)

Note that from (2.3) it directly follows

$$d_K(z, \zeta) \leq c(d_K(z, w) + d_K(w, \zeta)), \quad z, \zeta, w \in \mathbb{R}^{N+1}.$$  

For any $z \in \mathbb{R}^{N+1}$ and $H \subset \mathbb{R}^{N+1}$, we define

$$d_K(z, H) := \inf\{d_K(z, \zeta) \mid \zeta \in H\}.$$  

We say that a function $f : \Omega \to \mathbb{R}$ is Hölder continuous of exponent $\alpha \in [0, 1]$, in short $f \in C^{0,\alpha}_K(\Omega)$, if there exists a positive constant $C$ such that

$$|f(z) - f(\zeta)| \leq C d_K(z, \zeta)^\alpha, \quad \text{for every } z, \zeta \in \Omega.$$  \hspace{1cm} (2.6)
We next define $\text{Lip}_K$ functions and $\text{Lip}_K$ surfaces. For any given $x \in \mathbb{R}^N$ we set
\[
x' = x_1 \quad \text{and} \quad x'' = (x_2, \ldots, x_N).
\] (2.7)
Moreover, using the notation in (2.2) we also let $x_i^{(0)} = x_1 = x'$, and we let $x_j^{(0)} = (x_2, \ldots, x_m)$. Using this notation, we define the norm
\[
\|(x'', t)\|''_K = \left| x''^{(0)} \right| + \sum_{j=1}^{\kappa}|x^{(j)}|^\frac{1}{\beta_{i(j)}} + |t|^\frac{1}{2}
\] (2.8)
in $\mathbb{R}^{N-1} \times \mathbb{R}$. Recalling (1.8), we let
\[
D''_r = \text{diag}(rI_{m-1}, r^3I_{m_1}, \ldots, r^{2\kappa+1}I_{m_\kappa}),
\]
so that $D''_r x'' = (D_r x)'$, while $(D_r x)' = r x'$. Note that $\|(D''_r x'', r^2 t)\|''_K = r \|(x'', t)\|''_K$ for every $r > 0$ and $(x'', t) \in \mathbb{R}^{N-1} \times \mathbb{R}$. Using the notation in (2.1) we set, for any positive $r_1, r_2, r_3$,
\[
Q_{r_1 r_2 r_3} = \{(x, t) \in \mathbb{R}_1^{N+1} \mid |x'| \leq r_1, |x_i| \leq r_2^{a_i} \text{ for any } i = 2, \ldots, N, \ |t| \leq r_3^2\},
\]
\[
Q''_{r_1 r_2 r_3} = \{(x'', t) \in \mathbb{R}^{N-1} \times \mathbb{R} \mid |x_i| \leq r_2^{a_i} \text{ for any } i = 2, \ldots, N, \ |t| \leq r_3^2\},
\] (2.9)
and, for any positive $M$ and $r$ and any arbitrary point $z_0 \in \mathbb{R}^{N+1}$, we define
\[
Q_{M, r} = Q_{4M r, \sqrt{2}r}, \quad Q''_r = Q''_{r, \sqrt{2}r}, \quad Q_{M, r}(z_0) = z_0 \circ Q_{M, r}.
\] (2.10)
Note that $Q_{M, r} = \delta_r Q_{M, 1}$ and $Q''_r = D''_r Q''_1$ for every $r > 0$. Moreover, the continuity of the group law (1.5) implies that there exists $\varepsilon = \varepsilon(\mathcal{L}, M) \in ]0, 1[$ such that
\[
(x, t) \circ (\xi, \tau) \in Q_{M, r} \quad \forall (\xi, \tau) \in Q_{M, r}, \quad \forall (x, t) \in Q_{M, \varepsilon r}.
\] (2.11)
Furthermore, for every positive $M$, there exist two positive constants $c'_M, c''_M$ such that
\[
\mathcal{B}_K(z_0, c'_M r) \subseteq Q_{M, r}(z_0) \subseteq \mathcal{B}_K(z_0, c''_M r),
\] (2.12)
for every $z_0 \in \mathbb{R}^{N+1}$ and $r > 0$.

Let $e' \in \mathbb{R}^m$ be such that $\|e'\| = 1$. Since the form of the matrix $B$ in (1.7) remains invariant under rotation in the first $m$ variables it is not restrictive to assume $e' = e_1 = (1, 0, \ldots, 0)$. Given any open set $\Omega'' \subset \mathbb{R}^{N-1} \times \mathbb{R}$, we say that $f : \Omega'' \to \mathbb{R}$ is a $\text{Lip}_K$ function with respect to $e'$, if $x' = x_1$ and
\[
|f((x + \exp(-t B^T) x_0)'', t + t_0) - f(x_0'', t_0)| \leq M \|(x'', t)\|''_K,
\] (2.13)
for every $(x_0'', t_0) \in \Omega''$, and $(x'', t) \in \mathbb{R}^{N-1} \times \mathbb{R}$ such that $(x + \exp(-t B^T) x_0)'', t + t_0) \in \Omega''$, $x_0' = f(x_0'', t_0)$. Note that we can assume, without loss of generality, that
Note that, according to the dilations \( \delta \)
for every \( (f, cr) \) as proved in Section 5.

Let \( \delta_\tau \) be a suitable \( \text{Lip} \) function such that \( \delta_\tau \) is \( \delta \)-homogeneous, we have

\[
\delta_\tau \circ \delta_\tau \circ \cdots \circ \delta_\tau = \delta_n \quad \text{for every positive solution } \quad n = 1, 2, \ldots.
\]

and two positive constants \( C, c \), depending only on \( \Omega \) and \( M \), such that

\[
\Sigma \subset \bigcup_{j=1}^{k} \Delta_{f_2, r_j}(z_j), \quad \Sigma \cap Q_{M, 2r_j}(z_j) = \Delta_{f_2, r_j}(z_j) \quad \Omega \cap Q_{M, 2r_j}(z_j) = \Omega_{f_2, r_j}(z_j).
\]

Recall the definition of \( \text{Lip}(1, 1/2) \) functions given in (1.13). For the proof of the following proposition we refer to Section 5.

**Proposition 2.2** Let \( \Omega \subset \mathbb{R}^{N+1} \) be a bounded domain. If \( \Sigma \subset \partial \Omega \) locally agrees with the graph \( \{ x_j = f(x_j', t) \} \) of some \( \text{Lip}(1, 1/2) \) function \( f, j \in \{ 1, \ldots, m \} \), then \( \Sigma \) is a \( \text{Lip}_K \) surface.

The following proposition plays a key role in the proof of Theorem 1.1 and will be proved in Section 5.

**Proposition 2.3** Let \( Q_r^n \) be as in (2.10) with \( r \in [0, 1] \). Let \( f : Q_r^n \to \mathbb{R} \) be a \( \text{Lip}_K \) function such that \( f(0, 0) = 0 \). Then there exist a point \( (\tilde{x}, \tilde{t}) \in \mathbb{R}^{N+1} \) and two positive constants \( C, c \), depending only on \( \rho \) and \( M \), such that

\[
\sup_{\Omega_{f, r}(x_0, t_0)} u(x, t) \leq C u(A^+_r(x_0, t_0)), \quad A^+_r(x_0, t_0) = (x_0, t_0) \circ \delta_r(\tilde{x}, \tilde{t}),
\]

for every positive solution \( u \) to \( \mathcal{L} u = 0 \) in \( \Omega_{f, r}(x_0, t_0) \) vanishing continuously on \( \Delta_{f, r}(x_0, t_0) \).
We next formulate two versions of Proposition 2.3 which apply to characteristic boundary points with respect to \( \mathcal{L} \). In particular, Proposition 2.4 below applies to a cylinder \( \tilde{\Omega}_{g,r}(z_0) = z_0 \circ \tilde{\Omega}_{g,r} \) obtained by using the operation “\( \circ \)”, while in Proposition 2.5 the operation “\( \circ \)” does not appear. Note that, in the latter case, the Lipschitz constant \( M \) of the function \( g \) depends on the cylinder. To proceed, let
\[
\tilde{Q}_r = \left\{ (x^{(1)}, \ldots, x^{(\kappa)}) \in \mathbb{R}^{N-m} \mid |x^{(j)}| \leq r \frac{1}{2^{j+1}}, \ j = 1, \ldots, \kappa \right\}. \tag{2.16}
\]
Let \( g : \tilde{Q}_r \to \mathbb{R} \) be a Lipschitz function in the classical sense, with Lipschitz constant \( M \), i.e.
\[
|g(x^{(1)}, \ldots, x^{(\kappa)}) - g(y^{(1)}, \ldots, y^{(\kappa)})| \leq M(|x^{(1)} - y^{(1)}| + \ldots + |x^{(\kappa)} - y^{(\kappa)}|) \tag{2.17}
\]
whenever \((x^{(1)}, \ldots, x^{(\kappa)}), (y^{(1)}, \ldots, y^{(\kappa)}) \in \tilde{Q}_r\). Furthermore, assume \( g(0) = 0 \). Then, for positive \( r \) and \( z_0 \in \mathbb{R}^{N+1} \), we define
\[
\tilde{\Omega}_{g,r} = \{ (x, t) \in Q_{r,M} \mid t > g(x^{(1)}, \ldots, x^{(\kappa)}) \},
\]
\[
\tilde{\Delta}_{g,r} = \{ (x, t) \in Q_{r,M} \mid t = g(x^{(1)}, \ldots, x^{(\kappa)}) \}, \tag{2.18}
\]
\[
\tilde{\Omega}_{g,r}(z_0) = z_0 \circ \tilde{\Omega}_{g,r}, \quad \tilde{\Delta}_{g,r}(z_0) = z_0 \circ \tilde{\Delta}_{g,r}.
\]

**Proposition 2.4** Let \( \tilde{Q}_r \) be as in (2.16) with \( r \in [0, 1] \). Let \( g : \tilde{Q}_r \to \mathbb{R} \) be a Lipschitz function with Lipschitz constant \( M \) such that \( g(0) = 0 \). Then there exist three positive constants \( C, c \) and \( \tilde{t} \), depending only on \( \mathcal{L} \) and \( M \), such that
\[
\sup_{\tilde{\Omega}_{g,c}((x_0,t_0) \cap \mathcal{L})} u(x, t) \leq C u(A^+_r(x_0, t_0)), \quad A^+_r(x_0, t_0) = (x_0, t_0) \circ (0, r^2 \tilde{t}),
\]
for every positive solution \( u \) to \( \mathcal{L}u = 0 \) in \( \tilde{\Omega}_{g,r}(x_0, t_0) \) vanishing continuously on \( \tilde{\Delta}_{g,r}(x_0, t_0) \).

Let \( Q \) be a bounded set of \( \mathbb{R}^N \), and let \( g : Q \to \mathbb{R} \) be a Lipschitz function, which does not depend on \( x_1, \ldots, x_m \), with constant \( M \), i.e. \( g(x) = g(x^{(1)}, \ldots, x^{(\kappa)}) \). Letting \( g(x_0) = t_0 \) for some \( x_0 \in Q \), and \( c_Q = \sup_{x \in Q} |x - x_0| \), we define
\[
\tilde{\Omega}_g = \{ (x, t) \in \mathbb{R}^{N+1} \mid x \in Q, g(x) < t < t_0 + M c_Q \},
\]
\[
\tilde{\Delta}_g = \{ (x, t) \in \mathbb{R}^{N+1} \mid x \in Q, t = g(x) \}.
\]

**Proposition 2.5** Let \( x_0 \in \mathbb{R}^N \), let \( Q \) be a bounded neighborhood of \( x_0 \), and let \( M \) be a positive constant such that \( M \sup_{x \in Q} \|B^T x\| < 1 \). Let \( g : Q \to \mathbb{R} \) be a Lipschitz function, which does not depend on \( x_1, \ldots, x_m \), with constant \( M \) and \( t_0 = g(x_0) \). Then there exist three positive constants \( C, r \) and \( \tilde{t} \), only depending on \( \mathcal{L} \) and \( Q \), such that
\[
\sup_{\tilde{\Omega}_g \cap B_K((x_0,t_0), r)} u(x, t) \leq C u(A^+_r(x_0, t_0)), \quad A^+_r(x_0, t_0) = (x_0, t_0) \circ (0, r^2 \tilde{t}),
\]
for every positive solution \( u \) to \( \mathcal{L}u = 0 \) in \( \tilde{\Omega}_g \) vanishing continuously on \( \tilde{\Delta}_g \).

The proofs of Proposition 2.4 and Proposition 2.5 are given in Section 5.
3 Interior Harnack inequalities

We say that a path \( \gamma : [0, T] \rightarrow \mathbb{R}^{N+1} \) is \( \mathcal{L} \)-admissible if it is absolutely continuous and satisfies

\[
\gamma'(s) = \sum_{j=1}^{m} \omega_j(s)X_j(\gamma(s)) + \lambda(s)Y(\gamma(s)), \quad \text{for a.e. } s \in [0, T],
\]

where \( \omega = (\omega_1, \ldots, \omega_m) \in L^2([0, T], \mathbb{R}^m) \), and \( \lambda \) is a strictly positive measurable function. We say that \( \gamma \) steers \( z_0 \) to \( z \) if \( \gamma(0) = z_0 \) and \( \gamma(T) = z \). Concerning the problem of the existence of admissible paths, we recall that it is a controllability problem, and that \( [H.2] \) is equivalent to the following Kalman condition:

\[
\text{rank} \left( \bar{A} \ B^T \cdots (B^T)^{N-1} \bar{A} \right) = N. \tag{3.2}
\]

Here \( \bar{A} \) is the \( N \times N \) matrix defined by

\[
\left( \begin{array}{cc} \bar{A}_0 & 0 \\ 0 & 0 \end{array} \right)
\]

and \( \bar{A}_0 \) is the \( m \times m \) constant matrix introduced in (1.3). We recall that (3.2) is a sufficient condition for the global controllability of (3.1), i.e. the property that any point \( z_0 = (x_0, t_0) \in \mathbb{R}^{N+1} \) can be connected to any \( z = (x, t) \in \mathbb{R}^{N+1} \) with \( t < t_0 \) by an \( \mathcal{L} \)-admissible path (see [29], Theorem 5, p. 81). In the sequel we let

\[
A_{z_0}(\Omega) = \{ z \in \Omega \mid \text{there exists an } \mathcal{L} \text{-admissible } \gamma : [0, T] \rightarrow \Omega \text{ connecting } z_0 \text{ to } z \},
\]

and we define \( \mathcal{A}_{z_0} = A_{z_0}(\Omega) = \overline{A_{z_0}(\Omega)} \) as the closure (in \( \mathbb{R}^{N+1} \)) of \( A_{z_0}(\Omega) \). We will refer to the set \( \mathcal{A}_{z_0} \) as the attainable set.

We next recall a Harnack type inequality which is stated in terms of \( \mathcal{L} \)-admissible paths and attainable sets.

**Theorem 3.1** (Theorem 2.4 in [6]) Let \( \mathcal{L} \) be an operator in the form (1.1), satisfying assumptions \([H.1-3]\). Let \( \Omega \) be an open subset of \( \mathbb{R}^{N+1} \) and let \( z_0 \in \Omega \). For every compact set \( H \subseteq \text{Int}(\mathcal{A}_{z_0}) \), there exists a positive constant \( C_H \), only dependent on \( \Omega, z_0, H \) and on the operator \( \mathcal{L} \), such that

\[
\sup_H u \leq C_H u(z_0),
\]

for every non-negative solution \( u \) of \( \mathcal{L}u = 0 \) in \( \Omega \).

The following Proposition 3.2 is a consequence of [11, Theorem 1.2] and [11, Lemma 6.2]. We give here a simple proof based on our Theorem 3.1. For any positive \( r, \beta \) and \((x_0, t_0) \in \mathbb{R}^{N+1} \), according to notation (2.9) we set

\[
Q_r^- = Q_{r,r,r} \cap \{ (x, t) \in \mathbb{R}^{N+1} \mid t < 0 \}, \quad Q_r^-(x_0, t_0) = (x_0, t_0) \circ Q_r^-,
\]

\[
K_{\beta r} = Q_{\beta r, \beta r, r} \cap \{ (x, t) \in \mathbb{R}^{N+1} \mid t = -r^2/2 \}, \quad K_{\beta r}(x_0, t_0) = (x_0, t_0) \circ K_{\beta r},
\]

\[
Q_{\beta r} = Q_{\beta r, \beta r, r} \cap \{ (x, t) \in \mathbb{R}^{N+1} \mid t < 0 \}, \quad Q_{\beta r}(x_0, t_0) = (x_0, t_0) \circ Q_{\beta r},
\]

\[
K_{\beta r} = Q_{\beta r, \beta r, r} \cap \{ (x, t) \in \mathbb{R}^{N+1} \mid t = -r^2/2 \}, \quad K_{\beta r}(x_0, t_0) = (x_0, t_0) \circ K_{\beta r}.
\]

12
exists two positive constants $h$ and $C$ such that

$$ \int_0^s |\omega(\tau)|^2 \, d\tau \leq h \quad \Rightarrow \quad u(\gamma(s)) \leq C \, u(x_0, t_0), $$

for every non-negative solution $u$ of $Lu = 0$ in $Q^-_1(x_0, t_0)$ and $s \in [0, 1/2]$.

**Proof.** We first claim that there exists $\beta \in [0, 1]$ such that $K_{\beta r}(x_0, t_0)$ is contained in $\text{Int}(\mathcal{A}_{(x_0, t_0)}(Q^-_1(x_0, t_0)))$. To check the above statement, it is sufficient to consider the case $(x_0, t_0) = (0, 0)$ and $r = 1$. We first note that, as $\omega_1 \equiv 0, \ldots, \omega_m \equiv 0$, we have $\gamma(s) = (0, -s)$, then $(0, -1/2) \in A_{(0,0)}(Q^-_1)$. To prove that $(0, -1/2)$ is an interior point of $\mathcal{A}_{(0,0)}(Q^-_1)$, we recall that the system

$$ \gamma'(s) = \sum_{j=1}^m \omega_j(s) X_j(\gamma(s)) + Y(\gamma(s)), \quad \gamma(0) = (0, 0), \quad (3.5) $$

is globally controllable, by (3.2). Then, as $\omega$ varies in a neighborhood of the vector $0 \in L^2([0, T], \mathbb{R}^m)$, the image of the map $\omega \mapsto \gamma(T)$ covers a neighborhood of $(0, -1/2)$, and $\gamma(s) \in Q^-_1$ for every $s \in [0, T]$. This proves the claim.

Let $\beta$ be as above. By Theorem 3.1, there exists a positive constant $C_{\beta}$ such that

$$ \sup_{K_{\beta r}(x_0, t_0)} u \leq C_{\beta} \, u(x_0, t_0), \quad (3.6) $$

for every non-negative solution $u$ of $Lu = 0$ in $Q^-_1(x_0, t_0)$ and for any $r \in [0, 1]$. Finally, a plain application of the Hölder inequality shows that

$$ \gamma(s) \in K_{\beta r}(x_0, t_0) \quad \text{whenever} \quad s \in [0, 1/2] \quad \text{satisfies} \quad \int_0^s |\omega(\tau)|^2 \, d\tau \leq h, \quad (3.7) $$

for a suitable constant $h$. We refer to [11, Lemma 6.2] for more details. The conclusion of the proof easily follows from (3.7) and (3.6). \hfill \Box

### 4 Basic boundary estimates

We first introduce a family of cones defined in terms of the dilation $\delta_\lambda$ and the translation $^\circ \phi$. For any given $z_0 \in \mathbb{R}^{N+1}, \tilde{x} \in \mathbb{R}^N, \tilde{t} \in \mathbb{R}^+$, we consider an open neighborhood $U \subset \mathbb{R}^N$ of $\tilde{x}$, and we denote by $Z_{\tilde{x}, \tilde{t}, U}^-(z_0)$ and $Z_{\tilde{x}, \tilde{t}, U}^+(z_0)$ the following *tusk-shaped* sets

$$ Z_{\tilde{x}, \tilde{t}, U}^-(z_0) = \{ z_0 \circ \delta_\lambda(x, -\tilde{t}) \mid x \in U, \; 0 < s \leq 1 \}, $$

$$ Z_{\tilde{x}, \tilde{t}, U}^+(z_0) = \{ z_0 \circ \delta_\lambda(x, \tilde{t}) \mid x \in U, \; 0 < s \leq 1 \}. \quad (4.1) $$

In the sequel, aiming to simplify the notations, we will often write $Z^+(z_0)$ instead of $Z_{\tilde{x}, \tilde{t}, U}^+(z_0)$ if the choice of $\tilde{x}, \tilde{t}, U$ is clear from the context. Note that $Z^-(z_0)$ and $Z^+(z_0)$ are cones with the same vertex at $z_0 = (x_0, t_0)$, while the basis of $Z^-(z_0)$ is at the time level $t_0 - \tilde{t} < t_0$, and the basis of $Z^+(z_0)$ is at the time level $t_0 + \tilde{t} > t_0$. 


**Definition 4.1** Let $\Omega$ be an open subset of $\mathbb{R}^{N+1}$ and let $\Sigma \subset \partial \Omega$.

(i) We say that $\Sigma$ satisfies an **uniform exterior cone condition** if there exist $\bar{x} \in \mathbb{R}^N, \bar{t} > 0$ and an open neighborhood $U \subseteq \mathbb{R}^N$ of $\bar{x}$ such that

$$Z^{-}(z_0) \cap \Omega = \emptyset \quad \text{for every} \quad z_0 \in \Sigma,$$

where $Z^{-}(z_0) = Z^{-}_{\bar{x}, \bar{t}, U}(z_0)$.

(ii) We say that $\Sigma$ satisfies an **uniform interior cone condition** if there exist $\bar{x} \in \mathbb{R}^N, \bar{t} > 0$ and an open neighborhood $U \subseteq \mathbb{R}^N$ of $\bar{x}$ such that

$$Z^{+}(z_0) \subset \Omega \quad \text{for every} \quad z_0 \in \Sigma,$$

where $Z^{+}(z_0) = Z^{+}_{\bar{x}, \bar{t}, U}(z_0)$.

(iii) Assume that $\Sigma$ satisfies an **uniform interior cone condition** in the sense stated above. We then say that the cones $\{Z^{+}(z_0)\} = \{Z^{+}_{\bar{x}, \bar{t}, U}(z_0)\}, z_0 \in \Sigma$, satisfy a **strong Harnack connectivity condition** if the function $s \mapsto (x_0, t_0) \circ \delta_{1-s}(\bar{x}, \bar{t})$ is an $L$-admissible path.

We point out that the **strong Harnack connectivity condition** is more restrictive than the **Harnack connectivity condition** used in our previous work [6]. Nevertheless, we are able to prove the validity of this condition near Lip$_K$ surfaces.

We next show how to find a point $x_\Lambda \in \mathbb{R}^N$ such that the path $s \mapsto \delta_{1-s}(x_\Lambda, 1)$ is $\mathcal{L}$-admissible. To this aim, we recall notations (1.7) and (2.2).

**Lemma 4.2** For any positive $\Lambda$ we define the point $x_\Lambda \in \mathbb{R}^N$ as follows:

$$x^{(0)}_\Lambda = \Lambda e', \quad x^{(j)}_\Lambda = -\frac{2}{2j+1} B^T x^{(j-1)}_\Lambda, \quad j = 1, \ldots, \kappa. \quad (4.2)$$

Here $e'$ is the unit vector of $\mathbb{R}^m$ pointing towards the $x'$-direction. Then, the path $[0, 1] \ni s \mapsto \gamma(s) = \delta_{1-s}(x_\Lambda, 1)$ is $\mathcal{L}$-admissible.

**Proof.** We show that $\gamma$ satisfies (3.1), namely

$$\gamma'(s) = \bar{A}_0 \omega(s) + \lambda(s) \left( B^T \gamma(s) - \partial_t \right) \quad \text{a.e. in} \ [0, 1], \quad (4.3)$$

for a $\omega \in L^2([0, 1], \mathbb{R}^m)$ and a positive measurable function $\lambda$. By a direct computation,

$$\gamma(s) = \left( (1 - s) x^{(0)}_\Lambda, -\frac{2}{3} (1 - s)^3 B^T x^{(0)}_\Lambda, \ldots, \right.$$

$$\left. \frac{(-2)^{\kappa}}{(2\kappa + 1)!!} (1 - s)^{2\kappa + 1} B^T \cdots B^T x^{(0)}_\Lambda, (1 - s)^2 \right),$$
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so that we find
\[
\gamma'(s) = (-x_A^{(0)}, 0, \ldots, 0) + 2(1-s)(B^T \gamma(s) - \partial_t), \quad s \in [0, 1].
\]
This proves (4.3) with \( \omega = -A_0^{-1} x_A^{(0)} \) and \( \lambda(s) = 2(1-s) \). \( \square \)

Our next result improves on the analogous one in [6, Proposition 3.2]. Indeed, as noticed in [6, Remark 4.2], it fails under the weaker Harnack connectivity condition assumed in [6].

**Lemma 4.3** Let \( Z^+_{x, \bar{t}, U}(0, 0) \) be a cone satisfying the strong Harnack connectivity condition (iii) in Definition 4.1. Then there exist two positive constants \( C_1 \) and \( \beta \), which only depend on \( Z^+ \) and on the operator \( \mathcal{L} \), such that
\[
u_s(x, \bar{t}) \leq C_1 \|
u_s(x, \bar{t})\|_{K}^{-\beta} \nu(x, \bar{t})
\]
for every non-negative solution \( \nu \) of \( \mathcal{L} \nu = 0 \) in \( Z^+ \).

**Proof.** We first show that there exist a positive constant \( \tilde{C} \) and \( s_0 \in ]0, 1[ \) such that
\[
u((1-s_0) \bar{t}, \bar{t}) \leq \tilde{C} \nu((1-s_0) \bar{t}, \bar{t}), \quad \text{for every } \sigma \in ]1-s_0, 1[.
\]
To this aim, we note that there exists \( \rho \in ]0, 1[ \) such that \( Q_{\rho}(x, \bar{t}) \subset Z^+_{x, \bar{t}, U}(0, 0) \). Moreover, the path \( \gamma(s) = (1-s_0) \bar{t} \) is \( \mathcal{L} \)-admissible by the strong Harnack connectivity condition. Since \( \omega_1, \ldots, \omega_m \in L^2([0, 1]) \), there exists \( s_0 \in ]0, 1[ \) such that
\[
\int_0^{s_0} |\omega(\tau)|^2 d\tau \leq h,
\]
where \( h \) is the positive constant appearing in Proposition 3.2. Then (4.4) directly follows from Proposition 3.2.

We next conclude the proof by applying several times (4.4). For a given \( s \in ]0, 1-s_0[ \), we set \( \tilde{Z}^+(0, 0) = \delta_{1-s_0}(Z^+(0, 0)) \). Note that the function
\[
u_s : \tilde{Z}^+(0, 0) \rightarrow \mathbb{R}, \quad \nu_s = \nu((1-s_0)(\cdot))
\]
is a non-negative solution to \( \mathcal{L}_s \nu_s = 0 \), where
\[
\mathcal{L}_s = \sum_{i,j=1}^m a_{i,j}(\delta_{1-s_0}(z)) \partial_{x_i} x_j + \sum_{i=1}^m \frac{s}{(1-s_0)} a_i(\delta_{1-s_0}(z)) \partial_{x_i} + \sum_{i,j=1}^N b_{i,j} x_i \partial_{x_j} - \partial_t.
\]
Since \( \mathcal{L}_s \) satisfies assumptions [H.1-3], then (4.4) also applies to \( \nu_s \). As a consequence,
\[
u((1-s_0) \bar{t}, \bar{t}) = \nu((1-s_0) \bar{t}, \bar{t}) \leq \tilde{C} \nu_s((1-s_0) \bar{t}, \bar{t}) = \tilde{C} \nu_s((1-s_0)((1-s_0) \bar{t}, \bar{t})).
\]
(4.5)
Now let $n$ be the unique positive integer such that $(1 - s_0)^{n+1} \leq s < (1 - s_0)^n$. By applying $n$ times (4.5) we find
\[
  u(\delta_s(x, t)) \leq \tilde{C}^n u(\delta_r(x, t)), \quad r = s/(1 - s_0)^n.
\]
On the other hand, the $\delta_r$-homogeneity of the norm $\| \cdot \|_K$ yields
\[
n = \frac{\ln \| \delta_s(x, t) \|_K - \ln \| (x, t) \|_K}{\ln(1 - s_0)},
\]
so that
\[
\tilde{C}^n = C_1 \| \delta_s(x, t) \|_K^{-\beta},
\]
with $C_1 = \exp \left( -\frac{\ln C}{\ln(1 - s_0)} \ln \| (x, t) \|_K \right)$, and $\beta = \frac{\ln C}{\ln(1 - s_0)} > 0$. Finally, since $s < (1 - s_0)^n$ and $\beta > 0$, (4.6) yields $\tilde{C}^n < C_1 \| \delta_s(x, t) \|_K^{-\beta}$, so that
\[
u(\delta_s(x, t)) \leq \frac{C_1}{\| \delta_s(x, t) \|_K^{\beta}} u(\delta_r(x, t)).
\]
The proof is then accomplished by using (4.4).

We next show that if the boundary of $\Omega$ is a Lip$_K$ surface, then it satisfies a strong Harnack connection condition.

**Lemma 4.4** Let $Q''$ be as in (2.10) with $r \in [0, 1]$. Let $f : Q'' \to \mathbb{R}$ be a Lip$_K$ function such that $f(0, 0) = 0$. Then there exists a positive $\Lambda_0$, only depending on the operator $\mathcal{L}$ and on $M$, such that the following statement is true. For any $\Lambda \geq \Lambda_0$, let $x_\Lambda$ be as in (4.2), and set $z^+ = (x_\Lambda, 1)$, $z^- = (-x_\Lambda, 1)$. There exist $b \in [0, 1]$, and two neighborhoods $U^+, U^-$ of $x_\Lambda$ and $-x_\Lambda$ respectively, such that:

(i) $Z_{\delta_b, z^+, D_b, U^+}(x, t) \subseteq \Omega_{f, r}$,

(ii) $Z_{\delta_b, z^-, D_b, U^-}(x, t) \cap \Omega_{f, r} = \emptyset$,

for every $(x, t) \in \Delta_{f, 2}$. Here $U^+, U^-$ and $b$ only depend on $\mathcal{L}, \Lambda$ and $M$.

**Proof.** We first prove (i) for $(x, t) = (0, 0)$. In that order, we consider the cone
\[
K_{M,r}^+ = \{(x, t) \in \text{Int}(Q_{M,r}) \mid M\| (x', t) \|_K'' < x' \},
\]
and we show that
\[
Z_{\delta_{\rho}, z^+, D_\rho, U^+}(0, 0) = \{\delta_{\rho, p}(x, 1) \mid x \in U^+, \ 0 < s \leq 1 \} \subseteq K_{M,r}^+, \quad \rho = br.
\]
Here $\Lambda \geq \Lambda_0(\mathcal{L}, M)$, $b = b(\mathcal{L}, M, \Lambda) \in [0, 1]$ and $U^+$ is a neighborhood of $x_\Lambda$, depending on $\mathcal{L}, M,$ and $\Lambda$. As a first step, we choose $\Lambda_0$ such that
\[
x_\Lambda > M\| (x'_\Lambda, 1) \|_K'' \quad \text{for any} \quad \Lambda > \Lambda_0.
\]
A direct computation shows that \((x_\Lambda)^{(0)} = 0\), and
\[
x^{(j)}_\Lambda = \frac{(-2)^j \Lambda}{(2j + 1)!!} (B_T^j \cdots B_T^1 e')^{(j)}, \quad j = 1, \ldots, \kappa.
\]
Hence
\[
|x^{(j)}_\Lambda| \leq \Lambda C_j(B), \quad j = 1, \ldots, \kappa,
\]
with the constants \(C_j(B)\)'s have an obvious meaning. Hence, in order to prove (4.8), it is sufficient to prove the following inequality
\[
\Lambda > M \left( \sum_{j=1}^{\kappa} (\Lambda C_j(B))^{\frac{1}{2j+1}} + 1 \right). \tag{4.9}
\]
However, this inequality which is trivially satisfied whenever \(\Lambda\) is sufficiently large.

Next, if we choose \(b\) sufficiently small, then we have
\[
\delta(\rho(x_\Lambda, 1)) \subset K^{+ M, \epsilon, r}, \quad \rho = br. \tag{4.10}
\]
As \(K^{+ M, \epsilon, r}\) is an open set, there exists a neighborhood \(U^+\) of \(x_\Lambda\) such that \((D_{\rho^2} x, \rho^2) \subset K^{+ M, \epsilon, r}\) for every \(x \in U^+\). By the \((D_{\rho^2}^n, r^2)\)-homogeneity of the norm \(\|\cdot\|_{K}^{n+1}\), we also have \(\delta_s(D_{\rho^2} x, \rho^2) \subset K^{+ M, \epsilon, r}\) for every \(x \in U^+\) and \(s \in [0, 1]\). This proves (4.7) and then (i), recalling that \(f\) is a Lip\(K\) function, and the definition of \(\Omega_f\).

We next prove (i) for every \((x, t) \in \Delta f, \xi\). Let \(\varepsilon = \varepsilon(\mathcal{Z}, M) \in [0, 1]\) be as in (2.11). From (4.7) it follows that
\[
Z_{\delta_0 x + D_{\rho^2} U^+}^{+} (0, 0) \subset K^{+ M, \epsilon, r}, \quad \rho = br.
\]
As a consequence, setting \(K^{+ M, \epsilon, r}(x, t) = (x, t) \circ K^{+ M, \epsilon, r}\), we have
\[
Z_{\delta_0 x + D_{\rho^2} U^+}^{+} (x, t) \subset K^{+ M, \epsilon, r}(x, t) \quad \text{for every} \quad (x, t) \in \mathbb{R}^{N+1}. \tag{4.11}
\]
We next show that
\[
K^{+ M, \epsilon, r}(x, t) \subset \Omega_f, \quad \text{for every} \quad (x, t) \in \Delta f, \xi, \tag{4.12}
\]
and then (i) will directly follow from (4.11). Consider any \((\xi, \tau) \in K^{+ M, \epsilon, r}\). By (2.11), we have
\[
(x, t) \circ (\xi, \tau) \in Q_{M, r} \quad \text{for every} \quad (x, t) \in \Delta f, \xi.
\]
Hence, to prove (4.12) it is sufficient to show that
\[
f\left(\left(\xi + \exp(-\tau B^T)x\right)^n, t + \tau\right) < \xi' + x', \tag{4.13}
\]
for every \((x, t) \in \Delta f, \xi\). Note that, as \(x' = f(x'', t)\), (4.13) is equivalent to
\[
f\left(\left(\xi + \exp(-\tau B^T)x\right)^n, t + \tau\right) - f(x'', t) < \xi',
\]
which is trivially satisfied, since \( f \) is \( \text{Lip}_K \), and \((\xi, \tau) \in K_{M,cr}^+\). This proves (4.13) and then (4.12).

We next prove (ii). Consider the constant \( b \) as in (4.10). Arguing as in the proof of (4.11), it is easy to see that
\[
Z^-_{\delta \rho z^-D \rho U^+}(x,t) \subseteq K^-_{M,cr}(x,t) \quad \text{for every } (x,t) \in \mathbb{R}^{N+1}.
\]
(4.14)

Here \( K^-_{M,cr}(x,t) = (x,t) \circ K^-_{M,cr} \) and
\[
K^-_{M,cr} = \{ (x,t) \in \text{Int}(Q_{M,cr}) \mid x' < -M \|(x'',t)\|_K^\rho \}.
\]
Note that \( K^-_{M,cr}(x,t) \cap \Omega_{f,r} = \emptyset, \) for every \( (x,t) \in \Delta_{f,z}^- \), and hence the proof is complete. \( \square \)

Recall the definition of the ball \( B_K(z_0, r) \) in (2.5). As a plain consequence of Lemma 3.1 in [6] and of Lemma 4.4-(ii), we have the following lemma.

**Lemma 4.5** Let \( Q'_r \) be as in (2.10) for \( r \in [0, 1] \). Let \( f : Q'_r \to \mathbb{R} \) be a \( \text{Lip}_K \) function such that \( f(0, 0) = 0 \). For every \( \theta \in [0, 1] \) there exists \( \rho_0 \in [0, 1] \) such that
\[
\sup_{\Omega_{f,r} \cap B_K(z_0, \rho_0)} u \leq \theta \sup_{\Omega_{f,r} \cap B_K(z_0, s)} u
\]
(4.15)
for every non-negative solution \( u \) to \( Lu = 0 \) in \( \Omega_{f,r} \) such that \( u = 0 \) on \( \Delta_{f,z}^- \), and for every \( z_0 \in \Delta_{f,z}^- \) and \( s > 0 \) such that \( B_K(z_0, s) \cap \partial \Omega_{f,r} \subset \Delta_{f,z}^- \).

We end this section by proving the following lemma.

**Lemma 4.6** Let \( Q'_r \) be as in (2.10) with \( r \in [0, 1] \). Let \( f : Q'_r \to \mathbb{R} \) be a \( \text{Lip}_K \) function such that \( f(0, 0) = 0 \). Then there exist three constants \( C_2 > 1, \Lambda_1 \geq \Lambda_0 \) and \( \rho_0 \in [0, 1] \) only depending on the operator \( \mathcal{L} \) and on \( M \), such that \( C_2 \rho_0 < 1 \) and the following statement is true. If \( z^+ = (x_A, 1) \) is as in Lemma 4.4 for some \( \Lambda \geq \Lambda_1 \), then, for every \( \rho \in [0, \rho_0] \) and every \( (\xi, \tau) \in \Omega_{f,r,\rho} \), there exist \( (x,t) \in \Delta_{f,c2r,\rho} \) and \( \tilde{s} \in [0, r\rho[ \) such that
\[
(\xi, \tau) = (x,t) \circ \delta_{\tilde{s}} z^+.
\]

**Proof.** Let \( \rho_0 \in [0, 1] \) be a positive constant that will be chosen later. Consider the path \( \gamma(s) = (\xi, \tau) \circ \delta_s((x_A, 1)^{-1}) \) for \( s > 0 \), where \((\xi, \tau)\) is any point of \( \Omega_{f,r,\rho_0} \). By a direct computation we find
\[
(x_A, 1)^{-1} = \left(-\Lambda e', -\frac{\Lambda}{3} B_1^T e', \ldots, \left(\sum_{i=0}^{K} \frac{(-2)^{K-i} \Lambda}{i!(2K - 2i + 1)!} \right) B_K^T \cdots B_1^T e', -1\right),
\]
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so that
\[
\gamma(s) = \left(-s\Lambda e + \xi(0), -s^3\Lambda B^T e + s^2 B^T \xi(0) + \xi(1), \ldots, -s^{2\kappa + 1} \sum_{i=0}^{\kappa} \frac{(-2)^{\kappa-i}\Lambda}{i!(2\kappa - 2i + 1)!!} B_k^T \cdots B_i^T e + \sum_{i=1}^{\kappa} \frac{s^{2i}}{i!} B_k^T \cdots B_{i-1}^T \xi^{(\kappa-i)} + \xi(\kappa), \tau - s^2 \right),
\]
for any \( \Lambda \geq \Lambda_0 \). We claim that it is possible to determine a \( \rho_0 = \rho_0(\mathcal{L}, M) \in ]0, 1] \) and to choose \( \Lambda_1 = \Lambda_1(\mathcal{L}, M) \geq \Lambda_0 \), in order to have
\[
\gamma(s) \in Q_{M,r} \quad \text{for every } s \in [0, \rho_0] \quad \text{and} \quad \gamma(\rho_0) \notin \Omega_{f,r}, \quad (4.16)
\]
for any \( \Lambda \geq \Lambda_1 \). We next choose \( \rho_0 = \rho_0(\mathcal{L}, M) \in ]0, 1] \) satisfying the first statement of (4.16). With this aim, it is sufficient to show that
\[
| - s\Lambda + \xi' | \leq 4Mr, \quad |\tau - s^2| \leq 2r^2, \quad |\gamma_i(s)| \leq r^{\alpha_i}, \quad i = m + 1, \ldots, N, \quad (4.17)
\]
for every \( s \in ]0, \rho_0] \). Since \( (\xi, \tau) \in Q_{M,\rho_0} \), we have
\[
| - s\Lambda + \xi' | \leq \rho_0(\Lambda + 4M), \quad |\tau - s^2| \leq 3(\rho_0)^2, \quad (4.18)
\]
for every \( s \in ]0, \rho_0] \). Moreover,
\[
|\gamma^{(j)}(s)| \leq \Lambda c_{j+1}s^{2j+1} + \sum_{l=1}^j \bar{c}_l s^{2l}|\xi^{(j-l)}| + |\xi^{(j)}| \leq (\rho_0)^{2j+1}(\Lambda c_{j+1} + \sum_{l=1}^j c_l + m_j), \quad (4.19)
\]
for any \( j = 1, \ldots, \kappa \), and for every \( s \in ]0, \rho_0] \). Here the \( c_l \)'s are positive constants only dependent on \( M \) and on the matrix \( B \). Hence, condition (4.17) is satisfied by choosing
\[
\rho_0 < C^{-1}_2, \quad (4.20)
\]
where
\[
C_2 := \max \left\{ 1 + \frac{\Lambda}{4M} \sqrt{\frac{3}{2}} \max_{j=1, \ldots, \kappa} \left( \Lambda c_{j+1} + \sum_{l=1}^j c_l + m_j \right)^{\frac{j+1}{2j+1}} \right\}.
\]
This proves that
\[
\gamma(s) \in Q_{M,C_2\rho_0} \quad \text{for every } s \in ]0, \rho_0]. \quad (4.21)
\]
Note that \( C_2\rho_0 < 1 \) yields \( Q_{M,C_2\rho_0} \subset Q_{M,r} \), hence the first statement of (4.16) is proved.

It remains to prove the last part of (4.16). We will show that it is possible to choose of \( \Lambda_1 \) such that
\[
\gamma'(\rho_0)^r < f(\gamma(\rho_0)^r, \tau - (\rho_0)^2),
\]
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for every $\Lambda \geq \Lambda_1$. To this aim, as $f$ is $\text{Lip}_K$, it is enough to show that
\[
M\|\left(\gamma(r\rho_0)'', \tau - (r\rho_0)^2\right)'\|_K'' < r\rho_0 \Lambda - \xi'.
\] (4.22)

As in the first estimate of (4.18) we have
\[
r\rho_0 \Lambda - \xi' \geq r\rho_0 (\Lambda - 4M),
\] (4.23)
and since we want the right handside in (4.22) to be positive we require that $\Lambda_1 > 4M$.

From (4.18) and (4.19), it follows that
\[
\|\left(\gamma(r\rho_0)'', \tau - (r\rho_0)^2\right)'\|_K'' \leq r\rho_0 \left( m - 1 + \sum_{j=1}^{\kappa} \left( \Lambda c_{j+1} + \sum_{l=1}^{j} c_l + m_j \right) \frac{1}{2j+1} + \sqrt{3} \right). \] (4.24)

Now, choosing $\Lambda_1$ so large that
\[
\Lambda_1 > M \left( m + 3 + \sum_{j=1}^{\kappa} \left( \Lambda_1 c_{j+1} + \sum_{l=1}^{j} c_l + m_j \right) \frac{1}{2j+1} + \sqrt{3} \right),
\]
we see that (4.22) follows from (4.23) and (4.24). This completes the proof of (4.16).

From the second statement of (4.16), and from (4.21), it follows that we can find $\tilde{s} \in [0, r\rho_0]$ such that
\[
\gamma(\tilde{s}) =: (x, t) \in \Delta_{f, C_{2r_0}},
\]
and the proof of the lemma is accomplished. Indeed, by (4.20), the result holds true also for every $\rho \in [0, \rho_0]$. \qed

5 Proof of the main result

Proof of Proposition 2.2. As in (2.7), we set $x' = x_j$, for some $j = 1, \ldots, m$. Consider $z \in \Sigma$ and $r > 0$ such that
\[
\Sigma \cap C_\tau(z) = \{(\xi, \tau) \in C_\tau(z) \mid f(\xi'') = \xi'\},
\]
where $f$ is $\text{Lip}(1,1/2)$. Since $C_\tau(z)$ is an open set, there exist some positive $M_z$ and $r_z$ satisfying $Q_{M_z,2r_z}(z) \subseteq C_\tau(z)$. To prove Proposition 2.2 it is enough to show that $f|_{Q''_{2r_z}}$ is a $\text{Lip}_K$ function. To accomplish this we let $(y'', s), (\xi'', \tau) \in Q''_{2r_z}$ and we prove that there exists a positive constant $C = C(Q''_{2r_z})$ satisfying
\[
|y'' - \xi''| + |s - \tau|^{\frac{1}{2}} \leq C \left\| \left( (y - \exp((\tau - s)B^T)\xi)''', s - \tau \right)'' \right\|_K. \] (5.1)

Recall the notation in (2.2) and (2.7) and note that
\[
(y - \exp((\tau - s)B^T)\xi)''(0) = y''(0) - \xi''(0).
\]
Moreover,
\[
|y^{(1)} - \xi^{(1)}| \leq |y^{(1)} - \xi^{(1)} - (\tau - s)B_1^T\xi^{(0)}| + |s - \tau||B_1^T\xi^{(0)}|
\leq C_{1,1}^2|y^{(1)} - \xi^{(1)} - (\tau - s)B_1^T\xi^{(0)}| + C_{1,2}|s - \tau|^2,
\]
for two positive constants \(C_{1,1}\) and \(C_{2,2}\), depending only on the set \(Q_{2e_z}'\). Analogously, for any \(l = 2, \ldots, \kappa\), there exist \(C_{l,i} = C_{l,i}(Q_{2e_z}') > 0\), \(i = 1, 2\), such that
\[
|y^{(l)} - \xi^{(l)}| \leq |y^{(l)} - \xi^{(l)} - \sum_{i=1}^l \frac{(\tau - s)^i}{i!} B_i^T \cdots B_{l-i+1}^T \xi^{(l-i)}| + |s - \tau||B_1^T \cdots B_{l-i+1}^T \xi^{(l-i)}|
\leq C_{2,1}^l |y^{(l)} - \xi^{(l)} - \sum_{i=1}^l \frac{(\tau - s)^i}{i!} B_i^T \cdots B_{l-i+1}^T \xi^{(l-i)}| + C_{1,2}|s - \tau|^2.
\]
Recalling (2.8) we see that this proves (5.1).

\(\square\)

**Proof of Proposition 2.3.** It is not restrictive to assume \((x_0, t_0) = (0, 0)\) and \(r = 1\).

Let \((\tilde{x}, \tilde{t}) = \delta_b z^+\) and \(U = D_b U^+,\) where \(b, z^+\) and \(U^+\) are as in Lemma 4.4. Consider any \(\tilde{s} \in [0, 1]\). By Lemma 4.2, the point \(\delta_s(\tilde{x}, \tilde{t})\) belongs to an \(L\)-admissible path starting from \((\tilde{x}, \tilde{t})\). Actually, the same argument used at the beginning of the proof of Proposition 3.2 shows that \(\delta_s(\tilde{x}, \tilde{t})\) is an interior point of \(\mathcal{A}(\tilde{x}, \tilde{t})(Z_{\tilde{x}, \tilde{t}, U}^+(0, 0))\). Hence there exists a positive \(\bar{\rho}\) such that
\[
\bar{\rho} = \mathcal{B}_{K} \left( \delta_s(\tilde{x}, \tilde{t}), \bar{\rho} \right) \subset \text{Int} \left( \mathcal{A}(\tilde{x}, \tilde{t})(Z_{\tilde{x}, \tilde{t}, U}^+(0, 0)) \right).
\]
By Theorem 3.1 there exists a positive constant \(C_{\bar{\rho}}\) such that \(\sup_{\bar{\rho}} u \leq C_{\bar{\rho}} u(\tilde{x}, \tilde{t})\). By the linearity of \(L\), it is not restrictive to assume \(C_{\bar{\rho}} u(\tilde{x}, \tilde{t}) = 1\), and hence that
\[
\sup_{\bar{\rho}} u \leq 1.
\]
Moreover, by the continuity of the function \((\xi, \tau) \mapsto (\xi, \tau) \circ \delta_s(\tilde{x}, \tilde{t})\), there exists \(\varepsilon_1 \in [0, 1]\) such that
\[
(\xi, \tau) \circ \delta_s(\tilde{x}, \tilde{t}) \in \bar{\rho} \text{ for every } (\xi, \tau) \in \Delta_{f, \varepsilon_1}.
\]

We next follow a classical argument also used in our previous work [6]. We fix a suitably large constant \(\lambda\) and we assume, by contradiction, that there exists \(z_1 \in \Omega_{f, \varepsilon}\) satisfying \(u(z_1) > \lambda\). To this aim, we choose \(\theta \in [0, c^{-\beta}]\), where \(c\) is the constant in (2.3), and \(\beta\) is as in Lemma 4.3. Then we set
\[
\varepsilon_0 < \min \left\{ \rho_0, \varepsilon_1, b\tilde{s}, \frac{cM}{4c'eM} \right\}, \quad \sigma < \min \left\{ 1, \frac{cM}{2Ce}, \frac{cM}{C_2} \right\},
\]
\[
\lambda > \max \left\{ 1, C_1 \left( \frac{4c}{\rho_0 eM} \right)^{\beta}, \frac{C_1}{\theta} \left( \frac{c(\rho_0^{-1} + c)2C_2}{eM\varepsilon_0} \sum_{j=1}^{\infty} (c\theta^{-1})^j \right)^{\beta} \right\},
\]

(5.5)
where \( c'_M, c''_M \) are the constants in (2.12), \( C_1 \) is as in Lemma 4.3, \( b \) is as in Lemma 4.4, \( \rho_0 \in [0, 1] \) is as in Lemma 4.5, \( \rho_0 \) and \( C_2 \) are as in Lemma 4.6, and \( \varepsilon_1 \) is as in (5.4). Note that the series in (5.5) is convergent since \( \theta \in [0, c^{-\beta}] \).

Let
\[
\rho = \frac{\sigma \varepsilon_0}{c''_M},
\]
and let \( z_1 \in \Omega_{f,\rho} \) be such that \( u(z_1) > \lambda \). Note that (2.12) and the choice of \( \sigma \) in (5.5) imply that
\[
z_1 \in B_K(0, \rho \sigma c, c''_M \varepsilon_0).
\]
We next show that there exists a sequence \( \{z_j\}_j \) such that
\[
z_j \in \Omega_{f,\rho} \cap \Omega_{f,\rho_0}, \quad u(z_j) > \lambda \theta^{1-j},
\]
for every \( j \in \mathbb{N} \). We will see that the properties of \( z_j \) in (5.8) enable us to determine a point \( w_j \in \Delta_{f,\rho_0} \) and a \( s_j \in [0, 1] \) satisfying
\[
z_j = w_j \circ \delta_{s_j}(\tilde{x}, \tilde{t}), \quad \rho_j := d_K(z_j, w_j) \leq C_1^{\lambda} \lambda^{-\frac{1}{\beta}} \theta^{\frac{1}{\beta}},
\]
for every \( j \in \mathbb{N} \). As a consequence of the inequality in (5.9), we get \( d_K(z_j, \Delta_{f,\rho_0}) \leq 0 \) as \( j \to \infty \), then \( u(z_j) \) vanishes as \( j \to \infty \). This will then contradict the inequality in (5.8) and hence
\[
\sup_{\Omega_{f,\rho}} u \leq \lambda C_{\tilde{K}} u(\tilde{x}, \tilde{t}).
\]
In particular, the proof will be accomplished.

We next prove (5.8) by induction. Our choice of \( z_1 \) proves the claim for \( j = 1 \). Assume that (5.8) is satisfied for \( j = k \). By Lemma 4.6, as \( \varepsilon_0 C_2^{-1} < \rho_0 \), there exist
\[
w_k \in \Delta_{f,\rho_0}, \quad s_k \in [0, \frac{\varepsilon_0}{C_2 s_{\beta s}}],
\]
such that \( z_k = w_k \circ \delta_{s_k}(\tilde{x}, \tilde{t}) \). Note that the choice of \( \varepsilon_0 \) in (5.5) implies that \( s_k \in [0, 1] \), and that \( w_k \circ \delta_{s_k}(\tilde{x}, \tilde{t}) \in \tilde{K} \), by (5.4). From Lemma 4.3 it follows that
\[
\lambda \theta^{1-k} < u(z_k) = u(w_k \circ \delta_{s_k}(\tilde{x}, \tilde{t})) \leq \frac{C_1}{s_{\beta s}^{\beta \|\tilde{x}, \tilde{t}\|_K}} u(w_k \circ \delta_{s_k}(\tilde{x}, \tilde{t})).
\]
Hence, (5.3) gives
\[
\rho_k := d_K(z_k, w_k) \leq C_1^{\lambda} \lambda^{-\frac{1}{\beta}} \theta^{\frac{k-1}{\beta}}.
\]
We next claim that
\[
B_K(w_k, \rho_k^{-1} \rho_k) \subseteq Q_{M, \frac{1}{s}}, \quad \text{for every } k \in \mathbb{N}.
\]
Indeed, consider any \( z \in B_K(w_k, \rho_{k-1}^{-1} \rho_k) \). By using (2.3), (5.11), and recalling that \( \Delta_{f, \varepsilon_0} \subseteq B_K(0, c_M^* \varepsilon_0) \) by (2.12), we have

\[
\|z\|_K \leq c(\|w_k\|_K + \|w_k^{-1} \circ z\|_K) \leq c(c'' \varepsilon_0 + \rho_{k-1}^{-1} \rho_k) \\
\leq c(c'' \varepsilon_0 + \rho_{k-1}^{-1} C_1^\frac{1}{2} \lambda^{-\frac{1}{2}}) < \frac{c'M}{2},
\]

thanks to the bounds of \( \varepsilon_0 \) and \( \lambda \) in (5.5). This inequality, together with (2.12), proves (5.12). As a consequence, we have

\[
B_K(w_k, \rho_{k-1}^{-1} \rho_k) \cap \partial \Omega_{f, 1} \subset \Delta_{f, \frac{1}{2}}, \quad \text{for every} \quad k \in \mathbb{N}.
\]

Then, by Lemma 4.5,

\[
\lambda \theta^{1-k} < u(z_k) \leq \sup_{\Omega_{f, 1} \cap B_K(w_k, \rho_k)} u \leq \theta \sup_{\Omega_{f, 1} \cap B_K(w_k, \rho_{k-1}^{-1} \rho_k)} u.
\]

Hence, there exists \( z_{k+1} \in \overline{\Omega_{f, 1} \cap B_K(w_k, \rho_{k-1}^{-1} \rho_k)} \) such that

\[
u(z_{k+1}) > \lambda \theta^{-k}.
\]

This shows the second statement of (5.8) for \( j = k + 1 \). Aiming to conclude the proof, it is enough to check that \( z_{k+1} \in \Omega_{f, \varepsilon_0} \). By repeatedly using the pseudo-triangular inequality (2.3), we get

\[
\|z_{k+1}\|_K \leq c\left(\|z_1\|_K + \|z_1^{-1} \circ z_{k+1}\|_K\right) \leq c\left(\|z_1\|_K + \sum_{j=1}^{k} c^j \|z_j^{-1} \circ z_{j+1}\|_K\right). \tag{5.13}
\]

We also have

\[
\|z_j^{-1} \circ z_{j+1}\|_K \leq c\left(\|z_j^{-1} \circ w_j\|_K + \|w_j^{-1} \circ z_{j+1}\|_K\right) \\
\leq c(c \rho_j + \rho_{k-1}^{-1} \rho_j) < c(c + \rho_{k-1}^{-1} C_1^\frac{1}{2} \lambda^{-\frac{1}{2}} \theta^{\frac{j-1}{2}}),
\]

by (5.11). By using the above inequality in (5.13), and recalling (5.7), we find

\[
\|z_{k+1}\|_K \leq c\left(\sigma \varepsilon_0 + c(c + \rho_{k-1}^{-1})C_1^\frac{1}{2}(\lambda \theta)^{-\frac{1}{2}} \sum_{j=1}^{\infty} (\theta^\frac{1}{2} c)^j\right) < \frac{c'M \varepsilon_0}{C_2},
\]

because of our choice of \( \sigma \) and \( \lambda \) in (5.5). This proves that

\[
z_{k+1} \in B_K(0, \frac{c'M \varepsilon_0}{C_2}) \cap \Omega_{f, 1} \subseteq \Omega_{f, \varepsilon_0},
\]

by (2.12). The proof is accomplished. \( \square \)
Proof of Theorem 1.1. Consider any \( z_j \), for \( j = 1, \ldots, k \), and apply Proposition 2.3 to \( Q_{M,2r}(z_j) \). We only need to show that the constants \( c \) and \( C \) do not depend on the coordinate system relevant to \( e_j \), \( j = 1, \ldots, k \). We rely on the following elementary statement. For every \( M > 0 \) there exists \( \varepsilon > 0 \) such that, if \( \Delta_{f,2r} \) is a Lip\( K \) surface with Lipschitz constant \( M \) and with respect to a \( e \in \mathbb{R}^m \), then \( \Delta_{f,r} \) is a Lip\( K \) surface with Lipschitz constant \( 2M \) and with respect to \( e' \), for every \( e' \in \mathbb{R}^m \) such that \( \|e'\| = 1 \) and \( \|e' - e\| \leq \varepsilon \). By compactness, there exists a finite set \( \tilde{e}_1, \ldots, \tilde{e}_n \) of unit vectors of \( \mathbb{R}^m \) such that \( B(\tilde{e}_1, \varepsilon), \ldots, B(\tilde{e}_n, \varepsilon) \) cover the unit sphere of \( \mathbb{R}^m \). Hence there exists \( \tilde{e}_i \) with \( i \in \{1, \ldots, n\} \), such that \( \Delta_{f,r_j}(z_j) \) is a Lip\( K \) surface with respect to \( \tilde{e}_i \) and with Lipschitz constant \( 2M_j \). To conclude the proof of Theorem 1.1 it is sufficient to set \( c = \min\{c_1, \ldots, c_n\} \) and \( C = \max\{C_1, \ldots, C_n\} \), where \( c_i \) and \( C_i \) are the constants relevant to Lip\( K \) functions of Lipschitz constant \( 2M \), with respect to \( \tilde{e}_i \), \( i = 1, \ldots, n \).

\[ \square \]

Proof of Proposition 2.4. As in the proof of Proposition 2.3, it is not restrictive to assume \( (x_0, t_0) = (0, 0) \) and \( r = 1 \). Consider the point \( \tilde{z} = (0, \tilde{t}) \) for \( \tilde{t} \) positive and to be chosen. Arguing as in the proof of Lemma 4.4, it is easy to see that we can choose a sufficiently small positive \( \varepsilon \), and a suitable neighborhood of the origin \( \tilde{U} \), such that

\[
Z_{\delta_{\tilde{z},\tilde{U}}}^+(x,t) \subset \tilde{K}_{M,1}(x,t) := \left\{ (x,t) \circ (\xi, \tau) \mid (\xi, \tau) \in Q_{1,1,M}, \tau > M \left( |\xi(1)| \frac{\tilde{z}}{3} + \cdots + |\xi(n)| \frac{\tilde{z}}{3} \right) \right\},
\]

(5.14)

for every \( (x,t) \in \mathbb{R}^{N+1} \). By the continuity of the operation “\( \circ \)” and by the Lipschitz continuity of \( g \), it is possible to find a suitably small \( \varepsilon \) such that

\[
\tilde{K}_{M,\varepsilon}^+(x,t) \subset \tilde{\Omega}_{g,1} \quad \text{for every } (x,t) \in \tilde{\Delta}_{g,1/2}.
\]

This proves that \( Z_{\delta_{\tilde{z},\tilde{U}}}^+(x,t) \subset \tilde{\Omega}_{g,1} \), for every \( (x,t) \in \tilde{\Delta}_{g,1/2} \). Analogously, we can show that \( Z_{\delta_{\tilde{z},\tilde{U}}}^-(x,t) \cap \tilde{\Omega}_{g,1} = \emptyset \), for every \( (x,t) \in \tilde{\Delta}_{g,1/2} \). Then a conclusion similar to Lemma 4.4 and Lemma 4.5 plainly follows. To prove an analogous statement of Lemma 4.6 is even simpler. Indeed, since we in this case have \( \tilde{z} = (0, \tilde{t}) \) we can simply consider the path

\[
\gamma(s) = (\xi, \tau) \circ (0, -s^2\tilde{t}) = \left( \exp \left( s^2\tilde{t}B^T \right) \xi, \tau - s^2\tilde{t} \right), \quad s > 0.
\]

Arguing as in the proof of Lemma 4.6, it is easy to find \( \rho_0 = \rho_0(\mathcal{L}, M) \in [0, 1] \) such that \( \gamma(s) \in Q_{1,1,M} \) for every \( s \in [0, \rho_0] \) and \( \gamma(\rho_0) \notin \tilde{\Omega}_{g,1} \). We omit further details. \( \square \)

Proof of Proposition 2.5. We first explain the reason we choose a small Lipschitz constant \( M \). We aim to find a cone \( Z_{\delta_{\tilde{z},\tilde{U}}}^+(x_0,t_0) \) contained in \( \tilde{\Omega}_g \), in order to rely on the argument used in Proposition 2.4. To show that \( (x_0,t_0) \circ \delta_{\tilde{z}} \in \tilde{\Omega}_g \), it is sufficient to have

\[
t > M \exp \left( tB^T \right) x_0 - x_0 \geq g \left( \exp \left( tB^T \right) x_0 - g(x_0) \right), \quad 0 < t \leq Mc_Q,
\]
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by the Lipschitz continuity of $g$. Since \( \exp(t B^T)x_0 = x_0 + t B^T x_0 + o(t) \) as \( t \to 0 \), the above requirement is satisfied for any positive $t$ small enough, provided that the Lipschitz constant $M$ satisfies \( M \sup_{x \in Q} \| B^T x \| < 1 \). Once this condition is satisfied, we build a cone \( Z^+_{\delta, \varepsilon, D, \tilde{U}}(x_0, t_0) \) contained in $\tilde{\Omega}_g$ and we conclude the proof of Proposition 2.5 exactly as the one of Proposition 2.4. We omit further details. $\square$
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