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1. Introduction*

The main object of this study is an empirical analysis of the determinants of the choice of currency in settling payments and receipts for Italian foreign trade. While this topic has already been analyzed, both theoretically and empirically, by a number of authors and for various countries 1, the size of the sample available to us and the relative richness of information that it contains allow deeper statistical screening of the data and further testing of both old and new hypotheses.

Our data stem from the records of Italian banks as they are reported to the Italian Foreign Exchange Office for purpose of statistical information and legal control. A group of major Italian banks, covering about 60% of Italian foreign trade, is currently making available to us the tapes on which records for their customers are contained.

The availability of such an unusually large data bank is both an asset and a liability. The wealth of information contained in it and its continuous updating provide a sound basis for testing theoretical hypotheses about some economic characteristics of Italian foreign trade. On the other hand, the set of variables on which these data are collected cannot be enlarged, as it is predetermined by the statistical recording of the Italian Foreign Exchange Office; the way in which the data themselves are organized and synthetized can hardly be changed;
and, last but not least, the cost of processing the data is very large. These reasons, besides inducing us to extract a smaller sample of traders from the total population, account for the fact that we allow more than the usual space to the analysis of statistical associations between variables relative to the space reserved to testing economic hypotheses. However, the preliminary statistical analysis is itself conducive to suggestions for new hypotheses or modifications of old ones.

This study revisits a number of empirical generalizations that have emerged from research conducted by various authors, and for different countries, about the choice of currencies in foreign trade.

The best known regularity goes back to the seminal work by Grassman (1973a,b), according to which foreign trade among developed countries is mainly invoiced in the currency of the exporter's country. This "law" has already been revisited by other authors and found to be less generally applicable than originally thought. In those contributions, it was made clear that in any case a regularity of this sort must be analyzed in connection with other characteristics of foreign trade, such as the types of products exchanged, the risk attached to the currencies involved, the nature and economic dimension of the trading firms, and the characteristics of the countries in terms of their degree of participation in the system of convertible international transactions, and of their inflation experience.

In fact, a second important regularity that has emerged, particularly as a test of a theoretical hypothesis suggested by McKinnon (1979), is that the use of a third currency --i.e. a currency different from both partners' currencies and usually a major international vehicle currency-- is more widespread for primary products and in general for commodities traded in efficient international markets; whereas the scope of application of "Grassman's law" would be limited to trade in manufactured products.

An additional limitation to this law is that it seems not to apply to trade between less developed countries, nor to trade between them and developed countries; a similar "caveat" applies also to trade involving countries with inconvertible currency. Another limitation depends upon the level and variability of inflation that characterizes a country and hence the purchasing power of its currency.
It is worth emphasizing that a proper testing of Grassman's law requires the analysis of the joint distribution of variables that are apt to determine the phenomena just mentioned. Perhaps the main novelty of our study is to depart from the practice of considering such variables pairwise; in fact, we shall study jointly the whole set of variables at our disposal. In so doing, we first follow the line of previous studies, which concentrated on the distribution of the total number and value of records of individual transactions. In addition, however, our data permit the aggregation of values of individual transactions over the firms to which they belong, thus making possible an economic analysis of some determinants of the behaviour of individual firms in their choice of currency.

In section 2 we present the data and perform a preliminary statistical screening of the most relevant associations among the variables at our disposal. Section 3 contains the results obtained by means of a loglinear model for the multivariate distributions of the set of individual transactions. Section 4 presents the results of regression analysis aimed at identifying the main determinants of the firms' choice of currency. We indicate in section 5 the directions for future research that are suggested by this study and its predecessors.

2. Presentation of the data bank and its descriptive analysis

2.1. Our data bank

In our data bank are recorded the banking documents accompanying the foreign trade of the customers of 11 major Italian banks, aggregated through time since 1977 on an yearly basis.

Relative to the total Italian import and export trade, they cover about 55% of the value of Italian imports during that period, and from 61% (in 1982) to 64% (in 1977) of Italian exports.

The basic unit of information for our data is the individual banking document which accompanies each foreign trade transaction made by an individual firm through a given bank. Each banking document --and therefore its value-- records an entry for each of the following categorical variables (besides a few others that are not used in this
study):
- the bank which operates the settlement
- the country from or towards which the settlement is directed
- the currency in which payment is made
- the term of payment, i.e. the lead or lag with which payment is made relative to the time at which the original banking document that accompanies the merchandise through customs is filled
- the product sector, based on the tariff nomenclature.

It is worth pointing out that each banking document contains a code identifying the firm which imports or exports the product involved (for reasons of secrecy, this code has been randomly changed in our version of the data). Thus the documents of each firm can be grouped together and across the different banks with which a firm operates. This feature constitutes a new and potentially fruitful aspect of our data.

Another aspect of our data worth emphasizing concerns two points:
a) as each banking document and its value are both classified according to the entries of categorical variables, it follows that multivariate contingency tables may be obtained. In the cells of such tables will appear, in one case, the "counts" (frequencies) of the number of banking documents that belong to the combination of entries which cross in that particular cell, in the other case, the "counts" of the money units of value of the document involved; b) the two multivariate classifications just mentioned refer also to each individual firm. Thus, when the object of the analysis is the behaviour of firms, it will be necessary to build new variables which synthetize, as indicators, the various characteristic over which all the individual transactions of a firm are distributed.

The mass of available data in our hands is huge. Adding up over six years (1977-1982), we have about 2.6 million documents per year, attributed to about 75,000 firms per year. Thus, we decided to select a sample of 1,729 individual firms, randomly selected, with all their banking documents. The choice of a random sample of firms has been preferred to that of a sample of documents because it allows analysis of data both as aggregates over individual firms (the set of the firms' banking documents and that of their values) and as individual transactions.

Actually, the population from which firms have been selected
randomly is already a subset of the original population of our data, characterized by the fact that its elements are firms operating with at least one of the group of 11 reporting banks in every year through 1977-82; i.e. we do not allow new firms to appear, or old firms to disappear, during the time period. This limitation, while useful for consistency of analysis through time, is not a stringent one: in fact the value of trade of firms who "live" through the period is always more than 70% of the total value of all firms.

2.2. The three data sets and their classification

2.2.1. The first two data sets, i.e. that of the number of banking documents and that of their values, can both be classified according to different categorical variables, including time on a yearly periodicity.

It is not obvious, at first sight, whether a preliminary analysis of the sample has to be performed over the set of banking documents (each element of the set being a document), or over the set of their values (each element of the set being a unit of the chosen money measure for their values).

In any case, when the object of the analysis is the set of banking documents, it is necessary, in order to make sense of their distribution over any type of classificatory variables, to associate each of them with its dimension. In other words, we add a further variable (which groups documents in different sizes according to their individual money value) to the set of variables in which documents are classified by their numbers. It may be noticed that, if the object of the analysis is the value of the documents rather than their number, this problem does not arise, as the frequency in itself denotes value.

In the analysis of the set of banking documents, we shall infer about the probability that a banking document (of a given money dimension) falls in a particular cell of the contingency table. As for the set of values, we should infer such probability for one unit of the chosen money numeraire. This, however, has no relation to an individual banking document and the economic decision process that originated it; thus we have chosen to perform our analysis only over the set of banking documents and not over the set of their values.
In other words, in the first case we identify the individual document as the object of the firms' decision process, and therefore of a meaningful econometric analysis; although this is made at the cost of forcing a classification by dimension which is arbitrary to some extent. In the second case, in return for a direct classification of the money values, we would be investigating the probability distribution of a phenomenon which does not reflect any clear economic behaviour.

In the next section, however, we shall rescue the values of documents, by aggregating them over each individual firm. This reflects the alternative assumption that economic behaviour of firms depend upon a decision process, in which the operations of the firm are considered as a whole, rather than individually.

It must be noticed that, while in the analysis of the set of firms each firm clearly counts as an observation, and thus its share in the total value of the sample does not bias the result, such a bias may arise when very large traders enter into the analysis of the set of banking documents through large values of their individual transactions. Thus, in the analysis of banking documents (but not in that of firms), we have netted out of the sample all the documents pertaining to four large firms (mainly trading in oil products).

The variables listed in section 2.1 range in our original data over a rather detailed spectrum of categories. These are not all equally meaningful from an economic point of view. Thus, we intend to use a blend of theoretical and "a priori" knowledge about empirical regularities observed by previous researchers, in order to regroup the categories of our variables into less detailed but more pregnant classifications.

In all cases we will treat separately data concerning imports and exports respectively, i.e. we construct separate classifications for the banking documents pertaining to imports and export. In a few cases, the definition of the classificatory variables will be different from imports to exports.

Among the various theoretical and empirical aspects that could be examined with our data, one is dominant and links our work to those of previous researchers in this field. It consists in the analysis of firms' behaviour with respect to the choice of currency in the denomination of their transactions. This dominant point of view will
condition the classifications of all the other variables, in addition clearly to that of the variable "currency" itself.

(i) Following the strand of research initiated by Grassman (1973a,b), we reclassify the different currencies into a variable (C) which is constructed so as to pay attention to the question of the possible choice of a third currency in foreign trade. This, according to some authors (McKinnon, 1979; Carse, Williamson and Wood, 1980, labelled CW in the following) is generally identified as one of the major international currencies (typically the US dollar) or as the currency in whose country major commodities markets are located. Other authors (Magee and Rao, 1980a,b; Cornell, 1980) tried to present more theoretical justifications for the factors that determine the choice of a currency as a "vehicle" currency.

In our classification, we focus on the dollar as the major vehicle currency; however, in the statistical analysis of sections 3 and 4, we also test whether the use of this or of other third currencies is more or less associated with economic characteristics of the firm, the product under trade, or the country with which trade takes place.

The "currency choice" variable is therefore classified into the following four groups:

- C1 - documents settled in domestic currency (the Italian lira)
- C2 - documents settled in the partner's currency
- C3 - documents settled in the US dollar with countries other than the USA
- C4 - documents settled in other vehicle currencies.

(ii) As already pointed out, the analysis of the set of documents must be supported by a dimensional variable based on the value of each document in order to be meaningful.

Clearly there is complete arbitrariness on the number of dimensional classes and their extremes. Yet, we need a classification which allows comparison through time without being affected by a nominal phenomenon such as inflation. Our solution has been to consider four classes, having as bounds the values of the 25th, 50th, 75th percentiles of the cumulated distribution of the values. This procedure allows, as desired, to find appropriate and different bounds for the case of
imports and for that of exports, and to change them through time. As a result, the four categories obtained for the "dimension of the banking documents" (B), are:

B1 - documents with value accounting for the first 25% of the total value of ranked documents (first quartile)

B2 - documents whose values contribute to the 25%-50% cumulated fraction of the total value (second quartile)

B3 - documents whose value contribute to the 50%-75% cumulated fraction of the total value (third quartile)

B4 - documents whose values make up the upper 25% of the total value of the ranked documents (fourth quartile).

(iii) As pointed out in classifying the variable C, the choice of currency is likely to depend, among other things, upon the type of products involved in trade. We follow McKinnon and CWW, in assuming that the relevant difference is between products traded in markets where all firms are price takers (efficient or competitive markets) and products traded in markets where selling firms are price makers to a certain extent. Rather than a dichotomy, this suggests a continuum of more or less competitive markets. While in section 4 we shall attempt to give a measure of such continuity, in section 3—where the analysis is based on the set of documents classified according to categorical variables—we use a binary classification of products and their markets, established in the light of our prior knowledge of the characteristics of the Italian economy.

Moreover, contrary to what CWW appear to have done, we allow for the dichotomous classification to include under its headings different sectorial items according to whether we consider Italian import or export trade. In fact, because of inevitable aggregation, a same sectoral heading covers different products (and thus different markets, more or less competitive) depending on whether they are imports or exports (e.g. Italian imports of agricultural products generally involve products traded in markets more competitive than those of exports, where some degree of price making is available to Italian sellers).

The two categories of the "sector" variable (S) contain the following:
Imports

Sector S1 (competitive markets)

fishing and agriculture
mining
oil, coal and gas
refined oil products
hides, skins and leather
wood and furniture
paper
ferrous metals
non ferrous metals
machinery
transport vehicles
other mechanical products
engineering products
non ferrous minerals
refined chemical products
rubber
other products

Exports

fishing and agriculture
mining
oil, coal and gas
refined oil products
ferrous metals
non ferrous metals
machinery
transport vehicles
other mechanical products
engineering products
refined chemical products
rubber
other products
paper

Sector S2 (seller's markets)

food industries
textiles
clothing
shoes

food industries
textiles
clothing
shoes
hides, skins and leather
wood and furniture
non ferrous minerals

(iv) Because of the different economic and monetary importance of a country and its currency, there should be a relationship between currency choice and countries with whom trade takes place. We adopted a classification for the country variable (G), which identifies the most important partners in Italian foreign trade and relatively homogeneous geopolitical groups:

G1 - West Germany
G2 - France
G3 - USA
G4 - UK
G5 - Switzerland
G6 - Denmark, the Netherlands, Belgium-Luxembourg
G7 - Rest of Western Europe
G8 - OPEC Countries
G9 - "Off shore" countries
G10 - Socialist countries
G11 - Rest of the world

This classification also allows a regrouping of G1-7 and G8-11: a partition which approximates the dichotomic classification by CWW into countries with convertible and non-convertible currencies.

(v) Our data contain information on the number of months with which payment or receipt is either anticipated (leads) or postponed (lags), relative to customs clearance. While this information can be the basis for a measurable variable (see section 4), for the purpose of section 3, where we will use categorized variables, banking documents are classified in two leads and lags (L) classes:

L1: anticipated and simultaneous settlements
L2: posticipated settlements

The dimension of the firm is clearly an important economic element for the analysis. However, it has various possible aspects, and our data allow to build at least two different representations of such variable.

(vi) The overall dimension of the trader (D). This is measured by a firm's total import or export trade (i.e. a separate classification of the same trader with respect to import or export), and it has been split into categories corresponding to percentiles in a way analogous to the variable B. Thus we have:

D1 - firms accounting for the first quartile of the total value of ranked documents
D2 - firms accounting for the second quartile of the total value of ranked documents
D3 - firms accounting for the third quartile of the total value of
ranked documents

D4 - firms accounting for the fourth quartile of the total value of ranked documents

(vii) The overall dimension of a firm may very well be unimportant in a given product and/or in a given market, when a trader deals in many products and/or in many markets. Thus, the economic weight of a firm must be proportioned to these two aspects (market-product) in which it either imports or exports. In order to do so we have computed for each banking document belonging to firm k, a dimension

\[ d_k = \sum_i \sum_j \left( \frac{X_{ij}^k}{k_{wij}^X} \right) \]

where

\[ k_{wij}^X = \frac{X_{ij}^k}{(\sum_i \sum_j X_{ij}^k)} \]

\[ X_{ij}^k = \text{import (export) value by firm } k \text{ in sector } i \text{ from (towards) country } j \]

\[ \bar{X}_{ij} = \frac{\sum_k X_{ij}^k}{n} \text{ import (export) value by the average firm in the sample in sector } i \text{ from (towards) country } j. \]

This dimensional variable d has been classified into two categories separated by the mean value:

- \( d_1 \) = documents pertaining to a firm contributing, on average over sectors and countries, to the lower half of the total intensity
- \( d_2 \) = documents pertaining to a firm contributing, on average over sectors and countries, to the upper half of the total intensity.
2.2.2. We shall now describe the distributions by categorical variables of the set of documents and the set of their values.

On the basis of the variables presented in section 2.2.1, a joint classification according to seven variables is obtained for the two data sets made up of the banking documents and of their values respectively. This classification prepares the ground for the investigation of section 4.

In Table 1 we report the total values and the number of banking documents in our sample. All the descriptive tables that follow this first one are given in percentage values (with 100 equal to the overall total or subtotal) without any loss of information, as the actual values and numbers can be recomposed with reference to Table 1. In the rest of this paper we shall limit our analysis to the extreme years of the period (i.e. 1977 and 1982).

<table>
<thead>
<tr>
<th>Number of banking documents</th>
<th>Value of the banking documents</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Import</td>
</tr>
<tr>
<td>Import</td>
<td>Export</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>-----------</td>
</tr>
<tr>
<td>1977</td>
<td>38,657</td>
</tr>
<tr>
<td>1982</td>
<td>32,625</td>
</tr>
</tbody>
</table>

Table 2 shows that, as a result of our classification according to the percentiles of the total value distribution of the banking documents, the dimensional classes are independent of inflation, at the small cost of obtaining decreasing percent values from class to class. It is interesting to note that on import side the value of a document is on average higher than on export side. This phenomenon could be explained by the fact that Italy tends to import relatively more raw materials and semi-manufactured products, and export relatively more
Table 2
Upper extremes of the classes for the distributions of banking documents according to:
B: dimension of the banking document
D: overall dimension of the trader
(million lire at current prices)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>B1 first quartile</td>
<td>25</td>
<td>43</td>
<td>9</td>
<td>20</td>
</tr>
<tr>
<td>B2 second quartile</td>
<td>83</td>
<td>125</td>
<td>28</td>
<td>64</td>
</tr>
<tr>
<td>B3 third quartile</td>
<td>442</td>
<td>436</td>
<td>119</td>
<td>260</td>
</tr>
<tr>
<td>B4 fourth quartile</td>
<td>10,570</td>
<td>5,780</td>
<td>3,598</td>
<td>9,679</td>
</tr>
<tr>
<td>D1 first quartile</td>
<td>1,781</td>
<td>3,214</td>
<td>1,183</td>
<td>2,144</td>
</tr>
<tr>
<td>D2 second quartile</td>
<td>6,019</td>
<td>9,000</td>
<td>4,245</td>
<td>7,810</td>
</tr>
<tr>
<td>D3 third quartile</td>
<td>37,606</td>
<td>36,800</td>
<td>10,955</td>
<td>22,191</td>
</tr>
<tr>
<td>D4 fourth quartile</td>
<td>56,207</td>
<td>93,000</td>
<td>28,106</td>
<td>64,079</td>
</tr>
</tbody>
</table>

finished products, and that the former are shipped by larger quantity and value instalments. This feature interplays with the fact, observable in the lower part of the table, that in Italy the size of importers is on average consistently larger than the size of exporters. As there may be a positive correlation between the size of a firm and the size of its individual shipments, the two aspects could reinforce each other.

Focusing now attention on a more detailed level, we present in the following tables a set of bivariate distributions, together with their marginal univariates. These tables clearly do not exhaust all possible and available bivariate distributions; yet, as our principal interest lies in the analysis of the currencies chosen by foreign traders, the tables presented all deal with the association between variable C and each other relevant one.

In Table 3 we can read on the right hand side the univariate marginal distribution by currencies for imports and exports, and with respect to number of banking documents and to their values. The pattern of settlement currencies chosen by traders shows a very strong differ-
<table>
<thead>
<tr>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>C4</th>
<th>C5</th>
<th>C6</th>
<th>C7</th>
<th>C8</th>
<th>C9</th>
<th>C10</th>
<th>C11</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>3.28</td>
<td>3.22</td>
<td>0.03</td>
<td>1.90</td>
<td>0.86</td>
<td>4.61</td>
<td>2.59</td>
<td>0.00</td>
<td>0.01</td>
<td>1.15</td>
<td>19.08</td>
</tr>
<tr>
<td>of documents</td>
<td>27.75</td>
<td>12.56</td>
<td>6.52</td>
<td>6.18</td>
<td>5.25</td>
<td>6.38</td>
<td>5.30</td>
<td>0.00</td>
<td>0.00</td>
<td>0.98</td>
<td>64.20</td>
</tr>
<tr>
<td>Total</td>
<td>0.52</td>
<td>0.72</td>
<td>0.00</td>
<td>1.07</td>
<td>1.46</td>
<td>0.79</td>
<td>0.82</td>
<td>0.04</td>
<td>0.79</td>
<td>1.50</td>
<td>12.48</td>
</tr>
<tr>
<td>Total</td>
<td>0.35</td>
<td>0.15</td>
<td>0.04</td>
<td>0.14</td>
<td>1.07</td>
<td>0.58</td>
<td>0.34</td>
<td>0.03</td>
<td>0.02</td>
<td>0.48</td>
<td>4.25</td>
</tr>
<tr>
<td>P Total</td>
<td>26.40</td>
<td>12.65</td>
<td>6.60</td>
<td>9.28</td>
<td>8.82</td>
<td>12.24</td>
<td>8.94</td>
<td>0.09</td>
<td>0.82</td>
<td>3.61</td>
<td>100.00</td>
</tr>
<tr>
<td>R Total</td>
<td>3.60</td>
<td>6.20</td>
<td>0.43</td>
<td>1.15</td>
<td>1.66</td>
<td>5.53</td>
<td>1.09</td>
<td>0.00</td>
<td>0.04</td>
<td>0.46</td>
<td>90.00</td>
</tr>
<tr>
<td>T value of</td>
<td>16.24</td>
<td>6.85</td>
<td>12.87</td>
<td>3.23</td>
<td>2.13</td>
<td>4.36</td>
<td>2.52</td>
<td>0.00</td>
<td>0.00</td>
<td>0.60</td>
<td>26.00</td>
</tr>
<tr>
<td>S documents</td>
<td>0.97</td>
<td>2.44</td>
<td>0.00</td>
<td>1.60</td>
<td>6.59</td>
<td>1.40</td>
<td>1.50</td>
<td>1.42</td>
<td>1.48</td>
<td>1.67</td>
<td>8.92</td>
</tr>
<tr>
<td>Total</td>
<td>0.36</td>
<td>0.09</td>
<td>0.08</td>
<td>0.13</td>
<td>1.25</td>
<td>0.57</td>
<td>0.31</td>
<td>0.04</td>
<td>0.01</td>
<td>0.32</td>
<td>4.13</td>
</tr>
<tr>
<td>Total</td>
<td>21.15</td>
<td>15.58</td>
<td>13.18</td>
<td>6.12</td>
<td>11.43</td>
<td>16.47</td>
<td>5.32</td>
<td>3.68</td>
<td>1.53</td>
<td>7.44</td>
<td>95.51</td>
</tr>
<tr>
<td>Number</td>
<td>6.37</td>
<td>9.37</td>
<td>0.93</td>
<td>2.52</td>
<td>3.60</td>
<td>4.13</td>
<td>6.92</td>
<td>1.99</td>
<td>0.67</td>
<td>1.30</td>
<td>45.46</td>
</tr>
<tr>
<td>of documents</td>
<td>15.95</td>
<td>8.44</td>
<td>4.37</td>
<td>1.41</td>
<td>2.37</td>
<td>3.95</td>
<td>2.77</td>
<td>0.00</td>
<td>0.00</td>
<td>0.31</td>
<td>38.95</td>
</tr>
<tr>
<td>Total</td>
<td>0.26</td>
<td>0.22</td>
<td>0.00</td>
<td>0.60</td>
<td>0.48</td>
<td>0.43</td>
<td>2.47</td>
<td>3.02</td>
<td>1.34</td>
<td>0.33</td>
<td>6.78</td>
</tr>
<tr>
<td>Total</td>
<td>0.10</td>
<td>0.13</td>
<td>0.01</td>
<td>0.13</td>
<td>0.27</td>
<td>0.36</td>
<td>0.68</td>
<td>0.12</td>
<td>0.03</td>
<td>0.08</td>
<td>2.88</td>
</tr>
<tr>
<td>P Total</td>
<td>22.35</td>
<td>18.17</td>
<td>5.52</td>
<td>6.66</td>
<td>8.87</td>
<td>12.22</td>
<td>5.14</td>
<td>2.03</td>
<td>1.70</td>
<td>12.83</td>
<td>100.00</td>
</tr>
<tr>
<td>R Total</td>
<td>5.53</td>
<td>7.58</td>
<td>0.65</td>
<td>2.70</td>
<td>2.86</td>
<td>2.34</td>
<td>4.51</td>
<td>3.32</td>
<td>0.33</td>
<td>2.75</td>
<td>37.92</td>
</tr>
<tr>
<td>T value of</td>
<td>11.80</td>
<td>6.22</td>
<td>6.79</td>
<td>1.55</td>
<td>3.35</td>
<td>2.99</td>
<td>1.34</td>
<td>0.00</td>
<td>0.00</td>
<td>0.27</td>
<td>34.31</td>
</tr>
<tr>
<td>S documents</td>
<td>1.35</td>
<td>0.48</td>
<td>0.00</td>
<td>0.73</td>
<td>1.33</td>
<td>0.86</td>
<td>2.08</td>
<td>10.06</td>
<td>1.48</td>
<td>1.28</td>
<td>7.92</td>
</tr>
<tr>
<td>Total</td>
<td>0.15</td>
<td>0.18</td>
<td>0.00</td>
<td>0.20</td>
<td>0.23</td>
<td>0.24</td>
<td>0.38</td>
<td>0.25</td>
<td>0.01</td>
<td>0.17</td>
<td>2.41</td>
</tr>
<tr>
<td>Total</td>
<td>20.43</td>
<td>15.45</td>
<td>7.44</td>
<td>4.78</td>
<td>7.77</td>
<td>6.43</td>
<td>8.31</td>
<td>13.63</td>
<td>3.82</td>
<td>6.20</td>
<td>125.75</td>
</tr>
</tbody>
</table>

The table below shows the choice of the currency (C) by geopolitical area (G) (each of the eight subtables adds up to 100). The numbers represent the percentage of choice for each currency within that geopolitical area.

The distribution for imports is reproduced from the pattern already found by other researchers particularly for the UK: in both years the largest share goes to the partner's currency (i.e., the exporter's currency), while the second largest goes...
to the dollar in 1977 and to the domestic currency in 1982. This tendency to verify "Grassman's law" is however not confirmed on the export side: although the lira does come first in 1977 (but only slightly over the partner's currency), it falls to third position in 1982. More interesting is to notice that, while the domestic and partner's currencies added up symmetrically to about 70% of the total in 1977, they symmetrically lost positions in 1982 in favour of both the dollar and other third currencies. This suggests that, as discussed by Magee and Rao (1980a, 1980b) and Cornell (1980), the use of third currencies does not just depend on their static status, but more on a dynamic view of their attractiveness as vehicle currencies: a feature which may depend on their stability (variation of their purchasing power) relative to the domestic and partner's currencies.

Rather than commenting upon the marginal univariate distribution by countries as given in the column totals of Table 3, we find interesting to underline a number of facts in the bivariate distributions: the use of the lira in both import and export values is more evenly spread geographically than the use of the partner's currency, and this seems to be more so as we move from 1977 to 1982. As a counterpart, the use of the partner's currencies with our three main partners (Germany, France, the U.S.) 8, while higher in import than in export trade -- a consequence of the regularity already discussed above -- becomes higher (more uneven distribution) as we move from 1977 to 1982 for both directions of trade. This may be due to increasing attractiveness of the currencies of these three partners relative to the lira and to other currencies, in a period of turbulence in foreign exchange markets and of high and variable inflation in Italy relative to these main countries.

Table 4 aims at giving a first view of the hypothetical association between type of sector ("price takers" versus "price makers" as seen by the seller) and choice of the currency; an association discussed by McKinnon, and tested by CWW. The dominance of sector 1 -- the "price taker" or "efficient markets" sector -- is likely to be the consequence of two facts: on the import side, Italy mainly imports primary products and raw materials, while on the export side, although exporting manufactured products, it hardly has a monopoly power in their markets.

Notice that our "a priori" classification of sectors into the two groups is such that more than 3/4 of import and export trade falls in a
<table>
<thead>
<tr>
<th></th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>C4</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1977</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>IMPORTS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of documents</td>
<td>S1</td>
<td>16.49</td>
<td>40.86</td>
<td>10.02</td>
<td>3.23</td>
</tr>
<tr>
<td></td>
<td>S2</td>
<td>2.59</td>
<td>23.33</td>
<td>2.46</td>
<td>1.01</td>
</tr>
<tr>
<td>Total value of documents</td>
<td>S1</td>
<td>18.20</td>
<td>31.92</td>
<td>21.07</td>
<td>3.53</td>
</tr>
<tr>
<td></td>
<td>S2</td>
<td>2.85</td>
<td>16.90</td>
<td>4.92</td>
<td>0.60</td>
</tr>
<tr>
<td><strong>EXPORTS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of documents</td>
<td>S1</td>
<td>28.66</td>
<td>28.01</td>
<td>13.18</td>
<td>1.83</td>
</tr>
<tr>
<td></td>
<td>S2</td>
<td>13.80</td>
<td>10.94</td>
<td>2.73</td>
<td>0.85</td>
</tr>
<tr>
<td>Total value of documents</td>
<td>S1</td>
<td>25.52</td>
<td>26.94</td>
<td>22.64</td>
<td>1.70</td>
</tr>
<tr>
<td></td>
<td>S2</td>
<td>10.40</td>
<td>7.36</td>
<td>4.73</td>
<td>0.71</td>
</tr>
<tr>
<td><strong>1982</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>IMPORTS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of documents</td>
<td>S1</td>
<td>20.56</td>
<td>42.78</td>
<td>8.82</td>
<td>4.11</td>
</tr>
<tr>
<td></td>
<td>S2</td>
<td>3.07</td>
<td>16.68</td>
<td>2.91</td>
<td>1.06</td>
</tr>
<tr>
<td>Total value of documents</td>
<td>S1</td>
<td>27.22</td>
<td>32.59</td>
<td>15.76</td>
<td>3.65</td>
</tr>
<tr>
<td></td>
<td>S2</td>
<td>2.32</td>
<td>12.76</td>
<td>4.79</td>
<td>0.92</td>
</tr>
<tr>
<td><strong>EXPORTS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of documents</td>
<td>S1</td>
<td>25.51</td>
<td>27.95</td>
<td>10.91</td>
<td>3.61</td>
</tr>
<tr>
<td></td>
<td>S2</td>
<td>15.97</td>
<td>12.34</td>
<td>2.79</td>
<td>0.91</td>
</tr>
<tr>
<td>Total value of documents</td>
<td>S1</td>
<td>18.93</td>
<td>22.26</td>
<td>29.17</td>
<td>5.35</td>
</tr>
<tr>
<td></td>
<td>S2</td>
<td>10.44</td>
<td>7.19</td>
<td>5.89</td>
<td>0.77</td>
</tr>
</tbody>
</table>

stable way under sector 1 (the "price taker" sector). It is also interesting to look inside the table (the bivariate distributions), and notice that on the import side sector 1 is more evenly distributed over the first three types of currencies than sector 2, where the partner's currency has the larger share (16.90% in 1977 and 12.76% in 1982, i.e. more than 60% of the total of sector 1). On the export side the lira,
although weak during the period, remains stably the currency more used in sector 2, while in sector 1 it loses ground in favour of the dollar when we pass from 1977 to 1982. Thus, although McKinnon's hypothesis seems to be confirmed, this is only partially so, because we also have indication that both the domestic and the partner's currency lose ground in favour of third currencies in a period of inflation and exchange turbulence.

In Table 5 we present the bivariate distributions between the vari-

<table>
<thead>
<tr>
<th></th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>C4</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Imports 1977</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of documents</td>
<td>L1</td>
<td>1.78</td>
<td>10.07</td>
<td>6.41</td>
<td>1.21</td>
</tr>
<tr>
<td></td>
<td>L2</td>
<td>17.30</td>
<td>54.12</td>
<td>6.07</td>
<td>3.04</td>
</tr>
<tr>
<td>Total value of</td>
<td>L1</td>
<td>2.40</td>
<td>14.06</td>
<td>14.17</td>
<td>1.74</td>
</tr>
<tr>
<td>documents</td>
<td>L2</td>
<td>18.65</td>
<td>34.75</td>
<td>11.83</td>
<td>2.39</td>
</tr>
<tr>
<td><strong>Exports 1977</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of documents</td>
<td>L1</td>
<td>3.11</td>
<td>2.16</td>
<td>2.94</td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td>L2</td>
<td>39.35</td>
<td>36.80</td>
<td>12.98</td>
<td>2.38</td>
</tr>
<tr>
<td>Total value of</td>
<td>L1</td>
<td>5.35</td>
<td>4.80</td>
<td>9.58</td>
<td>0.37</td>
</tr>
<tr>
<td>documents</td>
<td>L2</td>
<td>30.57</td>
<td>29.50</td>
<td>17.78</td>
<td>2.04</td>
</tr>
<tr>
<td><strong>Imports 1982</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of documents</td>
<td>L1</td>
<td>2.35</td>
<td>7.73</td>
<td>4.67</td>
<td>1.63</td>
</tr>
<tr>
<td></td>
<td>L2</td>
<td>21.29</td>
<td>51.73</td>
<td>7.07</td>
<td>3.55</td>
</tr>
<tr>
<td>Total value of</td>
<td>L1</td>
<td>5.80</td>
<td>10.77</td>
<td>8.90</td>
<td>1.77</td>
</tr>
<tr>
<td>documents</td>
<td>L2</td>
<td>23.74</td>
<td>34.57</td>
<td>11.65</td>
<td>2.80</td>
</tr>
<tr>
<td><strong>Exports 1982</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of documents</td>
<td>L1</td>
<td>4.62</td>
<td>3.45</td>
<td>3.56</td>
<td>.57</td>
</tr>
<tr>
<td></td>
<td>L2</td>
<td>36.86</td>
<td>36.84</td>
<td>10.14</td>
<td>3.96</td>
</tr>
<tr>
<td>Total value of</td>
<td>L1</td>
<td>5.27</td>
<td>3.34</td>
<td>14.03</td>
<td>1.45</td>
</tr>
<tr>
<td>documents</td>
<td>L2</td>
<td>24.10</td>
<td>26.10</td>
<td>21.03</td>
<td>4.67</td>
</tr>
</tbody>
</table>
able "leads and lags" (L) and "choice of currency" (C). It is tempting to read from this table a test for the hypothesis - suggested by CWI - that the larger is the use of the exporter's currency (which should prevail in sector 1), the larger is the length of credit (lag) allowed to importers. However, as our wording of it indicates, a proper test of this hypothesis requires the analysis of the trivariate distribution sectors-currencies-leads and lags. Yet, even on the basis of Table 5, it is possible to see that deferred payments always prevail in the totals (of number of documents and their values) for both years and in both directions of trade. On the side of exports, the prevalence of lags is a phenomenon common to all types of settlement currencies. The lowest discrepancy between leads and lags appears when the dollar is used as third currency; this holds also for imports, where in 1977 we have the only case when leads and contemporaneous payments weigh more than delayed payments (14.2% as against 12%): this, in addition to the much lower importance of the lira in L1 on the import side of 1977, suggests that for that year, which followed a dramatic crisis of the domestic currency, Italian importers tried with success to accelerate their settlements when denominated in foreign currencies and to delay them when denominated in domestic currency.

Perhaps the most interesting information conveyed by Table 6 is

<table>
<thead>
<tr>
<th></th>
<th>B1</th>
<th>B2</th>
<th>B3</th>
<th>B4</th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>C4</th>
<th>D1</th>
<th>D2</th>
<th>D3</th>
<th>D4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1977</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of Documents</td>
<td>C1</td>
<td>25.76</td>
<td>2.39</td>
<td>0.78</td>
<td>0.25</td>
<td>17.99</td>
<td>3.76</td>
<td>1.40</td>
<td>0.48</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>C2</td>
<td>55.11</td>
<td>7.65</td>
<td>1.29</td>
<td>0.24</td>
<td>48.62</td>
<td>8.59</td>
<td>1.89</td>
<td>0.36</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>C3</td>
<td>8.32</td>
<td>2.84</td>
<td>1.15</td>
<td>0.17</td>
<td>6.97</td>
<td>3.32</td>
<td>1.35</td>
<td>0.29</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>C4</td>
<td>3.39</td>
<td>0.63</td>
<td>0.22</td>
<td>0.00</td>
<td>3.95</td>
<td>0.93</td>
<td>0.27</td>
<td>0.03</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>92.58</td>
<td>13.51</td>
<td>3.46</td>
<td>0.87</td>
<td>77.53</td>
<td>16.60</td>
<td>4.92</td>
<td>1.36</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1967</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of Documents</td>
<td>C1</td>
<td>5.48</td>
<td>4.31</td>
<td>6.30</td>
<td>4.76</td>
<td>6.00</td>
<td>5.70</td>
<td>8.56</td>
<td>9.22</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>C2</td>
<td>25.26</td>
<td>18.34</td>
<td>8.73</td>
<td>10.49</td>
<td>14.37</td>
<td>13.44</td>
<td>8.88</td>
<td>8.65</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>C3</td>
<td>3.05</td>
<td>5.78</td>
<td>8.53</td>
<td>8.64</td>
<td>3.19</td>
<td>4.85</td>
<td>6.45</td>
<td>6.05</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>C4</td>
<td>1.25</td>
<td>1.30</td>
<td>1.49</td>
<td>0.99</td>
<td>3.46</td>
<td>1.64</td>
<td>1.26</td>
<td>0.43</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>25.26</td>
<td>25.73</td>
<td>25.06</td>
<td>23.30</td>
<td>14.00</td>
<td>22.00</td>
<td>22.63</td>
<td>26.72</td>
<td>26.36</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6
Choice of the currency (C) by dimension of the banking document (B)
(each of the eight subtables adds up to 100)

<table>
<thead>
<tr>
<th></th>
<th>B1</th>
<th>B2</th>
<th>B3</th>
<th>B4</th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>C4</th>
<th>D1</th>
<th>D2</th>
<th>D3</th>
<th>D4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1977</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of Documents</td>
<td>C1</td>
<td>33.16</td>
<td>7.62</td>
<td>1.69</td>
<td>0.19</td>
<td>33.20</td>
<td>6.94</td>
<td>1.57</td>
<td>0.10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>C2</td>
<td>30.74</td>
<td>6.22</td>
<td>1.82</td>
<td>0.17</td>
<td>32.23</td>
<td>6.62</td>
<td>1.54</td>
<td>0.11</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>C3</td>
<td>10.66</td>
<td>3.42</td>
<td>1.54</td>
<td>0.19</td>
<td>7.66</td>
<td>3.46</td>
<td>1.95</td>
<td>0.63</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>C4</td>
<td>1.98</td>
<td>0.53</td>
<td>0.15</td>
<td>0.02</td>
<td>3.18</td>
<td>1.01</td>
<td>0.28</td>
<td>0.05</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>76.56</td>
<td>17.59</td>
<td>5.20</td>
<td>0.87</td>
<td>76.35</td>
<td>17.65</td>
<td>5.32</td>
<td>0.87</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1967</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of Documents</td>
<td>C1</td>
<td>10.87</td>
<td>11.21</td>
<td>8.23</td>
<td>5.61</td>
<td>10.87</td>
<td>9.32</td>
<td>6.87</td>
<td>2.32</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>C2</td>
<td>10.36</td>
<td>9.45</td>
<td>8.78</td>
<td>5.71</td>
<td>10.95</td>
<td>9.63</td>
<td>8.09</td>
<td>1.98</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>C4</td>
<td>0.66</td>
<td>0.81</td>
<td>0.67</td>
<td>0.27</td>
<td>1.10</td>
<td>1.43</td>
<td>2.12</td>
<td>2.12</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>25.33</td>
<td>25.86</td>
<td>25.82</td>
<td>25.69</td>
<td>25.75</td>
<td>25.65</td>
<td>25.39</td>
<td>23.42</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
that the prevalence of the exporter's currency ("Grassman's law") needs to be reinterpreted not just on the basis of the sector in which trade occurs ("McKinnon's law"), but also on the basis of the dimension of the individual transaction. It clearly appears from Table 6 that the larger the transaction, the greater is the use of the dollar as a third currency. This phenomenon is particularly important on the export side in both years (where the dollar grows from 3.7 to 10.2% in 1977, and from 2.8 to 17.0% in 1982), but relevant also on the import side; so much that we may identify this as a new regularity, which seems not to have attracted the attention of previous researchers. This is the more remarkable, if we consider that we have eliminated from our sample four large importers transacting mainly in dollars (oil-importers). It is interesting to note that the growing importance of the dollar with the size of the document is obtained always at the expense of the partner's currency (e.g.: in exports for 1982, the partner's currency falls from 11 to 2%); whereas the share of the lira, while also falling on the export side as the dimension of the banking document increases, rises on the import side.

Finally, Tables 7 and 8 refer the variable "choice of currency" (C)

<table>
<thead>
<tr>
<th>Table 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Choice of the currency (C) by dimension of the trader (D)</td>
</tr>
<tr>
<td>(each of the eight subtables adds up to 100)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>1977</th>
<th>1982</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>D1</td>
<td>D2</td>
</tr>
<tr>
<td>I</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>C1</td>
<td>6.63</td>
</tr>
<tr>
<td></td>
<td>C2</td>
<td>35.50</td>
</tr>
<tr>
<td></td>
<td>C3</td>
<td>5.88</td>
</tr>
<tr>
<td></td>
<td>C4</td>
<td>2.43</td>
</tr>
<tr>
<td>P</td>
<td>Total</td>
<td>50.55</td>
</tr>
<tr>
<td>O</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R</td>
<td>Total</td>
<td>4.03</td>
</tr>
<tr>
<td></td>
<td>Value of</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>C1</td>
<td>14.36</td>
</tr>
<tr>
<td></td>
<td>C3</td>
<td>5.29</td>
</tr>
<tr>
<td></td>
<td>C4</td>
<td>1.37</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>C1</td>
<td>22.89</td>
</tr>
<tr>
<td></td>
<td>C2</td>
<td>12.02</td>
</tr>
<tr>
<td></td>
<td>C3</td>
<td>4.72</td>
</tr>
<tr>
<td></td>
<td>C4</td>
<td>0.79</td>
</tr>
<tr>
<td>P</td>
<td>Total</td>
<td>40.43</td>
</tr>
<tr>
<td>O</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Value of</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>C1</td>
<td>6.79</td>
</tr>
<tr>
<td></td>
<td>C2</td>
<td>5.00</td>
</tr>
<tr>
<td></td>
<td>C3</td>
<td>0.83</td>
</tr>
<tr>
<td>P</td>
<td>Total</td>
<td>25.03</td>
</tr>
</tbody>
</table>
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to the two alternative measures of dimension of the firm that were discussed above. As there is a positive correlation between size of the firm and size of the individual transactions (e.g., in 1977 while small firms dealt about 80% of their imports in small size transactions, large firms did so for about 60%), the information contained in these tables is only partly additional to that contained in Table 6.

Table 8
Choice of the currency (C) by market product dimension (d')
(each of the eight subtables adds up to 100)

<table>
<thead>
<tr>
<th></th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>C4</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1977</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IMPORTS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of documents</td>
<td>d₁</td>
<td>4.04</td>
<td>28.17</td>
<td>4.53</td>
<td>1.93</td>
</tr>
<tr>
<td></td>
<td>d₂</td>
<td>15.04</td>
<td>36.02</td>
<td>7.94</td>
<td>2.31</td>
</tr>
<tr>
<td>Total value of documents</td>
<td>d₁</td>
<td>1.86</td>
<td>9.13</td>
<td>3.09</td>
<td>1.01</td>
</tr>
<tr>
<td></td>
<td>d₂</td>
<td>19.19</td>
<td>39.69</td>
<td>22.91</td>
<td>3.13</td>
</tr>
<tr>
<td>EXPORTS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of documents</td>
<td>d₁</td>
<td>17.36</td>
<td>8.10</td>
<td>3.63</td>
<td>0.63</td>
</tr>
<tr>
<td></td>
<td>d₂</td>
<td>25.10</td>
<td>30.85</td>
<td>12.28</td>
<td>2.04</td>
</tr>
<tr>
<td>Total value of documents</td>
<td>d₁</td>
<td>8.32</td>
<td>3.77</td>
<td>2.68</td>
<td>0.37</td>
</tr>
<tr>
<td></td>
<td>d₂</td>
<td>27.60</td>
<td>30.53</td>
<td>24.68</td>
<td>2.03</td>
</tr>
<tr>
<td></td>
<td>1982</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IMPORTS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of documents</td>
<td>d₁</td>
<td>6.71</td>
<td>23.48</td>
<td>3.59</td>
<td>2.46</td>
</tr>
<tr>
<td></td>
<td>d₂</td>
<td>16.93</td>
<td>35.98</td>
<td>8.15</td>
<td>2.71</td>
</tr>
<tr>
<td>Total value of documents</td>
<td>d₁</td>
<td>3.28</td>
<td>8.13</td>
<td>2.38</td>
<td>1.31</td>
</tr>
<tr>
<td></td>
<td>d₂</td>
<td>26.25</td>
<td>37.22</td>
<td>18.16</td>
<td>3.26</td>
</tr>
<tr>
<td>EXPORTS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of documents</td>
<td>d₁</td>
<td>17.29</td>
<td>9.63</td>
<td>3.19</td>
<td>1.19</td>
</tr>
<tr>
<td></td>
<td>d₂</td>
<td>24.20</td>
<td>30.66</td>
<td>10.51</td>
<td>3.33</td>
</tr>
<tr>
<td>Total value of documents</td>
<td>d₁</td>
<td>8.11</td>
<td>4.31</td>
<td>2.98</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td>d₂</td>
<td>21.26</td>
<td>25.13</td>
<td>32.09</td>
<td>5.45</td>
</tr>
</tbody>
</table>

21
The "law" just identified with reference to the dimension of the banking document does not seem to hold as well with reference to the dimension of the firm (D) as shown in Table 7. In fact, the use of the dollar grows with size in a very clear way only for exports and in 1982, particularly at the expense of the lira. On the import side, we remark the increase with size in the lira share at the expense of the partner's currency for 1982, but not for 1977.

2.2.3. The third data set allows an analysis of the distribution of firms according to metric variables or to indices that synthetize the set of variables just examined.

(i) As our main interest is in the choice of currency, the first index to be considered is one that measures the shares (C') that each firm allocates in its transactions to the four groups of currencies:

- C1' - share in Italian lira
- C2' - share in partner's currency
- C3' - share in dollar (as a third currency)
- C4' - share in other third currencies.

(ii) the second variable is the overall dimension of each firm, which is considered as a metric variable (D') equal to the total value of import (export) trade managed by the firm.

(iii) the third variable is the dimension "sector-country", which reproduces the variable d of section 2.2.1, but now considered as a metric variable (d').

(iv) the fourth variable is built with the purpose of overcoming the dichotomic classification of sectors 1 and 2, which was criticized above as being too stringent. In order to capture the different degree of capacity to make the price, we have classified the firms by an index which is based on the coefficient of variation of unit values (import or export respectively) over the countries of origin or of destination for each sector. The assumption is that a sector --on import or on export-- is composed of more or less homogeneous products and is more or less
competitive, the smaller or the larger is the coefficient of variation of "prices" across different countries of origin or destination. These coefficients of variation -- two (import and export) for each of the 23 sectors listed with reference to the variable S -- are then made specific to each firm by weighting them with the shares that a firm has in each sector:

$$S_k' = \sum_{i} k_{wi} s_i$$

where $s_i$ is the normalized coefficient of variation of unit values on import or export by countries of origin and destination.

(v) although the variable $S'$ is specifically meant to bypass the limitations of the two-sector classification used in section 2.2.1, we decided to introduce, as a check, also a variable ($S''$), which measures, for each firm, the share of its trade in the "price-taker" sector as was identified in the previous dichotomous classification;

(vi) with the same purpose of variable $L$, but again with the possibility of considering now a metric index, we built a variable $L'$, which represents, for every firm, its weighted average number of months leading or lagging the time of settlement with respect to the time of customs clearance, i.e.:

$$L_k' = \sum_{i} L_i k_{wi}$$

where $i$ ranges from -60 to +60 (months) and $k_{wi}$ is the share of a firm $k$'s transactions (in import or export) in each lead or lag interval;

(vii) a variable aimed at testing one of the hypotheses suggested by CWW is the share of the value of trade (import or export) that each firm transacts with countries having convertible currency (QC);
(viii) because of the institutional links between Italy and the other EEC countries, we thought useful to construct an index for the share of transactions that each firm has with EC countries, (QE);

(ix) an index of the number of different countries (NG) over which the total transactions of a firm are distributed during a year, either as imports or exports. This index is computed by the formula

\[ NG = \frac{2n}{n+1} \sum_{i=1}^{n} w_i(k) i_k \]

where n is the total number of countries with which the trader is active, \( w_i(k) \) is the i-share of trade in the decreasingly ordered list of shares, and k is the index of the country. Note that the ordering of countries is specific to each trader. Since

\[ \sum_{i=1}^{n} i = \frac{n(n+1)}{2} \]

the range of this index is the closed interval \([i,n]\).

(x) an index of the number of commodity sectors (NS) over which the total transactions of a firm are distributed during a year, computed as in (ix).

2.2.4. As a preliminary description of the distribution of firms by the variables presented in the preceding section, we discuss here the most interesting tables, which are those of currency choice (C'), total dimension (D'), sector-country dimension (d'), market structure (S').

In Tables 9-12, the firms are classified according to the shares that they transact in the four possible groups of currencies. Thus, in Table 9, we have 388 firms that have had at least one transaction in lira, classified by the share that each of them actually trades in lira (the shares are grouped in four classes for ease of tabulation).

It then appears that "Grassman's law" (in its original univariate formulation), although it has been tested by previous researchers on the
basis of data on individual transactions, also tends to hold for data aggregated over individual firms. In fact, Tables 9 and 10 jointly show that:

<table>
<thead>
<tr>
<th></th>
<th>TABLE 9</th>
<th>TABLE 10</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CURRENCY SHARES : LIRA</td>
<td>CURRENCY SHARES : PARTNER'S CURRENCY</td>
</tr>
<tr>
<td></td>
<td>YEAR 1977</td>
<td>YEAR 1977</td>
</tr>
<tr>
<td>IMPORTS</td>
<td>EXPORTS</td>
<td>IMPORTS</td>
</tr>
<tr>
<td>Firms</td>
<td>Firms</td>
<td>Firms</td>
</tr>
<tr>
<td>0 - 25%</td>
<td>181 46.65</td>
<td>0 - 25%</td>
</tr>
<tr>
<td></td>
<td>282 21.48</td>
<td>118 12.34</td>
</tr>
<tr>
<td>25% - 50%</td>
<td>62 15.98</td>
<td>25% - 50%</td>
</tr>
<tr>
<td></td>
<td>173 13.18</td>
<td>111 11.61</td>
</tr>
<tr>
<td>50% - 75%</td>
<td>48 12.37</td>
<td>50% - 75%</td>
</tr>
<tr>
<td></td>
<td>165 12.57</td>
<td>128 13.39</td>
</tr>
<tr>
<td>75% -100%</td>
<td>97 25.00</td>
<td>75% -100%</td>
</tr>
<tr>
<td></td>
<td>693 52.78</td>
<td>599 62.66</td>
</tr>
<tr>
<td>TOTAL</td>
<td>388 100.00</td>
<td>TOTAL</td>
</tr>
<tr>
<td></td>
<td>1313 100.00</td>
<td>936 100.00</td>
</tr>
<tr>
<td>IMPORTS</td>
<td>EXPORTS</td>
<td>EXPORTS</td>
</tr>
<tr>
<td>Firms</td>
<td>Firms</td>
<td>Firms</td>
</tr>
<tr>
<td>0 - 25%</td>
<td>192 43.74</td>
<td>0 - 25%</td>
</tr>
<tr>
<td></td>
<td>268 21.74</td>
<td>138 14.84</td>
</tr>
<tr>
<td>25% - 50%</td>
<td>52 11.85</td>
<td>25% - 50%</td>
</tr>
<tr>
<td></td>
<td>160 12.98</td>
<td>102 10.97</td>
</tr>
<tr>
<td>50% - 75%</td>
<td>47 10.71</td>
<td>50% - 75%</td>
</tr>
<tr>
<td></td>
<td>147 11.92</td>
<td>104 11.18</td>
</tr>
<tr>
<td>75% -100%</td>
<td>148 33.71</td>
<td>75% -100%</td>
</tr>
<tr>
<td></td>
<td>658 53.37</td>
<td>586 63.01</td>
</tr>
<tr>
<td>TOTAL</td>
<td>439 100.00</td>
<td>TOTAL</td>
</tr>
<tr>
<td></td>
<td>1233 100.00</td>
<td>930 100.00</td>
</tr>
</tbody>
</table>

(i) the number of firms exporting in lira is much larger in both years than the number of firms importing in lira;

(ii) out of the 1313 firms that dealt in lira in 1977 on the export side, 53% did most of their trade in lira (1233 and 53% also in 1982);

(iii) symmetrically, on the import side, about 45% of traders deal in the lower class of incidence for the lira;

(iv) similarly, but with opposite tendency, we see that the use of the partner's currency is slightly more popular among firms on the import than on the export side (965 firms as against 842 in 1977; 930 as against 841 in 1982);

(v) on the import side about 63% of the firms do most of their trade in the partner's currency, while on the export side the smallest use of this choice is the most frequent (from 38 to 44% of the firms).
Tables 11-12 represent the use of the dollar and of other currencies as vehicle currencies. It can be seen that, while the dollar is used by a larger number of firms on the export than on import side, among the firms who do deal in dollars, a small use of this currency is more frequent on export than on import side (and viceversa, a large use of the dollar is more frequent on import than on export side). The same pattern appears to hold, but in a stronger way, for the use of other third currencies, even though in this case the number of firms using them is more balanced between imports and exports.

Table 13 contains the univariate distribution of firms according to their overall trade dimension (D'), while Table 14 that according to the sector-market dimension.

For both measures of dimension, the distribution of firms appears to be skewed towards small size in terms of numbers of firms, and towards large size in terms of their values.

Table 15 is perhaps one of the most interesting descriptive tables, as it presents a new way of measuring the joint presence of product
TABLE 13
SIZE OF FIRMS (\(D'\))
VALUES IN BILLION LIRA
YEAR 1977

<table>
<thead>
<tr>
<th>CLASSES</th>
<th>IMPORTS</th>
<th>EXPORTS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FIRMS</td>
<td>%</td>
</tr>
<tr>
<td>0.0 - 1.8</td>
<td>987</td>
<td>90.72</td>
</tr>
<tr>
<td>1.8 - 6.1</td>
<td>73</td>
<td>6.71</td>
</tr>
<tr>
<td>6.1 - 37.6</td>
<td>21</td>
<td>1.93</td>
</tr>
<tr>
<td>&gt; 37.6</td>
<td>7</td>
<td>0.64</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td><strong>1088</strong></td>
<td><strong>100.00</strong></td>
</tr>
</tbody>
</table>

YEAR 1982

<table>
<thead>
<tr>
<th>CLASSES</th>
<th>IMPORTS</th>
<th>EXPORTS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FIRMS</td>
<td>%</td>
</tr>
<tr>
<td>0.0 - 3.2</td>
<td>974</td>
<td>90.27</td>
</tr>
<tr>
<td>3.2 - 9.0</td>
<td>70</td>
<td>6.49</td>
</tr>
<tr>
<td>9.0 - 36.8</td>
<td>24</td>
<td>2.22</td>
</tr>
<tr>
<td>&gt; 36.8</td>
<td>11</td>
<td>1.02</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td><strong>1079</strong></td>
<td><strong>100.00</strong></td>
</tr>
</tbody>
</table>

TABLE 14
SIZE OF FIRMS IN SECTOR-MARKETS (\(d'\))
VALUES IN BILLION LIRA
YEAR 1977

<table>
<thead>
<tr>
<th>CLASSES</th>
<th>IMPORTS</th>
<th>EXPORTS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FIRMS</td>
<td>%</td>
</tr>
<tr>
<td>0 - 0.5</td>
<td>156</td>
<td>14.34</td>
</tr>
<tr>
<td>0.5 - 1.0</td>
<td>562</td>
<td>51.65</td>
</tr>
<tr>
<td>1.0 - 3.0</td>
<td>219</td>
<td>20.13</td>
</tr>
<tr>
<td>3.0 - 10.0</td>
<td>137</td>
<td>12.13</td>
</tr>
<tr>
<td>&gt; 10.0</td>
<td>19</td>
<td>1.75</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td><strong>1088</strong></td>
<td><strong>100.00</strong></td>
</tr>
</tbody>
</table>

YEAR 1982

<table>
<thead>
<tr>
<th>CLASSES</th>
<th>IMPORTS</th>
<th>EXPORTS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FIRMS</td>
<td>%</td>
</tr>
<tr>
<td>0 - 0.5</td>
<td>160</td>
<td>14.83</td>
</tr>
<tr>
<td>0.5 - 1.0</td>
<td>576</td>
<td>53.38</td>
</tr>
<tr>
<td>1.0 - 3.0</td>
<td>208</td>
<td>19.28</td>
</tr>
<tr>
<td>3.0 - 10.0</td>
<td>109</td>
<td>10.10</td>
</tr>
<tr>
<td>&gt; 10.0</td>
<td>26</td>
<td>2.41</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td><strong>1079</strong></td>
<td><strong>100.00</strong></td>
</tr>
</tbody>
</table>

heterogeneity and price-making capacity. As expected for a country like Italy --relatively small but exporting more differentiated products than those it imports-- the frequency distributions for imports and exports are opposite: most firms are either importing standardized products or unable to influence their price, while on the export side a substantial number of firms sell products which are either more heterogeneous or such that a higher degree of price discrimination is possible.
### TABLE 13
INDEX OF "MARKET POWER" (S')

<table>
<thead>
<tr>
<th>Year 1977 Imports</th>
<th></th>
<th>Year 1982 Imports</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Firms</td>
<td></td>
<td>Firms</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0 - 0.2</td>
<td>653</td>
<td>60.02</td>
<td>49</td>
</tr>
<tr>
<td>0.2 - 0.4</td>
<td>236</td>
<td>21.69</td>
<td>357</td>
</tr>
<tr>
<td>0.4 - 0.6</td>
<td>57</td>
<td>5.24</td>
<td>318</td>
</tr>
<tr>
<td>0.6 - 0.8</td>
<td>33</td>
<td>3.03</td>
<td>513</td>
</tr>
<tr>
<td>0.8 - 1.0</td>
<td>109</td>
<td>10.02</td>
<td>236</td>
</tr>
<tr>
<td>TOTAL</td>
<td>1088</td>
<td>100.00</td>
<td>1473</td>
</tr>
</tbody>
</table>

3. Analysis of the multivariate classification of the set of banking documents.

3.1. Methodology

A multivariate analysis of contingency tables can be performed through loglinear models. Even if conceived for association analysis (Goodman, 1970), these models can be used also for analyzing structural asymmetric relationships between "explained" and "explanatory" variables in terms of statements of conditional independence. In fact, a relationship between log-linear models and multivariate logit models has been established (Goodman, 1971; Nerlove and Press, 1976; König, Nerlove, Oudiz, 1979, 1981).
On the basis of the so-called log-linear "saturated model" it is possible to rebuild exactly the logarithm of the cells of a multivariate contingency table by means of additive contributions of the single variables and of all the interactions among them up to the $k$-th order, $k$ being the dimension of the table. A representation by means of a saturated model does not allow a parsimonious interpretation of the phenomenon under exam, but it reveals the pattern of association among variables. The analysis of the parameters of the saturated models is also a guide in looking for more parsimonious models.

The search for a model simpler than the saturated one is interesting because it allows to detect particular structures in the data sets, focusing on fewer but sufficient elements of the phenomenon. However, a necessary condition for such "parsimonious" models to be acceptable is that they fit data in an adequate way. A model which fits well means that there is no significant difference, tested by a $\chi^2$-type statistic, between the actual cell values and those estimated by the log-linear unsaturated model. In our case, however, it is difficult to have good fits (in the $\chi^2$ sense) with models which are more parsimonious than the saturated one, because, as is well known, $\chi^2$-type statistics are function of the total number of cases considered: our sample is so large that the computed $\chi^2$ for most unsaturated models always produce significant values.

Hence, in our study we shall not use the $\chi^2$ criterion to choose an adequate model; we shall instead refer to economic theory, which suggests a class of models suitable for our investigation. In fact, our main interest is in trying to explain the choice of a currency in the light of the other available variables. Thus, we want to analyse --separately for import and export and for the two years considered-- the model which allocates the probabilities $p(C|G,S,L,D,B)$, where $D$ stands alternatively for one of the two variables $D$ and $d$, and where we consider only the first order interactions between the explanatory and explained variables. This model, which excludes second and higher order interactions among $C$ and the other variables, is therefore the simplest among those investigating the association between the choice of currency and the other variables, conditionally on the association among the set of the variables ($G,S,L,B,D$). In other words, the restricted model shall yield the conditional probability that a banking document is settled in
one of the four categories for the choice of currency. This probability could be computed with the contribution of all the additive terms, related to the association among \((G, S, L, D, B)\), and with the contribution of coefficients linked to variable \(C\) and to the interactions between \(C\) and \(G, C\) and \(S, C\) and \(L, C\) and \(D, C\) and \(B\). We shall analyse the statistical significance and algebraic sign of such coefficients, rather than the probabilities (multivariate logits) of having a particular choice of currency.

3.2. The results.

The model of the preceding paragraph has been fitted to the two six dimensional tables, where \(D\) and \(d\) are alternatively considered. Moreover, with respect to the descriptive analysis of section 2.2.2, we grouped together the categories from \(G6\) to \(G11\) of variable \(G\) (thus obtaining a more compact definition of the category "Rest of the world"), the categories \(B3\) and \(B4\) of variable \(B\), and \(D3\) and \(D4\) of variable \(D\). The results for the two measures of dimension did not show remarkable differences; therefore we report only those concerning \(D\) as a variable characterizing the dimension of the firm.

In Tables 16 and 17 are reported the estimates of the log-linear parameters for the variable \(C\) and the interactions between \(C\) and the other variables. Under each coefficient is reported within brackets its standardized value, which can be used for testing the difference from zero of the estimated values on a standardized normal distribution.

(1) Let us first examine the results related to exports, for the two years considered (Table 16). The contribution of the variable \(C\) by itself is very important, as can be seen from the standardized values. The signs of the coefficients, which add up to zero by hypothesis, show opposite tendencies for the subset of the vehicle currencies (strong and negative) and the subset of the domestic and partner's currencies (strong and positive).

The analysis of the interaction between \(C\) and \(S\) may be compared with two of the hypotheses which were tested in a different way by CWW. The first one is that the goods of sector 2 (tradables settled in the
Table 16
Log-linear parameter estimates for Exports

<table>
<thead>
<tr>
<th>Effect of the variable</th>
<th>1977</th>
<th>1982</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C1</td>
<td>C2</td>
</tr>
<tr>
<td>Effect of the interaction</td>
<td>(.058)</td>
<td>(.201)</td>
</tr>
<tr>
<td>G1</td>
<td>.521</td>
<td>.685</td>
</tr>
<tr>
<td>G2</td>
<td>.616</td>
<td>.810</td>
</tr>
<tr>
<td>G3</td>
<td>.121</td>
<td>.211</td>
</tr>
<tr>
<td>G4</td>
<td>.444</td>
<td>.634</td>
</tr>
<tr>
<td>G7</td>
<td>.262</td>
<td>.392</td>
</tr>
<tr>
<td>G8</td>
<td>.154</td>
<td>.244</td>
</tr>
<tr>
<td>Effect of the interaction</td>
<td>(.058)</td>
<td>(.201)</td>
</tr>
<tr>
<td>L1</td>
<td>.521</td>
<td>.685</td>
</tr>
<tr>
<td>L2</td>
<td>.616</td>
<td>.810</td>
</tr>
<tr>
<td>L3</td>
<td>.121</td>
<td>.211</td>
</tr>
<tr>
<td>L4</td>
<td>.444</td>
<td>.634</td>
</tr>
<tr>
<td>L5</td>
<td>.392</td>
<td>.592</td>
</tr>
<tr>
<td>L7</td>
<td>.262</td>
<td>.392</td>
</tr>
<tr>
<td>L8</td>
<td>.154</td>
<td>.244</td>
</tr>
<tr>
<td>Effect of the interaction</td>
<td>(.058)</td>
<td>(.201)</td>
</tr>
<tr>
<td>D1</td>
<td>.521</td>
<td>.685</td>
</tr>
<tr>
<td>D2</td>
<td>.616</td>
<td>.810</td>
</tr>
<tr>
<td>D3</td>
<td>.121</td>
<td>.211</td>
</tr>
<tr>
<td>D4</td>
<td>.444</td>
<td>.634</td>
</tr>
<tr>
<td>D5</td>
<td>.392</td>
<td>.592</td>
</tr>
<tr>
<td>D7</td>
<td>.262</td>
<td>.392</td>
</tr>
<tr>
<td>D8</td>
<td>.154</td>
<td>.244</td>
</tr>
</tbody>
</table>

seller's currency) will be invoiced in the exporter's currency. This agrees with the positive and significant values obtained for C1/S2 and the negative and significative values of C3/S2 in both years. For 1977 we have a positive association between S2 and C4. For 1982 all signs agree with such hypothesis, even if the coefficient is not significantly different from zero for C2/S2. Specular comments can be referred to the association between S1 and the choice of the currency: in fact, in this
class of models, coefficients must sum up to zero. Thus, the second hypothesis, that tradables of sector 1 (i.e. of efficient markets) are invoiced in a vehicle currency, is supported by the negative coefficient of C1/S1 and the positive coefficient of C3/S1.

Another very interesting interaction occurs between the choice of the currency and the geopolitical area. Almost all these coefficients are statistically significant. In particular C1 (the domestic currency) is positively associated only in trade with our three main partners (Germany, France and the USA). Thus, Grassman's law turns out to be confirmed but with two limitations: first it applies to trade with a subset of countries, even though to the main partners, second it does not reflect in an opposite use of the partner's currency, as also the association C2 is positive with G1/G3.

The contrary pattern (a negative association with both domestic and partner's currency) is observed in exports to Switzerland, the "Rest of Europe", and the "Rest of the World". This result --which is at odds with Grassman's law-- is probably due to a relatively stronger influence of the dollar (except for Switzerland) and of other third currencies (probably the D.M., particularly for Switzerland) as "vehicle" currencies in these areas. In the case of Belgium, Luxembourg, the Netherlands and Denmark, it is interesting to notice that the standard pattern, already modified for Switzerland, becomes even more bent towards the use of other third currencies (e.g. the DM), and less so towards the US dollar: a result in line with the inclusion of these countries into an informal but economically important "DM area". This is true, but only in part, also for exports to the UK, in so far as the dollar has a positive association with G4; the negative association of the pound (C2) and other third currencies (C4) suggests that the decline in the international role of sterling has already been accomplished but also that other third currencies have not succeeded to pick up this role in our export trade to this country.

The association between choice of currency and leads and lags appears to be strong. The sign is negative for C1/L1 and C2/L1, positive for C3/L1 and C4/L1.

Let us now consider the interactions between the choice of the currency and the dimension of the banking document and of the firm. As for the first, we note that the dimension of the banking document is
never associated with C4, switches from strong negative to strong positive coefficient for the dollar, while the opposite result holds for the partner's currency. For the Italian lira, there is a positive association with small, and a negative one with large dimensions in 1982, showing the progressive loss of relevance of the domestic currency during the period (in 1977 we notice irrelevance for the interaction C1/B3).

With respect to the relationship between choice of currency and dimension of the firm, we remark signs going from negative to positive for C3 and C4, suggesting that traders who are important on the market choose the use of a vehicle currency for their exports, as this appears more reliable. There is substantial irrelevance of the association between exporting in the partner's currency and dimension of the firm, and this agrees with common sense. On the other hand, settling in domestic currency is advantageous to exporters and corresponds to the initial hypothesis by Grassman, but this is so only for small traders. It is interesting to remark the indifference in the choice of currency for medium dimension traders and the negative association of lira with their large dimension.

(ii) In Table 17 are reported the corresponding results from the import side. In this case, the contribution of the currencies by themselves is not equally relevant as for exports. In particular we find that the dollar by itself is never relevant and that C1 shows a negative value in 1977, which becomes irrelevant in 1982.

The parameters of the interaction between sector and choice of the currency show a pattern which agrees with the findings by CWW. In fact, since in this case the exporter's currency is the partner's one, we find a strong and positive association between C2 and S2 as expected, and a strong but negative association between C1 and S2. A substantial independence seems to exist between the sector and C4. The association with the dollar is irrelevant in 1977. In 1982, dollar and partner's currency show the same kind of association, while, according to the findings of other researchers, sector 1 ought to be dealt with in a vehicle currency.

As for the relationship between geopolitical area and choice of the currency, we notice the same pattern of association for Germany and
<table>
<thead>
<tr>
<th>Effect of the variable</th>
<th>1977</th>
<th>1982</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C1</td>
<td>C2</td>
</tr>
<tr>
<td>Effect of the variable</td>
<td>C1</td>
<td>C2</td>
</tr>
<tr>
<td></td>
<td>-2.25</td>
<td>1.229</td>
</tr>
<tr>
<td></td>
<td>(5.205)</td>
<td>(32.966)</td>
</tr>
<tr>
<td>Effect of the interaction</td>
<td>S1</td>
<td>-2.295</td>
</tr>
<tr>
<td></td>
<td>(6.218)</td>
<td>(6.335)</td>
</tr>
<tr>
<td>Effect of the interaction</td>
<td>S2</td>
<td>-2.295</td>
</tr>
<tr>
<td></td>
<td>(6.122)</td>
<td>(6.327)</td>
</tr>
<tr>
<td>Effect of the interaction</td>
<td>S3</td>
<td>.359</td>
</tr>
<tr>
<td></td>
<td>(2.430)</td>
<td>(11.583)</td>
</tr>
<tr>
<td>Effect of the interaction</td>
<td>G1</td>
<td>.352</td>
</tr>
<tr>
<td></td>
<td>(2.752)</td>
<td>(5.565)</td>
</tr>
<tr>
<td>Effect of the interaction</td>
<td>G2</td>
<td>-1.091</td>
</tr>
<tr>
<td></td>
<td>(6.596)</td>
<td>(19.304)</td>
</tr>
<tr>
<td>Effect of the interaction</td>
<td>G3</td>
<td>.283</td>
</tr>
<tr>
<td></td>
<td>(2.260)</td>
<td>(-1.198)</td>
</tr>
<tr>
<td>Effect of the interaction</td>
<td>G4</td>
<td>-0.846</td>
</tr>
<tr>
<td></td>
<td>(7.206)</td>
<td>(4.357)</td>
</tr>
<tr>
<td>Effect of the interaction</td>
<td>G5</td>
<td>.516</td>
</tr>
<tr>
<td></td>
<td>(4.522)</td>
<td>(-3.518)</td>
</tr>
<tr>
<td>Effect of the interaction</td>
<td>G6</td>
<td>1.555</td>
</tr>
<tr>
<td></td>
<td>(3.338)</td>
<td>(-2.473)</td>
</tr>
<tr>
<td>Effect of the interaction</td>
<td>G7</td>
<td>1.090</td>
</tr>
<tr>
<td></td>
<td>(.800)</td>
<td>(-19.478)</td>
</tr>
<tr>
<td>Effect of the interaction</td>
<td>G8</td>
<td>-1.418</td>
</tr>
<tr>
<td></td>
<td>(.869)</td>
<td>(1.187)</td>
</tr>
<tr>
<td>Effect of the interaction</td>
<td>C1</td>
<td>.236</td>
</tr>
<tr>
<td></td>
<td>(3.86)</td>
<td>(10.805)</td>
</tr>
<tr>
<td>Effect of the interaction</td>
<td>C2</td>
<td>-1.216</td>
</tr>
<tr>
<td></td>
<td>(-1.715)</td>
<td>(2.903)</td>
</tr>
<tr>
<td>Effect of the interaction</td>
<td>C3</td>
<td>.12</td>
</tr>
<tr>
<td></td>
<td>(-1.612)</td>
<td>(-9.85)</td>
</tr>
<tr>
<td>Effect of the interaction</td>
<td>C4</td>
<td>.430</td>
</tr>
<tr>
<td></td>
<td>(-6.392)</td>
<td>(4.762)</td>
</tr>
<tr>
<td>Effect of the interaction</td>
<td>D1</td>
<td>.03</td>
</tr>
<tr>
<td></td>
<td>(-.641)</td>
<td>(.534)</td>
</tr>
<tr>
<td>Effect of the interaction</td>
<td>D2</td>
<td>.659</td>
</tr>
<tr>
<td></td>
<td>(6.617)</td>
<td>(-4.002)</td>
</tr>
</tbody>
</table>

France: a strong and positive association with C1 and C2, a strong and negative one with C3 and C4, apart from the irrelevance of the interaction of the dollar with France. For the USA there is a negative association with the lira and a positive one with the partner's currency, i.e., the dollar. An uncertain pattern, except for the constant positive association with the dollar, is shown with the UK. For Switzerland there is a negative and strong association with the lira and
the partner's currency, and a positive one with vehicle currencies. For Belgium, Luxemburg, the Netherlands and Denmark, we have a positive association with the lira and the dollar (only in 1977), a negative one with the partner's currency (not significant in 1982) and irrelevance for the other vehicle currencies. For the rest of Western Europe we have a positive association with the lira, and a negative one with the partner's currency. For the rest of the world we remark the irrelevance of the lira, a negative association with the partner's currency, and a positive one with the other third currencies. It is interesting to remark that these results, together with those already discussed on the export side, show how, rather than looking for a simplistic application of Grassman's law, it is necessary to interpret the associations between currency and countries according to the type of country involved. In fact, in dealing with our main partners (Germany, France and the USA), the currency pattern is practically the same on import as on export side: a result, by the way, which shows the advantage of using methods for the analysis of multivariate tables, as these enable to look for regularities --such as the one suggested by Grassman-- at a more complex level of aggregation.

The relationship between leads and lags and choice of currency has the same structure as for exports.

With regard to the dimension of the banking document, we have an uncertain behaviour for the lira, and a clear switch from positive to negative association for C2 when dimension increases: since it is generally unattractive for the importer to settle in C2, this occurs only for small transactions. The same interpretation can be given to the switch from negative to positive association between dimension of the banking document, the dollar (in its use as a vehicle currency), and the other vehicle currency (notice however the insignificance of the latter in 1982).

Comparing the choice of the currency with the dimension of the trader, we can remark a substantial indifference in 1977 as the dimension of the trader increases, but a certain strength of association from negative to positive for the dollar in 1982, together with the opposite tendency for the other third currency. For the partner's currency we move from positive to negative association as the dimension of the trader increases, while for Italian lira the opposite switch from
negative to positive association, significant in 1977, seems not to continue in 1982.

4. Analysis of the multivariate classification of the set of trading firms

4.1. Methodology.

We have already remarked that, in dealing with firms rather than individual transactions (number or values of documents), it is possible to relate each firm's annual shares in the four choices of currency to a set of variables which are metric and not categorical. These variables are the indices, for the various characteristics of each firm, that were described and tabulated in sections 2.2.3 and 2.2.4. Thus, the traditional method of regression analysis, which fits the best linear relationship between a dependent variable and a set of "explanatory" variables, can now be employed.

The method of estimation must be such to respect the constraints imposed by the fact that the sum of four shares adds up to unity, and that each share is related to the same set of variables. In our case, the problem is directly solved by OLS method, as this yields estimates for each one of the four equations such that the coefficients of the variables add up to zero, the sum of the constants adds up to 100, so that for each individual firm the estimated shares exhaust the total.

Our aim being to explore the possible determinants of the behaviour of firms with respect to the choice of currency, we estimate the relations cross-section over the set of firms; and we do so for two different years, in order to check for the stability of the estimates.

Ideally, we should first specify a functional form between the control variable (choice of currency) and a set of variables suggested by a theory of the economic behaviour of importers and exporters with respect to this choice. However, a full specification would require a model in which the decision about the currency is part of a joint decision on quantities produced and prices quoted or quantities sold in the different markets. A model of this type, although theoretically available in bits and pieces, can be hardly fitted to the data at our
disposal. We have therefore limited our analysis, at this stage, to an exploratory search based on linear functions that relate only the choice of currency to a set of variables which are apt to capture and test the various hypotheses that previous authors have suggested on the basis of observed regularities.

4.2. The results

In Tables 18 and 19 we present the results of the regressions based on individual firms' data (import and export) for the years 1977 and 1982.

<table>
<thead>
<tr>
<th>Year</th>
<th>Constant</th>
<th>D'</th>
<th>D'</th>
<th>S'</th>
<th>S'</th>
<th>L'</th>
<th>QC</th>
<th>QE</th>
<th>NC</th>
<th>NS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1977</td>
<td>C1'</td>
<td>71.20</td>
<td>.18</td>
<td>-.02</td>
<td>-4.94</td>
<td>-.03</td>
<td>-.001</td>
<td>.02</td>
<td>-.05</td>
<td>-1.40</td>
</tr>
<tr>
<td></td>
<td>R^2 = .05</td>
<td>(1.25)</td>
<td>(-.403)</td>
<td>(-1.22)</td>
<td>(.65)</td>
<td>(.59)</td>
<td>(-1.31)</td>
<td>(-2.73)</td>
<td>(.67)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C2'</td>
<td>-7.65</td>
<td>-.10</td>
<td>.01</td>
<td>-4.94</td>
<td>.04</td>
<td>.007</td>
<td>.29</td>
<td>.10</td>
<td>.03</td>
</tr>
<tr>
<td></td>
<td>R^2 = .17</td>
<td>(-.87)</td>
<td>(4.37)</td>
<td>(-.30)</td>
<td>(2.06)</td>
<td>(1.37)</td>
<td>(9.66)</td>
<td>(3.52)</td>
<td>(.08)</td>
<td>(.39)</td>
</tr>
<tr>
<td></td>
<td>C3'</td>
<td>34.58</td>
<td>-.06</td>
<td>.01</td>
<td>4.68</td>
<td>-.01</td>
<td>-.002</td>
<td>-.31</td>
<td>-.04</td>
<td>1.34</td>
</tr>
<tr>
<td></td>
<td>R^2 = .23</td>
<td>(-.85)</td>
<td>(5.09)</td>
<td>(1.84)</td>
<td>(-.43)</td>
<td>(-1.22)</td>
<td>(-12.77)</td>
<td>(-1.75)</td>
<td>(4.11)</td>
<td>(-1.62)</td>
</tr>
<tr>
<td></td>
<td>C4'</td>
<td>1.85</td>
<td>-.02</td>
<td>.001</td>
<td>1.20</td>
<td>-.002</td>
<td>.001</td>
<td>-.004</td>
<td>-.01</td>
<td>.03</td>
</tr>
<tr>
<td></td>
<td>R^2 = .01</td>
<td>(.40)</td>
<td>(.40)</td>
<td>(1.80)</td>
<td>(-.24)</td>
<td>(1.37)</td>
<td>(-.44)</td>
<td>(-1.37)</td>
<td>(.27)</td>
<td>(.12)</td>
</tr>
<tr>
<td>1982</td>
<td>C1'</td>
<td>73.69</td>
<td>.12</td>
<td>-.02</td>
<td>-2.87</td>
<td>-.01</td>
<td>-.005</td>
<td>.02</td>
<td>-.10</td>
<td>-1.65</td>
</tr>
<tr>
<td></td>
<td>R^2 = .05</td>
<td>(.86)</td>
<td>(.01)</td>
<td>(.46)</td>
<td>(-.33)</td>
<td>(-2.73)</td>
<td>(.43)</td>
<td>(-2.68)</td>
<td>(-2.89)</td>
<td>(-.80)</td>
</tr>
<tr>
<td></td>
<td>C2'</td>
<td>-5.69</td>
<td>-.17</td>
<td>.01</td>
<td>-2.22</td>
<td>-.01</td>
<td>.003</td>
<td>.29</td>
<td>.18</td>
<td>.65</td>
</tr>
<tr>
<td></td>
<td>R^2 = .21</td>
<td>(-1.56)</td>
<td>(3.23)</td>
<td>(.06)</td>
<td>(-.51)</td>
<td>(2.26)</td>
<td>(9.44)</td>
<td>(6.15)</td>
<td>(.99)</td>
<td>(-.17)</td>
</tr>
<tr>
<td></td>
<td>C3'</td>
<td>28.85</td>
<td>.12</td>
<td>.01</td>
<td>1.82</td>
<td>.01</td>
<td>.001</td>
<td>-2.29</td>
<td>-.08</td>
<td>.69</td>
</tr>
<tr>
<td></td>
<td>R^2 = .26</td>
<td>(1.51)</td>
<td>(4.15)</td>
<td>(4.48)</td>
<td>(.37)</td>
<td>(3.46)</td>
<td>(-12.61)</td>
<td>(-3.54)</td>
<td>(2.06)</td>
<td>(2.02)</td>
</tr>
<tr>
<td></td>
<td>C4'</td>
<td>1.13</td>
<td>.07</td>
<td>.004</td>
<td>1.27</td>
<td>.01</td>
<td>.000</td>
<td>-.02</td>
<td>-.003</td>
<td>.51</td>
</tr>
<tr>
<td></td>
<td>R^2 = .03</td>
<td>(-.93)</td>
<td>(3.95)</td>
<td>(.75)</td>
<td>(1.97)</td>
<td>(.36)</td>
<td>(-.69)</td>
<td>(-.32)</td>
<td>(3.41)</td>
<td>(-.97)</td>
</tr>
</tbody>
</table>

An overall survey of these tables brings to light a first remarkable characteristic: the relative stability of the estimates through time. While this may usefully be tested by performing the same regressions over the whole set of years, it already justifies the limitation of the analysis to these two representative periods for the purpose of this paper.
<table>
<thead>
<tr>
<th>Year</th>
<th>Constant</th>
<th>( B' )</th>
<th>( D' )</th>
<th>( S' )</th>
<th>( S'' )</th>
<th>( L' )</th>
<th>( Q' )</th>
<th>( QE )</th>
<th>( NC )</th>
<th>( NS )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1977</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>22.66</td>
<td>-.24</td>
<td>.01</td>
<td>-.15</td>
<td>.13</td>
<td>.01</td>
<td>-.21</td>
<td>.03</td>
<td>-.2.04</td>
<td>.07</td>
</tr>
<tr>
<td></td>
<td>(-1.57)</td>
<td>(5.02)</td>
<td>(-2.76)</td>
<td>(5.62)</td>
<td>(4.28)</td>
<td>(5.67)</td>
<td>(1.26)</td>
<td>(-2.38)</td>
<td>(-.02)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>9.87</td>
<td>.13</td>
<td>-.13</td>
<td>.42</td>
<td>-.73</td>
<td>.003</td>
<td>.73</td>
<td>.07</td>
<td>.4.09</td>
<td>4.27</td>
</tr>
<tr>
<td></td>
<td>(0.80)</td>
<td>(-4.51)</td>
<td>(2.56)</td>
<td>(-5.33)</td>
<td>(-3.06)</td>
<td>(18.37)</td>
<td>(2.56)</td>
<td>(-4.37)</td>
<td>(3.16)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>59.35</td>
<td>.19</td>
<td>-.001</td>
<td>.67</td>
<td>-.002</td>
<td>-.02</td>
<td>-.46</td>
<td>.09</td>
<td>4.32</td>
<td>-3.26</td>
</tr>
<tr>
<td></td>
<td>(1.48)</td>
<td>(-.32)</td>
<td>(-.52)</td>
<td>(-.10)</td>
<td>(-3.69)</td>
<td>(-3.68)</td>
<td>(-4.27)</td>
<td>(4.16)</td>
<td>(-3.05)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>8.32</td>
<td>-.08</td>
<td>.000</td>
<td>.59</td>
<td>.006</td>
<td>.000</td>
<td>-.06</td>
<td>-.01</td>
<td>1.62</td>
<td>-1.05</td>
</tr>
<tr>
<td></td>
<td>(-1.12)</td>
<td>(.31)</td>
<td>(.78)</td>
<td>(.52)</td>
<td>(.08)</td>
<td>(-3.49)</td>
<td>(-.73)</td>
<td>(3.77)</td>
<td>(-1.69)</td>
<td></td>
</tr>
<tr>
<td>1982</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>16.33</td>
<td>-.24</td>
<td>.01</td>
<td>5.78</td>
<td>.14</td>
<td>.01</td>
<td>-.25</td>
<td>.04</td>
<td>-.09</td>
<td>-.76</td>
</tr>
<tr>
<td></td>
<td>(-1.88)</td>
<td>(3.77)</td>
<td>(.94)</td>
<td>(5.28)</td>
<td>(4.06)</td>
<td>(4.09)</td>
<td>(1.30)</td>
<td>(-0.90)</td>
<td>(-.48)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>16.36</td>
<td>.06</td>
<td>-.01</td>
<td>-.32</td>
<td>-.35</td>
<td>-.006</td>
<td>.72</td>
<td>.06</td>
<td>-.56</td>
<td>3.79</td>
</tr>
<tr>
<td></td>
<td>(.28)</td>
<td>(-3.98)</td>
<td>(-1.37)</td>
<td>(-5.40)</td>
<td>(-3.85)</td>
<td>(12.36)</td>
<td>(1.16)</td>
<td>(-4.21)</td>
<td>(2.36)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>39.45</td>
<td>.25</td>
<td>.002</td>
<td>9.16</td>
<td>.02</td>
<td>.006</td>
<td>-.32</td>
<td>.08</td>
<td>3.13</td>
<td>-1.84</td>
</tr>
<tr>
<td></td>
<td>(1.55)</td>
<td>(.96)</td>
<td>(2.10)</td>
<td>(.86)</td>
<td>(-2.47)</td>
<td>(-2.70)</td>
<td>(4.33)</td>
<td>(4.29)</td>
<td>(-2.67)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>19.61</td>
<td>-.03</td>
<td>-.001</td>
<td>-.76</td>
<td>-.01</td>
<td>-.001</td>
<td>-.16</td>
<td>-.001</td>
<td>1.50</td>
<td>-.240</td>
</tr>
<tr>
<td></td>
<td>(-.39)</td>
<td>(-.078)</td>
<td>(-2.51)</td>
<td>(-.76)</td>
<td>(-.76)</td>
<td>(-.64)</td>
<td>(-.09)</td>
<td>(2.87)</td>
<td>(-1.80)</td>
<td></td>
</tr>
</tbody>
</table>

A second overall characteristic of the estimates is the relatively high (for cross section estimates) values of the \( R^2 \) statistic in the case of the shares of trade settled in the partner's currency or in dollars as third currency; but also the very unsatisfactory fit in the case of the shares settled in lira and in third currencies other than the dollar. The persistence of such an asymmetric result calls for a deeper statistical analysis. In fact, the number of zero values in the dependent variable is particularly important in the case of lira and other third currencies shares (see tables 9-12); this problem should be treated with a model for "censored" variables. The standard regression model in this case should more correctly be substituted by other models, such as the tobit model. Yet, an attempt to estimate regression coefficients only on the sample of non-zero observations gave results not very different from those obtained from the whole sample. We are left, however, with data that, on the basis of the model here used, do not throw the same amount of light on the determinants of the choice of lira and other third currencies, as on those for the choice of the partner's currency and the dollar.
Considering now the importance of the explanatory variables, it is of interest to see that the trade dimension of the firm (D') never contributes significantly to explaining the variability of the currency shares. However, the other measure of dimension (d'), which tries to capture the specific economic importance of a firm in a product sector and in a market (relative to the average firm in the sample), is very significant on the import side for the shares in lira and in the partner's currency, and for almost all currency shares on the export side. The symmetrically opposite signs of the coefficients of the lira and of the partner's currency as between imports and exports, suggest that firms with a relatively higher market weight (as measured by d') succeed in settling their imports more in the weak currency and less in the generally stronger partner's currency, while for exports they do the opposite, as the speculative advantage of being creditor in relatively stronger currencies is the reverse. The statistical strength of these coefficients is slightly higher in 1977 than in 1982, possibly because the domestic currency was relatively weaker in the former than in the latter year. Notice also that, on the export side, the dollar (in 1977), together with other third currencies (in 1982), and the partner's currency, are chosen more by economically weighty firms.

With respect to McKinnon's hypothesis, the variables S' and S" only partially confirm it. Our attempt to avoid the dichotomic partition in price-taking and price-making markets through the construction of the variable S' (which specifically attempts to capture the joint aspects of product heterogeneity and price discrimination) appears to be successful only on the import side, but even so not with stable coefficients: in 1977 the higher is the capacity to make the price on the part of the foreign exporter (Italian imports) the lower is the use of the lira and the higher that of the partner's currency; a result fully in line with McKinnon's law. This, however, does not carry over to 1982, when the signs of these two coefficients change (but they are insignificantly different from zero), while there appears to be a positive association with the share settled in dollars and a negative one with that settled in other third currencies.

On the export side the variable S' is almost insignificant: yet, the positive but weak coefficients for the shares in dollars and in other third currencies may suggest that for Italian firms a relatively
higher capacity to make the price pushes them to do so in dollars or in other currencies rather than in domestic currency: a result which, together with the one already commented with respect to the variable d', is probably a reasonable modification of Grassman's and McKinnon's laws for a country with a structurally weak currency.

The dichotomic partition in "price taker-price maker" sectors is here measured by S" as the firm's share in markets labelled as competitive. Also this variable is much more significant on the import than on the export side. We notice that the larger is the share of a firm's imports that come through competitive markets, the lower is the quota of the partner's currency, and very significantly so for both years: a result fully in line with McKinnon's law. Less easy to understand economically is why this goes to the advantage of the quota settled in lira, rather than of that settled in dollars or in other third currencies; however, the effect of S" should be read jointly with that of S' in order to evaluate how the two measures of the phenomenon reinforce (in 1977) or complement (in 1982) each other.

On the export side, the only significant coefficient of S" is the one for C2' in 1977, which, together with the hardly significant negative coefficient of C1', confirms McKinnon's law only in part: firms exporting more in competitive markets settle their receipts less in lira but more in the partner's currency, rather than in major or minor vehicle currencies. This behaviour is not confirmed in 1982. It is worth underlying that, on the export side, the two variables S' and S" are generally weak. Thus, we may summarize their overall effect by saying that McKinnon's law, in the case of Italian trade, appears to be verified, but with important conditional limitations, only on the import side.

Moving now to the other variables and possible interpretations, the influence of L' is particularly interesting. On the import side it clearly appears that longer lags in payment are associated with higher lira shares and lower dollar shares or, in a weaker way, lower partner's currency shares. The suggestion is that Italian importers, considering the domestic currency weak relative to the main alternative choices, try and succeed in lagging their payments so as to take advantage from such weakness, and in leading them so as to reduce risky positions in relatively strong currencies. The fact that the Italian side in the deal
appears to impose the choice to its own advantage could be explained with the fewer possibilities for covering that are available to Italian traders relative to their more diversified and financially control-freer partners. This result is confirmed by the opposite signs of variable L', on the export side: the coefficients, however, are significant only for 1982 (and not fully for the dollar share).

The variable QC, which measures a firm's share of trade with countries whose currency is convertible, is a powerful one for explaining the variability of the choice of currency, particularly so on the import side. The interpretation is straightforward: the more a firm imports from non-convertible currency countries (i.e. the lower is the value of QC), the more it tends to use the dollar, the lira, or minor vehicle currencies; and the less the partner's currency. On the export side, the same straightforward results and interpretation hold for the partner's currency and the dollar, while the coefficients for the lira and minor third currencies are insignificant.

The variable measuring the share traded with EC countries (QE) clearly indicates that the higher is its value the more there is a tendency to use the partner's currency, and this holds both for imports and for exports. The reverse is true for the use of the dollar as a third currency, with strong significance always on the import side but only for 1982 on the export side.

The last two variables are indexes that measure the degree of dispersion of a firm's import or export activity over countries (NG) or sectors (NS). Particularly significant appears to be the first of the two. Its coefficients indicate that firms which deal with larger number of countries tend to use more the dollar or other third currencies and less the lira or the partner's currency. This result, which is again stronger on the import than on the export side, may reflect the need to reduce transaction and treasury management costs for firms geographically more diversified. Again, also for the variable NS the results, when significant, are more so on import than on export; they indicate that the more sectors a firm deals in, the more it tends to use the partner's currency and the less the dollar or other third currencies. This is probably a reflection of a positive correlation between this variable and product heterogeneity and price making capacity: a firm which imports many products is probably importing
diversified products rather than raw materials; thus it tends to settle them more in the partner's currency, according to McKinnon's law.

5. Conclusions and indications for additional research.

A summary of the many regularities observed in sections 3 and 4 with respect to currency choice and its possible determinants may seem in order. However, the wealth of results obtained, as well as the complexity and sometimes shaky nature of their interpretation make such a summarizing effort difficult and dangerous: for the sake of brevity, results which are partial and tentative must be stated in an apodictic way, while important but vague insights must be disregarded. Generally, it seems to us that researchers in the social sciences should refrain from looking for simple "laws"; more particularly, the summarizing message that can perhaps be extracted from our analysis without danger of misrepresentation, is that neither Grassman's nor McKinnon's laws are verified in their simple version. Indeed, following the footsteps of Carse, Williamson and Wood, we have shown how the hypotheses suggeste by previous authors on the choice of currency are necessarily joint hypotheses involving a whole set of decision variables and their relations to structural variables. The main motivation for using multivariate analysis over the set of individual transactions --besides its being characterized by a technique appropriate to the categorical nature of variables-- was in fact the need to face up to the joint nature of the hypotheses under analysis. Similarly, in our attempt to estimate functional relations between a firm's choice of currency and a set of possible determining variables, the use of multiple regression analysis is the reflection of the different aspects that limit the general validity of simple "laws" in explaining such a choice.

To say that phenomena are complex and hardly amenable to simple descriptions is, however, no excuse for avoiding the need for more satisfactory theorizing of them and deeper empirical testing of theoretical hypotheses. Thus, we think it useful to indicate the lines for further research that appear to us empirically promising or theoretically desirable.
Empirically, it is clear that even a large data bank like ours cannot compensate with its mere size the lack of information on some crucial variables. It should be particularly useful to have data on product prices and on other variables connected with the real aspects of the transactions: shares of imported inputs and of other costs in the fabrication process of the exporting firms, connection between imports, domestic sales and exports for the firms which deal both on import and export trade, etc. As for the financial aspects of the transactions, information on various ways of covering exchange risks, on the means to finance leads and lags, and their relative costs, should be equally important.

Theoretically, a model limited --as is the one we have been using in the tradition of previous researchers-- to the choice of currency in foreign trade, is not very satisfactory. It is time to bring together the different aspects and variables over which the economic strategy of a firm involved in foreign trade is played; and to perform econometric studies, possibly based on both macro- and micro- economic data, on the joint determination of prices, quantities and the financial variables through which the decisions of foreign trading firms are actually expressed.
Footnotes

* We are grateful to W. Gaab for comments made on the version of this work that was presented at the Kiel conference in September, 1984. As a consequence, the paper has been substantially revised and hopefully improved; we are responsible for any remaining shortcomings and errors. We acknowledge the cooperation of Prometeia and the group of banks associated with it in allowing us to use their data for this work. This study is part of a larger research project on the structure of the Italian economy, promoted by the Italian National Research Council (CNR).

1 Following the pioneering contributions by Grassman (1973a,b), the analysis has been developed theoretically by McKinnon (1979), Magee and Rao (1980a,b), Cornell (1980), and Bilson (1983). Empirical research, originally presented for Sweden, has been extended to the UK by Page (1977-1981), and by Carse, Williamson and Wood (1980), to France by Bourquinat and Cazals (1977, 1978), to Italy by Pecci (1978), and by Basevi, Pecci and Steinheirr (1979), to Germany by Scharrer (1980), and to Italy again by Cecchini, Conti, Hamaui and Silvani (1984).

2 Although it may happen, particularly with respect to delayed payments, that an individual commercial transaction is subdivided for its payment into more than one document, we shall always treat each individual document as if it represented an individual commercial transaction.

3 Our data refer to currencies of payment rather than currencies of contract. However, according to the Bank of Italy (Biagioli and Pompili, 1978), the difference between contract currency and settlement currency is for Italy relatively unimportant.

4 In general, previous researchers either utilize data on individual transactions without information on the firm that operates them or use data from questionnaires submitted to firms, where the questions refer to an individual representative, typical or random, transaction.
5 Strictly speaking, each set of banking documents associated to an individual firm constitutes a "cluster"; this would in general require a specific statistical treatment, but in our case the sample is so large to guarantee equivalence with simple random sampling.

6 Actually, our data do not refer to countries to which imports originate or from which exports are directed; they refer instead to countries towards which payment is made (for imports) or from which it is received (for exports). While in general there is a close correspondence between the two phenomena, significant differences arise in some cases; most notably when imports are payed to multinationals with their headquarters located in a country different from the country of merchandise origin, or when the foreign seller wishes for other reasons to be credited in a country different from its own.

7 Notice that, because our data refer to debtor or creditor country rather than to country of origin or destination of merchandise, the "off-shore countries" are more important than otherwise.

8 Notice that the cross-cell between the US (C3) and the dollar as a third currency (C3) is zero by definition.

9 In tables 6 and 7 the subtotals for the values of documents ought to be 25% by definition. The discrepancies occur because some large documents (in table 6) or some large traders (in table 7) fall on the hedge of the boundaries but must be perforce classified within one of the classes.

10 Import and export unit values are taken outside our data bank, from the national statistics on Italian foreign trade.


12 Remember that the two variables measure the phenomenon in opposite ways: a higher value of $S'$ indicates higher "price-making" capacity, a higher value of $S''$ a higher presence in competitive markets.
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