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ABSTRACT
We simulate the propagation of cosmic rays at ultra-high energies, �1018 eV, in mod-
els of extragalactic magnetic fields in constrained simulations of the local Universe. We
use constrained initial conditions with the cosmological magnetohydrodynamics code ENZO.
The resulting models of the distribution of magnetic fields in the local Universe are used
in the CRPROPA code to simulate the propagation of ultra-high energy cosmic rays. We investi-
gate the impact of six different magneto-genesis scenarios, both primordial and astrophysical,
on the propagation of cosmic rays over cosmological distances. Moreover, we study the influ-
ence of different source distributions around the Milky Way. Our study shows that different
scenarios of magneto-genesis do not have a large impact on the anisotropy measurements of
ultra-high energy cosmic rays. However, at high energies above the Greisen–Zatsepin–Kuzmin
(GZK)-limit, there is anisotropy caused by the distribution of nearby sources, independent of
the magnetic field model. This provides a chance to identify cosmic ray sources with fu-
ture full-sky measurements and high number statistics at the highest energies. Finally, we
compare our results to the dipole signal measured by the Pierre Auger Observatory. All our
source models and magnetic field models could reproduce the observed dipole amplitude
with a pure iron injection composition. Our results indicate that the dipole is observed due to
clustering of secondary nuclei in direction of nearby sources of heavy nuclei. A light injection
composition is disfavoured, since the increase in dipole angular power from 4 to 8 EeV is too
slow compared to observation by the Pierre Auger Observatory.

Key words: MHD – relativistic processes – methods: numerical – cosmic rays – ISM:
magnetic fields.

1 I N T RO D U C T I O N

Evidence for the existence of magnetic fields have been reported for
all types of structures found throughout the Universe. Galaxies host
magnetic fields with typical strengths of ∼5–15 μG, which were
measured using Faraday rotation and synchrotron emission up to
redshift z ∼ 2–6 (e.g. Vallée 2004; Bernet, Miniati & Lilly 2013;
Beck 2016; Kim et al. 2016). The magnetic field in clusters of galax-
ies was found to be of the order ∼μG (Feretti et al. 2012). Future
radio observations will offer the chance to measure the magnetiza-
tion at the outskirts of clusters and in filaments that connect them
(Brown 2011; Araya-Melo et al. 2012; Vazza et al. 2015). A recent
study has reported upper limits on the magnetic field strength of
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∼0.03 μG from the absence of a correlation between synchrotron
emission and the large-scale structure (LSS, Brown et al. 2017;
Vernstrom et al. 2017). Limits on the magnetic fields in voids were
derived from the angular power spectrum, the bispectrum and the
trispectrum of the cosmic microwave background (Bvoid < 1 nG,
Trivedi, Subramanian & Seshadri 2014;Planck Collaboration XIX
2016), absence of evolution with redshift in Faraday rotation mea-
sures (Bvoid < 1.7 nG, Pshirkov, Tinyakov & Urban 2016) , and the
lack of secondary emission around blazar sources (Bvoid > 10−7 nG,
Neronov & Vovk 2010; Alves Batista et al. 2017)1. Magnetohy-
drodynamical (MHD) cosmological simulations have been used
to evolve magnetic fields of primordial or other origin that are

1 See however discussion in Broderick, Chang & Pfrommer (2012) for a
different view of the issue.
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amplified during structure formation and by additional dynamo
processes (e.g. Dolag 2006; Ryu et al. 2012). These simulations
produce models of cosmic magnetic fields (CMFs) that agree to
some extent with observations (e.g. Dolag, Bartelmann & Lesch
1999; Brüggen et al. 2005; Donnert et al. 2009). All amplification
scenarios have in common that they require a seed field, whose
structure, strength, and origin is unknown.

In this paper, we probe the possibility to learn about the origin
of CMFs using measurements of cosmic rays at ultra-high energies.
Previous studies on similar topics mainly focused on properties of
the Galactic magnetic field (Stanev 1997; Takami & Sato 2008)
or small-scale anisotropies (Harari, Mollerach & Roulet 2002a;
Yoshiguchi et al. 2003). Other works used unconstrained MHD
models to study the implications of CMFs on ultra-high energy
cosmic rays (UHECRs) astronomy (Sigl, Miniati & Ensslin 2003;
Sigl, Miniati & Enßlin 2004; Sigl, Miniati & Ensslin 2004; Das
et al. 2008; Kotera & Lemoine 2008; Hackstein et al. 2016). An
overview of UHECR studies using MHD simulations can be found
in Alves Batista et al. (2017). Analytical studies on the implica-
tion of CMFs on UHECR observations are provided in Harari,
Mollerach & Roulet (2000), Harari et al. (2002a), Harari et al.
(2002b), Tinyakov & Tkachev (2005), and Takami et al. (2012).

In previous work (Hackstein et al. 2016), we found strong vari-
ance in the observables of UHECRs induced by the position of, both,
observer and sources (also cf. e.g. Sigl et al. 2004). To reduce this
cosmic variance, it is necessary to use constrained MHD models that
resemble the local Universe, as has been done by Dolag et al. (2004).
They conclude that UHECR protons are reasonably deflected only
when they cross galaxy clusters, though they assumed a rather weak
field in voids of �10−11 G. Our new work expands the early work
by Dolag et al. (2004) in a few ways: (a) we use the most recent
set of initial conditions by Sorce et al. (2016), which were derived
with more updated algorithms and observational constraints (see
Sec. 2.1); (b) we relied on a different numerical method: i.e. the grid-
MHD simulations with ENZO instead of smoothed-particle hydrody-
namics simulations, which gives us a better sampling of moderate
and low resolution regions; (c) we performed a survey of magnetic
field models, rather than assuming a single specific scenario.

Data suggest that cosmic rays are fully ionized nuclei that con-
stantly hit the Earth from outer space with energies that range over
11 orders of magnitude. At low energies (<1017 eV), the predom-
inant sources were found to be supernova remnants in our own
Galaxy, where charged particles experience Fermi acceleration in
magnetic shocks (e.g. Blasi 2013). UHECRs are less prone to the de-
flection in CMFs, thus they are not confined within their host galaxy
and presumably are of extragalactic origin. The sources of UHE-
CRs are currently unknown. If we assume the same acceleration
process as at low energies, the size of the source limits the maxi-
mum energy of emitted UHECRs. This is the famous Hillas criterion
(Hillas 1984) that limits the candidates for sources of UHECRs at
�1020 eV to very few objects, namely radio galaxy lobes, clusters
of galaxies, active galactic nuclei, and gamma-ray bursts (e.g. Dova
2016). Recent works have reported signs of anisotropy in simula-
tions with pure proton composition and limited source density in
correlation with the LSS (di Matteo & Tinyakov 2017; Abreu et al.
2013), which are not observed in nature. They infer lower bounds
on the density of sources of ∼10−4 Mpc−3. Also, they conclude that
the UHECR flux cannot be dominated by protons. In this work, we
investigate the effect of different source distributions of UHECRs
on the observed arrival directions.

This article is organized as follows: In Section 2, we present
details on the simulation of the MHD models and of the propagation

of UHECRs. The results of these simulations are then discussed in
Section 3. Our conclusions are finally given in Section 4.

2 SI M U L AT I O N

2.1 Constrained initial conditions

Simulations that resemble the local Universe stem from particular
initial conditions. Unlike typical initial conditions that abide solely
by a cosmological prior, these initial conditions are additionally
constrained by local observational data that can be either redshift
surveys (Lavaux 2010; Heß, Kitaura & Gottlöber 2013) or radial
peculiar velocities of galaxies (Kravtsov, Klypin & Hoffman 2002;
Klypin et al. 2003; Sorce et al. 2014). We use the latter with a back-
ward (by opposition to forward, Heß et al. 2013; Jasche & Wandelt
2013; Kitaura 2013; Wang et al. 2014) technique (Bertschinger
1987; Hoffman & Ribak 1991, 1992; Ganon & Hoffman 1993;
van de Weygaert & Bertschinger 1996; Bistolas & Hoffman 1998;
Lavaux et al. 2008). The catalogue of constraints is fully described
in Tully et al. (2013) and the method to produce the constrained
initial conditions is summarized in Sorce et al. (2016). The process
involves various steps from the minimization of biases (Sorce 2015)
in the catalogue of peculiar velocities to the constrained realization
technique (Hoffman & Ribak 1991) to get the final product: the ini-
tial conditions. We work within the Planck cosmology framework
(�m=0.307, ��=0.693, h = 0.677, σ 8 = 0.829, Planck Collabo-
ration XVI 2014).

2.2 MHD-simulations

The MHD simulations performed in this paper have been produced
with the cosmological grid code ENZO that follows the dynamics of
dark matter with a particle-mesh N-body method and uses a variety
of shock-capturing Riemann solvers to evolve the gas component
(Bryan et al. 2014). The MHD equations were solved with the
method by Dedner et al. (2002). To keep ∇ · B as low as possible,
it uses hyperbolic divergence cleaning. The fluxes at cell inter-
faces are reconstructed with the Piecewise Linear Method. They are
evolved using the local Lax–Friedrichs Riemann solver (Kurganov
& Tadmor 2000), with time integration using the total variation di-
minishing second-order Runge–Kutta scheme (Shu & Osher 1988).
The set of simulations was run on Piz-Daint (CSCS) and made use
of the recent implementation of the Dedner algorithm using CUDA
(Wang, Abel & Kaehler 2010).

To model the local Universe at z = 0, the MHD simulations started
at z = 60 with initial conditions described in Section 2.1. We sam-
pled a volume of (500 Mpc h−1)3, with 5123 cells and dark matter
particles. We use this large volume in order to remove effects from
periodic boundary conditions in the constrained subregion of the
MHD simulation. Since the initial perturbation for baryonic matter
are not provided in the initial conditions of Section 2.1, we simply
initialize baryons to the uniform cosmological density, assuming an
initial zero-velocity field for baryons everywhere. Although more
accurate ways to couple baryons to dark matter perturbations since
the beginning are possible, this choice is irrelevant for the level of
details we are concerned here (e.g. Vazza et al. 2011). Full reso-
lution of the whole box is not necessary and costly, therefore only
the constrained innermost (200 Mpc h−1)3 volume was further re-
fined by a factor 32 using adaptive-mesh refinement. The refinement
here follows the standard local overdensity criterion, doubling the
cell resolution whenever the local gas overdensity was three times
larger than the surroundings, up to a maximum of five levels of
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Table 1. List of magnetic field models investigated in this paper. First column: name of the model; second column: physical module
for the gas component; third column: generation of magnetic field. All models were simulated within a volume of (500 Mpc h−1)3. In
CRPROPA , we used the innermost (250 Mpc h−1)3 with 10243 data cells and a resolution of 245 kpc h−1.

Mnemonic Gas physics Magnetic field

B=0 non-radiative B0 = 0
primordial non-radiative B0 = 0.1 nG
primordial2R non-radiative (〈B2〉)0.5 = 1 nG, nB = −3
primordial3R non-radiative (〈B2〉)0.5 = 1 nG, nB = −4
astrophysical cooling and AGN feedback 5 · 1058 erg, z < 4; B0 = 10−11 nG
astrophysicalR cooling and AGN feedback 1060 erg, z < 4; B0 = 10−11 nG
astrophysical1R cooling and AGN feedback 1060 erg to 5 · 1058 erg, z < 1; B0 = 10−11 nG

refinement (≈31 kpc h−1 per cell). The clusters that form in this
volume closely resemble real local structures (e.g. the Centaurus,
Virgo, Coma and Perseus clusters), within typical offsets of order
≤2–3 Mpc h−1 which are however not crucial for the global studies
we perform here.

The limited size of computer memory used for the simulation of
UHECR propagation did not allow us to use the full volume of the
CMF models obtained from MHD simulations. In order to minimize
effects from periodic boundaries (see Section 2.3), we restricted the
simulations in CRPROPA to the innermost (250 Mpc h−1)3 volume
and reduced the number of cells inside that volume to 10243. The
resulting resolution is then 245 kpc h−1.

The use of constrained simulations of the local Universe is an
important step forward compared to our previous work (Hackstein
et al. 2016), where we found a large variance in the observed proper-
ties of UHECRs from observer to observer. Given the strong impact
of ≤35 Mpc h−1 sources of UHECRs, it is not guaranteed that the
average over many observers is representative of what can be ob-
served by the specific observer at Earth’s location. However, in
these new runs placing our observer within the Local Group allows
us to remove these uncertainties. At distances >100 Mpc h−1, de-
flection and the increasing number of sources provide an UHECR
flux almost independent of the exact position of distant sources. It
is therefore sufficient to model the source distribution only within
that distance.

Following a procedure similar to Hackstein et al. (2016), we ran
several MHD simulations with different scenarios for the origin of
CMFs. In the primordial model, we used a uniform initial mag-
netic field of strength 0.1 nG (comoving) along each axis at z = 60.
In the primordial2R and primordial3R models, similar fields were
generated by drawing the magnetic field from an analytically gen-
erated power-law distribution of magnetic fields, with two different
slopes for the power spectrum, nB = −3 and −4, respectively (with
PB ∝ knB ), see Planck Collaboration XIX (2016) for details. We
have generated a power-law spectrum distribution of the vector po-
tential in the Fourier space for a 10243 grid, randomly drawn from
the Rayleigh distribution, and we have computed the magnetic field
in real space as 
B = ∇ × A, ensuring ∇ · 
B = 0 by construction.
We have assumed that the maximum coherence scale of the mag-
netic field is 500 Mpc h−1 and that the minimum scale is the root grid
resolution, and that the power-law of fluctuations follows the input
PB power spectrum, similar to Bonafede et al. (2013). In both cases,
the normalization of the spectrum of initial fluctuations is chosen
such that (〈B2〉)0.5 = B0, i.e. the rms magnetic field is equivalent to
the uniform seeding case.

The astrophysical origin of CMFs was modelled as impulsive
thermal and magnetic feedback in haloes where the physical gas
number density exceeded a critical value of 10−2 cm−3. The thermal

energy is released as a couple of overpressurized outflows at random
opposite directions from the halo centre. The feedback magnetic
energy, assumed to be 50 per cent of the injected thermal energy, is
released as dipoles around the centre.

In the astrophysical model, we assumed a release of 5 × 1058 erg
per feedback episode starting from z = 4; in the astrophysicalR
model, we used instead a larger budget of 1060 erg per event. Finally,
in the astrophysical1R model, we considered a mixed scenario,
where we changed the energy budget from 1060 to 5 × 1058 erg per
event from z = 1 to 0.

All runs with astrophysical scenarios for the emergence of ex-
tragalactic magnetic fields used equilibrium radiative gas cooling,
assuming a fixed metallicity of Z = 0.3 Z�. While the cooling is
necessary to trigger the onset of cooling flows and start the cooling-
feedback cycle in our haloes, the large-scale distribution of gas
matter outside simulated haloes is similar across all runs (see Sec-
tion 3.1).

In all astrophysical runs, we impose a uniform lower magnetic
field level of B0 = 10−20G comoving at z = 60. This extremely low
magnetization prevents the formation of spurious numerical effects
at the boundary between magnetized and unmagnetized regions in
the simulation (in contrast to the primordial models, where there is
a non-zero magnetic field everywhere). An overview of the models
is given in Table 1.

2.3 UHECR simulations

The resulting CMF models used in CRPROPA have a volume of
(250 Mpc h−1)3, discretized by 10243 cells of (244 kpc h−1)3 vol-
ume that contain a uniform field. These models are used to simulate
the propagation of UHECRs in the local Universe in order to search
for different signatures in the UHECR arrival directions. This is
done with CRPROPA 3.02 (Armengaud et al. 2007; Kampert et al.
2013; Batista et al. 2016), a publicly available code to study the
propagation of UHECRs. CRPROPA computes all the relevant pro-
cesses of propagation, this includes Lorentz deflection, energy loss
by production of particles and cosmic expansion, photo disinte-
gration and nuclear decay. The code further allows us to track the
trajectories of particles in a 3D volume.

We let CRPROPA inject 108 protons with random momentum from
random positions. The initial energies range from 1 to 103 EeV,
following a power spectrum of E−1. This choice does not result in
the energy spectrum observed in nature, but was used in order to
increase number statistics at the highest energies.3

2 https://crpropa.desy.de
3 A steeper injection spectrum would result in too low accuracy of the
measurement of anisotropy around 100 EeV, as can be seen by Eq. 1.
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Table 2. List of the injection models. First column: name of model; second column: set of sources; third column: box length of the
simulated volume; fourth column: number of sources in the simulated volume; fifth column: number density of sources.

Mnemonic Injection scenario L box N sources n sources

(Mpc h−1) (Mpc−3h3)
homogeneous random positions 250 108 6,4
density same as homogeneous with p.d.f. = ρgas /

∑
ρgas 250 108 6,4

mass halo virial haloes, uniform luminosity 250 2672 1.71 · 10−4

After injection, the energy loss and trajectories of the particles are
calculated. In case a trajectory leaves the volume, it is continued on
the opposite side. An event is recorded when a trajectory intersects
with the observer. This observer is represented by a sphere of radius
800 kpc in the centre of the simulation, which is the defined position
of the observer in a constrained simulation. For a discussion on the
role of the finite observer size in CRPROPA simulations, we refer the
reader to Hackstein et al. (2016).

After intersection, trajectories continue so they may reach an-
other replica of the observer. Environments with strong magnetic
fields can trap particles so they arrive at the same observer again. If
the same particle is recorded multiple times at the same observer,
we randomly chose one of these events. This choice excludes over-
counting of trapped particles and no further weighting is necessary.

In a different set of runs, we repeat the process with 107 iron nu-
clei, taking care also of nuclear decay and disintegration processes,
and follow the trajectories of secondary nuclei.

In order to investigate the influence of the distribution of sources,
we tested different source models for UHECRs in all the CMF
models listed above. In order to bracket the present uncertainties
on the degree of isotropy in the distribution of sources, we analyse
the extreme case of a homogeneous model, in which we inject each
particle at a random position anywhere in the simulated volume.
This mimics the absence of structure in the distribution of sources
and shows the impact of source distribution in comparison to the
other models.

It is generally assumed that sources of UHECRs are powerful
sources located in galaxies. Therefore, we assume that the distri-
bution of sources correlates with the LSS. In the density model,
particles are injected at random positions with a probability density
function identical to the gas density, re-normalized by the total gas
density in the volume, p.d.f. = ρgas/

∑
ρgas. This model with maxi-

mum source density reflects a huge number of transient sources that
may be found in all types of galaxies, such as gamma-ray bursts or
magnetars.

Finally, the mass halo model agrees with the lower bounds on
source density (∼10−4 Mpc−3, Abreu et al. 2013), where we take as
sources the centres of 2672 virial haloes identified in our simulation,
each with the same luminosity of UHECRs. This model mimics the
case of very few stationary sources, e.g. radio galaxies or active
galactic nuclei (AGNs). The precision of the MHD-simulations did
not allow us to resolve these structures individually. An overview
of the source models can be found in Table 2.

3 RESULTS

3.1 Simulated extragalactic magnetic fields

Fig. 1 shows the maps of projected gas density (top) and of mean
magnetic field along the line of sight (centre, bottom) for the pri-
mordial2R run (left-hand panels) and for the astrophysicalR run
(right-hand panels) at z = 0. Although the different implementa-

tions for gas physics do not significantly change the distribution of
gas matter on large scales, the differences in the assumed magneto-
genesis scenarios affect the morphological distribution and strength
of extragalactic magnetic fields.

In Fig. 2, we present the volume filling factor of the models
listed in Table 1. All models have magnetic fields in cluster re-
gions that agree with observational limits. The different primordial
models show very similar filling factors with dominant strength at
∼0.1 nG, close to the upper limit on magnetic field strength in voids
from analysis of the CMB anisotropy (Trivedi et al. 2014; Planck
Collaboration XIX 2016).

The strong fields in the astrophysical models are concentrated in
the dense regions of the simulation, which are predominantly filled
with very weak fields, at odds with lower limits inferred from the
lack of secondary emission around blazar sources (Neronov & Vovk
2010). The filling factors of the astrophysicalR and astrophysical1R
models are almost identical, only in the astrophysical model an even
smaller volume contains strong fields. Due to the later seeding of
magnetic field in all of the astrophysical models, as compared to the
primordial models, more of the original, oriented field components
survive until z = 0 and thus a greater influence on the propagation
of UHECRs is expected.

3.2 Energy spectrum

In Fig. 3, we show the energy spectrum of UHECRs as injected at
the sources and measured by the observer. For clarity, the graphs
are renormalized by the total number of observed events N and
multiplied by the inverted energy spectrum at injection, which was
set to be E−1. Below 100 EeV, the energy spectrum is universal, as
predicted by the propagation theorem (Aloisio & Berezinsky 2004).
In particular, we find no influence of the underlying magnetic field
on the observed energy spectrum, as has been shown in Hackstein
et al. (2016).

In the proton injection scenarios, the total number of observed
events is N = 50 000 with 15 000 events above 10 EeV. In the iron
injection scenarios, N = 100 000 with 5 000 events above 10 EeV.
The fluctuation of these numbers between scenarios with the same
initial composition is about 10 per cent. Therefore, number statistics
of the observables presented in Sections 3.3 and 3.4 are comparable.

In the proton injection scenarios, the slope above the Greisen–
Zatsepin–Kuzmin (GZK) cut-off is not universal but shows signifi-
cant variation in different source models. We show, both, the Poisson
shot-noise as well as the standard deviation for different magnetic
field models. They are almost identical, i.e. the error is dominated by
statistical fluctuations. Magnetic fields leave no significant impact,
as expected for quasi-rectilinear propagation.

The spectrum at ∼100 EeV is significantly harder in the mass halo
injection model, where there is an above-average amount of sources
within a few Mpc of the observer. Furthermore, in the homogeneous
and mass halo injection models, protons with up to 800 EeV arrive
at the observer in all magnetic field models. However, in the density
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Figure 1. Maps of projected gas number density (top) and mean magnetic field along the line of sight (centre, bottom) for the primordial2R model (left-hand
panel) and for the astrophysicalR model (right-hand panel) at z = 0. The gas number density n is normalized to the average density in the whole volume, n/〈n〉.
The magnetic field is shown in µG. Colours are in logarithmic scale. The top and centre panels have a side-length of 200 Mpc h−1, the projection axes are the
X and Y in the supergalactic coordinates. The bottom panels give a more detailed view on the central 40 Mpc h−1. The position of the Milky Way observer
considered in this work is exactly at the centre of the box, indicated by a white circle in the top and centre panels. The additional circles show the location of
the simulated counterparts of real objects in the local Universe.
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Figure 2. Volume filling factor of the models listed in Table 1. The solid
lines show the differential filling factor renormalized by 0.1 for clarity,
dashed lines show the cumulative filling factor. The grey arrows and shaded
area indicate the limits given from observations as listed in the introduc-
tion. The yellow line of the astrophysical1R model fits exactly with the
astrophysicalR model.

injection senario, there are no particles received above 400 EeV. The
closer the nearby sources, the higher the number of events that are
observed at the most extreme energies and the higher the maximum
energy of observed events.

Most particles injected in the simulation never reach the observer
and are lost. The injected spectrum plotted in Fig. 3 only shows
the injected energies of particles received by the observer. In the
proton case, the injected spectrum of observed particles perfectly
recreates the injection spectrum used for simulation. In the iron
case, multiple secondary nuclei of the same nucleus can reach the
observer. In the injected energy spectrum, the primary nucleus is
counted once for every secondary nucleus that is observed. This
double counting accounts for the sharp increase in the injected
spectrum above 40 EeV. At low energies, �1 EeV, the injected
spectrum is slightly decreased in the stronger magnetic field models.
Iron nuclei at low energy are deflected more strongly and are more
likely to lose their energy before they reach the observer.

The slope of the observed spectrum is much steeper than in the
proton case. The low energies are dominated by the secondary pro-
tons of iron injected at the highest energies. Only few events are
observed with energies >100 EeV. This is because most of heavy
nuclei at those energies disintegrate completely within a few Mpc
and distribute their energy evenly among their secondary protons
(Epele & Roulet 1998; Allard 2012). Thus, too few events are ob-
served in the iron injection case to measure deviation from isotropy.
In conclusion, a sharp cut-off, as observed by extensive air shower
arrays (Ivanov 2010; Letessier-Selvon 2014), would hint at a low
number of nearby sources or a maximum acceleration energy of
protons at the sources that is below the cut-off.

3.3 Angular power spectrum

To compute the angular power Cl presented in this section,
we first produce full-sky maps of the arrival directions of
UHECR events for different minimum energies of considered
particles.4 These maps are then decomposed into spherical har-
monics �(n) = ∑

almYlm(n) and Cl is calculated from the ob-

4 Due to the hard injection spectrum used in our simulations, the full-sky
maps contain too many events at high energies. However, since the observed
spectra, in general, are steeper than E−1, this effect is negligible.

tained amplitudes, Cl = (2l + 1)−1
∑|alm|2 (cf. Tinyakov & Urban

2015). Finally, the whole spectrum is normalized by the monopole
moment, which is 4π times the square of the average flux.

We present the dipole and quadrupole moment of the angular
power spectrum Cl of UHECR arrival directions. These moments
were shown to be most promising in the search for anisotropy signals
(di Matteo & Tinyakov 2017), but the general trends reported in this
section also apply to the octopole moment.

The isotropic prediction is obtained analytically for an isotropic
full-sky with N events (Campbell 2015). The mean value of the
angular power

Cl = 4π/N (1)

and the general sample deviation

σ =
√

2

2l + 1
Cl , (2)

which shows the variation for realizations of a Gaussian random
process. For an isotropic sky, both, Cl and σ , scale with 1/N. The
logarithmic deviation stays constant. In order to account for fluctu-
ation in Cl, we show σ as error bars for every graph.

Since the value and fluctuation of Cl in an isotropic sky of finite
counts are determined by the number of events and our simulations
do not reproduce the spectrum observed in nature (cf. Section 3.2),
we need to compare to predictions for the simulated spectrum that
depends on the injected composition. We indicate with shaded re-
gions the confidence level of anisotropy (C. L. anisotropy). This
is obtained from the isotropic prediction and 1, 2, and 3σ sample
deviation, equations (1) and (2). The number of particles N used
to calculate the isotropic prediction is the average N observed in
each energy bin. The fluctuation of N is about 10 per cent for same
injection composition, so the C. L. anisotropy is roughly the same
for all models.

In addition to the simulations with magnetic field in all plots,
we also present a simulation where the magnetic field is globally
set to zero, B=0 (black line).5 This simulation is shown in order to
unambiguously determine the cases where the magnetic field model
is important.

We further show the prediction given by a baseline homoge-
neous model (thick grey line). It shows the average and 1σ stan-
dard deviation of a test group of 27 realizations of a scenario with
homogeneous injection in the absence of magnetic fields, B = 0.
These fully homogeneous scenarios produce the most isotropic re-
sults possible in our simulation. The result is not fully isotropic,
since it entails all artefacts intrinsic in the simulation, e.g. finite ob-
server effect, overcount of secondary nuclei, and assumed period-
icity of the magnetic field and sources (for a detailed discussion see
Armengaud, Sigl & Miniati 2005; Hackstein et al. 2016). This
makes the homogeneous baseline model a suitable test to find the
qualitative contribution of sources and magnetic fields.

The proton injection scenarios are shown in Fig. 4. The prediction
from the homogeneous baseline model obtained by the procedure
explained above is almost identical to the isotropic prediction. At
energies below the GZK-limit of ∼40 EeV, the quadrupole angular
power is in good agreement with the isotropic prediction for the
homogeneous and density injection models presented in the top
two panels. In the mass halo injection model, the angular power
is above 95 per cent C. L. anisotropy at all energies in virtually all

5 except for the homogeneous plot, where it is given by the homogeneous
prediction.
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Figure 3. Energy spectrum of UHECRs as injected at the sources (dashed lines) and measured by the observer for a pure proton and a pure iron injected
composition (left- and right-hand panels, respectively). The colours and line styles indicate the injection models listed in Table 2. The graphs show the average
over all magnetic field models, the standard deviation is indicated by the narrow error bars. The big cyan error bars show the Poisson noise at each second data
point. For clarity, the graphs are multiplied by the inverted energy spectrum at injection E, and renormalized with the total number of particles N.

Figure 4. Angular power Cl of the quadrupole l = 2 for all models listed
in Table 1 in a pure proton injection scenario. The errorbars indicate sample
deviation given by equation (2). From the top to bottom, the panels show
the cases of homogeneous , density , and mass halo injection listed in
Table 2. The thick grey line is the average and 1σ standard deviation of the
baseline homogeneous model. The shaded regions indicate the 68 per cent,
95 per cent, and 99 per cent C. L. of anisotropy.

of the models. This is in agreement with results from di Matteo &
Tinyakov (2017) and Abreu et al. (2013) that show that UHECRs
cannot predominantly be protons from few sources in the LSS and
that an anisotropic signal should have already been measured for
source densities �10−4 Mpc−3.

The magnetic field models do not significantly change the an-
gular power spectrum of arrival directions of UHECR protons at
all energies. At very high energies, ∼100 EeV, the variation in the
coefficients, Cl, between the magnetic field models is the lowest,
though the number of protons and thus the accuracy is the lowest.
The density and mass halo injection models show a strong deviation
from isotropy, whereas the homogeneous injection is in good agree-
ment with the prediction from isotropy. The error bars indicate that
this feature is not an effect of sample variance, but is statistically
significant. This shows that the distribution of nearby sources im-
poses on the observer an anisotropic signal of UHECRs right below
the energy cut-off, where propagation of UHECRs is believed to be
quasi-rectilinear. This anisotropic signal can be used to identify the
sources of UHECRs.

In the iron injection scenario shown in Fig. 5, almost all models
have significantly higher values of Cl below 20 EeV than expected
in an isotropic distribution. This energy coincides with Emax/AFe,
the maximum energy of injected particles Emax = 1000 EeV di-
vided by the mass number of iron AFe = 56. The predictions from
the homogeneous baseline model and the B=0 model generally
show the highest values. Anisotropy occurs, independent of the
source model, due to complete disintegration of heavy nuclei over
very short length scales after they have been injected nearby at the
highest energies. Due to the high Lorentz-factor, in the absence of
deflection, the arrival directions of these secondary nuclei are al-
most identical, causing an excess of events in direction of the most
nearby injection positions (cf. e.g. Lemoine & Waxman 2009). We
see that the stronger primordial models, in general, show lower Cl

values than the weaker astrophysical models. The anisotropy pro-
duced by the procedure explained above is lowered by CMFs. Since
the anisotropy is predominantly produced by nearby sources, only
the local field (up to 10 × distance to closest source, Dundović &
Sigl 2017) is responsible for this effect. This is in agreement with
Sigl et al. (2004), who infer that strong magnetic fields around the
observer can suppress large-scale anisotropy.

At the highest energies, ∼ 100 EeV, the number of observed
events is too low in the iron injection case to measure the deviation
from isotropy.
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Figure 5. Same as Fig. 4, in a pure iron injection scenario.

During the review process of this manuscript, the Pierre Auger
Collaboration reported a significant dipole in the arrival directions
of UHECRs with energies >8 EeV at a 5.2σ level of significance
with an amplitude of 6.5 per cent (The Pierre Auger Collaboration
et al. 2017) or C1 = 0.0050 ± 0.0025 in terms of the angular dipole
power (Aab et al. 2017). In Figs 6 and 7, we present the dipole
moment l = 1 of the angular power Cl in our simulations and also
indicate the recent observation. The features in these graphs are
basically the same as discussed for the quadrupole.

Note that the number of particles above 8 EeV in our simulations
is different from the amount of particles considered in The Pierre
Auger Collaboration et al. (2017). While result is calculated for
�32.000 events >8 EeV, our simulations have only about ∼17.000
and ∼6.000 events in the proton and iron runs, respectively. Hence,
results of our simulations are of lower statistical significance. How-
ever, the energy spectra in our simulations are much harder than ob-
served by the Pierre Auger Collaboration, and therefore anisotropic
signal from source distribution are expected to be more dominant.

None of the models explored in this paper can reproduce the sig-
nal observed in nature with pure proton injection (Fig. 6). Only for

Figure 6. Angular power Cl of the dipole l = 1 for all models listed in
Table 1 in a pure proton injection scenario. The errorbars indicate sample
deviation given by equation (2). From the top to bottom, the panels show
the cases of homogeneous , density , and mass halo injection listed in
Table 2. The thick grey line is the average and 1σ standard deviation of the
baseline homogeneous model. The shaded regions indicate the 68 per cent,
95 per cent, and 99 per cent C. L. of anisotropy. The red point corresponds
to the amplitude of the recent dipole signal reported by Auger.

the mass halo model there is a small overlap of 1σ deviations with
the Auger measurement. The level of anisotropy does not decrease
strongly from 8 to 4 EeV. This indicates that a strong dipole in the
distribution of nearby sources is necessary to reproduce the Auger
signal with a light injection composition. In that scenario, the dipole
angular power C1 increases at most linear with energy between 1
and 10 EeV in our simulations. The amplitude is proportional to the
square root of Cl and increases too slow compared to observations
by the Pierre Auger Observatory. This makes a light injection com-
position of UHECRs at the highest energies unlikely in view of the
recent observation.

Injection of iron nuclei, Fig. 7, results in a dipole similar to that
observed by Auger – in amplitude, not in significance. Further,
C1 increases roughly quadratical for heavy injection composition
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Figure 7. Same as Fig. 6, in a pure iron injection scenario.

and compares better to results of Pierre Auger Collaboration. In
the homogeneous model, magnetic fields can suppress the signal to
agree with the isotropic prediction. In the density and mass halo
model, the anisotropic signal is dominated by the distribution of
sources and not suppressed efficiently by magnetic fields.

Our results suggest that the dipole signal in UHECRs observed
by the Pierre Auger Observatory may be the product of clustering
of secondary nuclei in direction of the nearby sources.

3.4 Composition

In Fig. 8, we show the average mass number 〈A〉 of observed events
as function of energy in the iron injection scenarios. At low energies,
the composition is very light since secondary protons of injected
iron nuclei dominate observations. At � 20 EeV ≈Emax/ZFe, there
is a steep increase in 〈A〉. This coincides with the maximum energy
of secondary protons. At higher energies, only the (partly disinte-
grated) primary nuclei are observed. All magnetic field and injection
models show a very similar slope of 〈A〉. We conclude that CMFs in
agreement with observational upper limits, in general, are too weak

Figure 8. Average mass number 〈A〉 of UHECRs observed at different
energies. The errorbars show the 1σ standard deviation. The colours indicate
the magnetic field model listed in Table 1 and the linestyle shows the source
model listed in Table 2.

to impose a significant difference in the all-sky average composition
of UHECRs.

4 C O N C L U S I O N S

We have studied the influence of CMFs on the propagation of UHE-
CRs using MHD-simulations with different models for seeding of
magnetic fields for both, primordial and astrophysical, processes.
We found no evidence that magnetic field seeding scenarios could
be distinguished via the use of the angular power spectrum of the
spherical harmonics decomposition of the full-sky of arrival direc-
tions of UHECRs.

We have studied the influence of different source scenarios on
the energy spectrum of UHECRs and on the angular power of
anisotropy. We have found that for a pure proton composition, the
slope of the energy spectrum at energies >100 EeV depends on the
number of, and distance to, the most nearby sources. The closer
the sources, the harder the energy spectrum. If only iron is injected,
almost no events are observed above that energy. Thus, the sharp en-
ergy cut-off observed with extensive air shower arrays (Ivanov 2010;
Letessier-Selvon 2014) might suggest a low number of sources in
the near vicinity of the observer if the cut-off does not coincide with
the maximum energy of proton acceleration.

We have investigated the angular power spectrum of arrival di-
rections. We have found that there is a clear deviation from isotropy,
�100 EeV, if the distribution of sources follows the LSS. This offers
the chance to identify the sources with future full-sky measurements
(Dawson, Fukushima & Sokolsky 2017) and high number statistics
at the highest energies.

We were able to reproduce the dipole in the arrival directions of
UHECRs >8 EeV recently reported by the Pierre Auger Collabora-
tion (The Pierre Auger Collaboration et al. 2017) with all our source
models, but only using pure iron injection composition instead of
protons. Our results indicate that the observed dipole is the result of
clustering in direction of nearby sources of heavy nuclei (Lemoine
& Waxman 2009). Strong magnetic fields might be necessary to
explain the absence of anisotropy signal in the higher multipoles.
Exploring such possibilities (also joined with a more thorough ex-
ploration of the role of UHECRs composition in the production of
a dipole excess) will be subject of forthcoming work.

For the injection of protons from the virial haloes with a very
low number density, around the limit from Abreu et al. (2013,
∼10−4 Mpc−3), we have found 95 per cent C. L. quadrupolar
anisotropy at all energies, in conflict with present observations
(Pierre Auger Collaboration 2012; Aab et al. 2014). This confirms
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the findings of di Matteo & Tinyakov (2017) that UHECRs cannot
primarily be protons from few sources in the LSS.

Finally, we have analysed the observed composition of UHECRs
via the average mass number of events. There is no evidence that
CMFs significantly influence the all-sky composition of UHECRs
at all energies.

In our study, we did not account for the influence of the magnetic
field of the Milky Way, but energy losses are negligible on galactic
scales. Furthermore, the angular power spectrum at large scales
has been shown to have low impact of deflections in the Galactic
magnetic field (Tinyakov & Urban 2015; di Matteo & Tinyakov
2017).

In summary, with newer constrained simulations of the local
Universe, we confirmed our previous findings (Hackstein et al.
2016), i.e. that the properties of observed UHECRs do not seem
to carry much information on the genesis and distribution of ex-
tragalactic magnetic fields. This in turn strengthens the possibility
of performing ‘UHECRs astronomy’ (Dolag et al. 2004), thus mo-
tivating further investigations on the origin of UHECRs across a
wide range of energies where the impact of the Galactic magnetic
field should be sub-dominant.
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A P P E N D I X A : R E - W E I G H T E D E N E R G Y
SPECTRUM

The energy spectra presented in this work do not recreate the spec-
trum observed in nature. This can be achieved by modifying the in-
jection spectrum, in particular, by using a softer spectral index and

introducing an exponential cut-off. The resulting injection spectrum
has the form

dN

dE
∝ E

−γ
0 e−E0/(Z0Rmax) , (A1)

with initial energy E0, initial charge number Z0, spectral index γ ,
and maximum rigidity Rmax = E0,max/Z0. The modification can be
done in post-processing by multiplying every event with a specific
weight factor (Armengaud et al. 2005; van Vliet 2014)

w(E0, Z0) = E
γinit−γ
0 e−E0/(Z0Rmax) , (A2)

where γ init is the spectral index used for the simulation.
In order to obtain the correct spectrum at injection, we fit the ob-

served spectral index between the ankle EA ≈ 5 EeV and the cut-off
EC ≈ 20 EeV, which is observed to be γ = 2.63 ± 0.04 (Letessier-
Selvon 2014). The best fit in the proton injection scenarios is an
injection index of γ = 2, as expected for Fermi acceleration. The
best fit for the iron injection scenarios is γ = 2.4.

The shape of the spectrum beyond the cut-off energy EC is recre-
ated well by using E0,max = 100 EeV for the exponential cut-off.
The maximum rigidity is then Rmax,p = 100 EV for the proton injec-
tion scenarios and Rmax,Fe = 100/26 EV ≈ 3.8 EV for iron injection
scenarios. The resulting spectra are shown in Fig. A1.

After re-weight, the effective number of observed particles is
Neff, p ≈ 7 000 in the proton injection scenarios and Neff, Fe ≈ 600
in the iron injection scenarios. The isotropic prediction for the an-
gular power spectrum depends on the number of particles (see eq.
1). Therefore, after re-weight the isotropic prediction increases ev-
erywhere by about an order of magnitude at least. Accordingly, the
colour bands are raised in Figs 4–7. All re-weighted scenarios are
below 68 per cent C. L. anisotropy at all energies.

Figure A1. Re-weighted energy spectrum of UHECRs as injected at the sources (dashed lines) and measured by the observer for a pure proton and a pure iron
injected composition (left- and right-hand panels, respectively). The colours and line styles indicate the injection models listed in Table 2. The graphs show
the average over all magnetic field models, the standard deviation is indicated by the narrow error bars. The big cyan error bars show the Poisson noise at each
second data point. The graphs are renormalized with the total number of particles N and multiplied by E−3 to enable better comparison to the figures presented
in Letessier-Selvon (2014).
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