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PREFACE

ANTONIETTA BISETTO
and FRANCESCO E. BARBIERI

The “Incontro di grammatica generatiVain 2007 at its 33rd edition, started in the 78% an
informal meeting for Italian scholars working onsthat time quite new, grammatical approach.
Evolved into an important international meetingtla¢ beginning of the 90s, it has since then
remained a significant moment of debate for sclsalaerested in formalization in grammar.

The proceedings here collected are just a parheftalks given at th&3rd Incontrq held in
Bologna from i to 3% March 2007. The talks there presented were nursesad ranged over a
wide varieties of fields of research in grammart anly those that we could call ‘traditional’ as
phonology, morphology, syntax and semantics, bst énguage acquisition and pathology have
been taken into account.

Contributions in these proceedings, even thouglitdomin number, are an excellent example of
richness in contemporary linguistics research andeace of the attraction that formal linguistics
holds on young researchers, which a part of relatias reserved for.

We have chosen to divide this collection into sabjeelds: phonology, morphology, syntax and
language acquisition.

Problems of phonology are tackled in the proceedmgStefano Canalis, Maria Rosa Lloret, Attila
Stakevi¢; morphology is represented by the work of SusadPadrosa Trias, while to syntax is
dedicated the widest range of contributions: TherBgberauer with Anders Holmberg and lan
Roberts, Vincenzo Moscati, la Navarro Ibarra, AsvdiRadford with Michéle Vincent, Francesca
Ramaglia, Baldzs Suranyi; about acquisition’s peoid argue instead the contributions by Elisa Di
Domenico with Elisa Bennati and by Andrea Gualmini.

Phonology

Stefano Canalispaper is on the quantity-sensitivity of Albaniatress and the possibility of
predicting stress position within stems. Appareotinterexamples are argued to depend on the
presence of intrusive, weightless vowels and @ftfinal syllables.

Maria-Rosa Llores argument is about the interaction between thestcaints governing the

production and the perception of speech while fogu®n the issue of vowel harmony. The
analysis presented is cast in Optimality Theory XQfat allows predicting the direction of the
spreading from the type of harmony.

Attila Starevic' s paper is an attempt to adding some new insighiasthe pool of Middle English
guantitative vocalic changes. The author suggdstéé there was no general open syllable
lengthening and that Middle English words had tmlalby a ... V C V ... template. It is also argued
at some length that Middle English quantitative rdes were templatic in nature.

Morphology

The sole paper on morphologySsisanna Padrosa Triagne: The author tries to provide evidence

for the view according to which different orderaanstituents implies different semantics, an issue
already argued for by numerous scholars. To that, geveral types of compounds in English,

Catalan and Spanish are examined.



Syntax

The paper byMaria TheresaBiberauer, Anders Holmberg and lan Robeftxuses on the
disharmonic word-order pattern in which a supeaflgi head-initial phrase is dominated by a
superficially head-final one. The authors' aimng @f gaining a better understanding of the nature
of FOFC i.e. the Final-over-Final Constraint.

Vincenzo Moscdt paper explores the possibility that the PF-zasibn of negation corresponds to
its logic scope. The overt realization of sentenegation is in fact variously realized across
languages thus raising the question of whetheasardifferences have an effect at LF.

la Navarro Ibarrds paper concerns the formation of what she ¢effsedicates, viz. the complex
predicates formed by transitive or intransitive rége verbs pluge clitic. The author states that in
such constructions the clitic doesn’t behave a¥ @edson singular pronoun but as a syntactically
visible verb modifier.Lepredicates are described as the resulle'sf evolution involving verb
modification.

Andrew Radford and Michéle Vincentcontribution provides a Minimalist analysis oésp
participle agreement in French transitive clau3é® authors posit that the heaaf vP in such
structures carries an (accusative-assigning) straictase feature and that in structures where a
goal is extracted fromP, v also carries an edge feature, and may carry afigggdfeature and a

set of (number and gender) agreement features.

Francesca Ramaglidiscusses the syntax of monadic and polydefinite DPViodern Greek. She
proposes that the monadic construction represkatarimarked pattern for adjectival modification.
Polydefinite DPs, where the articled adjectiventeipreted as contrastive, are instead analyzed as
marked structures.

Balazs Suranyioutlines of a novel account of subject islands tlsaable to account for the
variability in the opacity of subjects both acrdasguages and across constructions. It is argued
here that Transfer takes place after each apmitadi Merge, provided that the label of the
syntactic object SO to which Transfer applies hasinminterpretable feature. The account predicts
that subjects that have undergone movement doewatssarily display a Freezing Effect.

Language Acquisition

The paper byElisa Di Domenicoand Elisa Bennatiis about the acquisition of L2 English
Genitive Constructions with Bare Proper Name pasasshy native speakers of Italian. The results
of the investigation of original L2 English dataorsing from a group of 94 Italian teen-agers
learning L2 English in a formal environment- indieghat in the acquisition of these structures both
Universal Grammar and transfer from the L1 are iepl

Andrea Gualminipresents the results of an experiment investigatimldren’s interpretation of
‘some’ and of negation in the two arguments of uhesersal quantifier ‘every.The author shows
that English-speaking children’s interpretationseitences containing negation is not limited to
surface scope interpretations. Moreover, findings ased by the author to adjudicate between
alternative theories about children’s interpretatd universally quantified sentences.



To what extent is Albanian word stress
predictable?

STEFANO CANALIS

Abstract

While previous analyses have claimed that Albamiard stress is not wholly predictable, or

depends in part on vowel quality, it is argued héirat Albanian stress is quantity-sensitive,
and an uneven trochee is sufficient to accountstoess position within stems. Apparent
counterexamples are discussed, arguing that they & described as depending on the
presence of intrusive, weightless vowels and ehldinal syllables.

1. INTRODUCTION

The goal of this paper is offering an explanatiblbanian word stress, trying to deduce its
properties from a limited set of assumptions.

After a sketch of the relevant data and a presentatf the preceding analyses, it will be

shown that the latter contain some flaws, and tmradtive analysis will be proposed instead,
proposing that Albanian stress is wholly accourgaddopting an uneven trochee. Apparent
exceptions will be discussed, arguing that they rave real counterexamples at a closer
scrutiny.

1.1 Previous works on Albanian stress

Albanian stress — as Albanian phonology, more mega — is a comparatively little studied
field: to my knowledge there are only two theoratievorks — Bevington (1974) and
Trommer (2004) — which aim at providing an explamabf it, and which will be discussed
in 8 3.1 and 3.2 respectively. On the other hamdcdptive grammars of Albanian usually
state that stress is, to a greater or lesser exiaptedictable, and that there are only some
tendencies at most, offering a fairly wide rangehions.

* Universita di Padova, Dipartimento di Disciplitieguistiche, comunicative e dello spettacolo.

I would like to thank Paola Beninca, Laura Vanaltid the participants in IGG 2007, especially M&@sa
Lloret, for their comments. Last but not least, tleey large amount of information about Albanianriviala
Sotiri gave me has been fundamental. All remaiingrs are my own.
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According to Dodi and Gjinari (1983: 129) therenst a general rule, but they admit a
tendency to penultimate word stress. The tendesidtg penultimate stress within the stem
according to Buchholz and Fiedler (1987: 53), wirlghe opinion of Newmark, Hubbard
and Prifti (1982: 15) stress tends to fall on timalfvowel of the stem; according to Camaj
(1984: 8) stress cannot be predicted in uninflestedhs but, at least in nouns, it falls on the
penultimate syllable of the ‘definite form’ (i.ehd form inflected for a kind of suffixed
definite article, roughly speaking). All these gealigations usually are followed by lists of
‘exceptions’.

2. THE DATA

In this section | will set forth some informal, deptive observations on Albanian stress.
2.1 Stress and morphology

A peculiarity Albanian stress possesses, when coedpéo many other Indo-European
languages, is its immovability with respect to éafion. In inflected words stress always falls
on the same syllable of the stem, whichever thkegtibnal morphemes attached; in other
words, any syllable following the stem is irrelevémstress assignment.

For instance, the stress position found in the native indefinite form (i.e. the bare stem) of
nouns is always preserved throughout inflectiod)1-This implies that oxytones (e.g. 3a),
paroxytones (like 1a, 2a, 3b, 4a) and proparoxydfb, 2b, 3c) as well are possible words
in Albanian (and even a few words with stress anftiurth syllable from the last, like (4b)).

(1) a. puné work
b. punéve work-dat.-pl.
(2) a. vegél tool
b. véglave tool-dat.-pl.
3) a. bilbil nightingale
b. bilbili the nightingale
c. bilbiléve nightingale-dat.-pl.
4) a. kambull plum

b. kdambullave plum-dat.-pl.

On the other hand, most derivational morphemesenstress to the right (although
there are a few unstressed derivational morpheatiegeating adverbsazi, -as, -thi.

(®5) a. puné work

! As a norm | will cite Albanian forms according $tandard Albanian orthography, but, unlike it, llwmark
the stressed vowel; as for the symbols which farpmuposes will be most relevant in the followinages,é
stands ford], Il for [{], r for [c] andrr for [r].

2 While word-final schwa is pronounced in standatbahian, many speakers drop it and lengthen theeplieg
vowel, at least in colloquial speech; so for theumé boréwould be [pun], ['boxr].
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b. puné-tor worker
(6) a. dije knowledge
b. dije-tar learned person
(7 a. qytet city
b. qytet-ar city (adj.)
c. qyte-tar-i citizenship
d. qytet-ér-im civilization
(8) a. kalim passage
b. kalim-thi to be passing through

This state of affairs, as shown in 8§ 1.1, hasroféel to the conclusion that Albanian
stress is basically unpredictable, being possiblamy of the last four syllables of a word,
and consequently must be lexically marked. But dmion is based on the observation of
whole words only; if vowels belonging to inflect@nmorphemes are left aside, and only
stems are considered, a much clearer and restpetibein emerges: stress virtually always is
on the last or penultimate vowel of the stem. Heweehave to look at the stem as the
relevant stress domain, not at the inflected wartj vowels of inflectional morphemes,
which are always unstressed, have not to be cameside

The distinction between words and stems resttietssyllable-window for stress, but
obviously still leaves unanswered the problem deneining stress position within stems.
Which principle selects the final rather than teautimate syllable?

2.2 Stress within stems
At a descriptive level, already from a brief insji@e of Albanian lexicon it is evident that in

most cases uninflected stems ending in an opealdglhave stress on the penultimate vowel
(9), and stems ending in a consonant have fine$stf10).

(99 a. puné work
b. Ildle flower
c. radio radio
d. boré snow
e. yndyré fat
f. anembané everywhere
g. prapa behind
h. brénda inside
i. cili who, which
j. gati almost
(10) a. endacak wanderer
b. dembél lazy
C. rrogoz mat
d. bilbil nightingale

An exception to the descriptive generalization \a draw from (10) are most of the
stems ending in schwa+consonant (usually a sondsahin a few cases a fricative), or-in
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ull [uf] and-ur [ur], which have stress on (what is standardly assumée) the penultimate

syllable.
(11) a. vegel tool
b. zémér heart
c. éndérr dream
d. molléz cheekbone
e. shékull century
f. vétull eyebrow
g. flatur butterfly
h. dashur lovely

Stem-final stressed vowels are attested too, dnatustressedos]. Besides, standard
Albanian has no phonemic long vowels, but seveaaieties have them (cf. § 3.7), and in
such varieties words as in (12) usually have al fimag vowel (or penultimate stress, e.g.

(12e) is [deve)).

(12) a. shtépi house
b. bari sheperd
c. kala castle
d. vélla brother
e. devé camel
f. kopé herd
g. byré bureau
h. apo or
i. ashtu o)

j. aty there
k. tashmé already

2.3Marginal exceptions

Toponyms likeScutariare exceptions to the generalization that stie$imited to one of the
last two vowels of the stem; but is several langsatpponyms form a sub-system with
different principles (for example Turkish stress nwstly final, but we have Ankara

Istanbul etc.; see for instance Kabak and Vogel (2001)).

3. DISCUSSION OF PREVIOUS EXPLANATIONS

From the data above the rightward orientation dfafian word stress emerges clearly: what
is relevant is the content at the right end ofdtean (light vs. heavy syllables, presence of a
schwa, etc.). Moreover, within a stem stress ndalts on a syllable to the left of the
penultimate. The large number of stems behaving é3) and (10) suggests the hypothesis
of a quantity-sensitive system, since a final hesytiable is stressed and a final light syllable
isn't, although examples like in (11), that is wassed final heavy syllables, and in (12),
stressed final light syllables, indicate that thkigon is not so straightforward.
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The generalizations of descriptive grammars artesafficient to cover all the data
above in an exhaustive manner. One of the probiertiee arguments of several grammars is
the failure to recognize the stem as the domaistmalss assignment, which easily leads to
stating that stress position is unpredictable. Ewden the stem is proposed as the proper
domain to predict stress position, as in Newmakhlbaird and Prifti (1982), only a tendency
to final stress is admitted.

3.1Bevington (1974)’s proposal

On the other contrary, the only two works in getieeaphonology dealing with Albanian
stress, Bevington (1974) and Trommer (2004), eitplistate that stress is assigned to stems,
not to words. Both recognize the stem as the prdpemain for stress assignment, and in
different ways both propose to link stress in gartsyllable weight and in part to vowel
guality. Bevington’s theoretical framework is cl@s$ generative phonology, and stress is
represented with the disjunctive rules in (13)estris final by default, but under certain
conditions it is assigned to the penultimate vowehe stem is not a verb.

(13) [ e

a
a. V — [+stress] /| _ @ é?C)HSTEM v
-as
_-ull

b. V — [+stress] / __ €]stem
(adapted from Bevington, 1974: 24-25)

The problems raised by these rules are seversl; fule (13a) does not represent a
natural class, since it collapses various differmtities within its braces; second, stress of
verbs is assumed to be determined by differentmi@s than other stems.

As for empirical accuracy, stem-final /a/ is maften stressed than not, contrary to
what stated in rule (13a), and stems ending inresséd-ur [ur] are not mentioned.

Some words remain unexplained and demand a fusthadyoration of the rule, which
becomes rather complex. For example monosyllabiesagproblem, because all non-verb
stems consisting of a single syllable and endingni@ of the endings listed within the braces
in rule (13a) (for instance the wofd ‘faith’) cannot receive stress — it should fall tre
penultimate vowel, but by definition monosyllabés not have a penultimate vowel — and
their stress has thus to be assigned separately.

Diphthongs too demand another refinement of riil8a) (not shown here), requiring
another symbol and an assumption on the orderitigeofules, to avoid stress to be assigned
to the second half of the diphthongs (Bevington74t926), contrary to what happens in
standard Albanian.

Anyway, there still are some stems not conformmis predictions (e.g. stem-final
stressed /e @/, like (12e-h) and (12k)); the technical solutiproposed for stems not
conforming to his rules — a diacritic mark [-streske] assigned to such stems, which blocks
rules from applying — seems basically circular.
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3.2Trommer (2004): Albanian stress and OT

Trommer (2004)’'s analisys is couched in Optimalltyeory: summarizing his ideas, we

could say that in his opinion Albanian stress degemn the interaction of weight and vowel

guality. These two factors should justify both thBerent stress position in open and closed
syllables, and the presence of many stem-finakste /a/s and /i/s. The most important
constraints of his analysis and their ranking &i@s in (14):

(14) *e c’]stem,>> WSP];tem>> *['hi 'IO] c’]stem>>
ALIGN(o, Right, Stem, Right) >> *[+hi]]stem>> *[+10] ] stem

The constraint AGN(s, Right, Stem, Right), aligns stress to the rigtiges of the
stem, securing the rightward orientation of Albangiress, but a ban against stressed mid
vowels prevents them from being stressed when &teah{*[-hi -10] ;]seen). The constraint
WSPlLem— Weight-to-Stress Principle, heavy syllables@@minent — wants to capture that
stem-final heavy syllables are usually stressed k@ing ranked above *[-hi -Igfkem allows
for mid vowels too to be stressed, provided thaytare in a closed syllable; since schwa is
only rarely stressed, he suggests a higher pratmbéigainst stressing such vowel, thus ruling
out it even in closed syllables ((Ren).

There are some problems with this proposal. Sawelve further constraints, which
are required for stems not accounted for by thestraimts in (14), and which look more
descriptive than explicative. For example, sinceastressed schwas exist, and usually are
followed by a velar stop (e.g.jasték ‘pillow’), he proposes the constraint
STRESY][...DORS}]sten), ranked above *&lsem with the result of assigning stress to any
vowel, including $], before a velar stop; but this solution seemseaenformal restatement of
the facts, since there is no independent reasassome influence of this consonant on stress
(and anyway there are some stressed schwas notvéall by a velar stopeélléf ‘holster’,
tashmé ‘already’ etc.). Neither the proposal that theyldobelong to a different stratum of
the lexicon, with a different constraint rankingems to be convincing: it is true they are
loanwords from Turkish, but nowadays they are fullggrated in Albanian.

No explicit explanation for stems ending in uns$ed -ull [uf], which have
penultimate stress in spite of having a final heayllable, is given. As for stem-final
unstresseelr [ur], it is suggested that it is a lexicalized paptiei hence inflection outside of
the stem: this is wholly sensible for adjectivé® lhapur ‘open’, given that we havieap ‘I
open’, but clearly not for nouns likepopull ‘people’ or lepur ‘hare’, which are
monomorphemic.

With regard to one of his central claims, thatareiing the influence of the quality
vowel on stress position, from a typological pahview stress systems influenced by vowel
quality are attested, and markedness constraints haen proposed to explain them (cf.
Kenstowicz 1996, de Lacy 2006). But they are adidabaon the sonority scale: more sonorous
vowels tend to attract stress, and less sonorowglgdend to avoid it. Instead according to
Trommer in Albanian there would be a hierarchytoéssability /i u a y/ > /e o/ >»l/(going
from the most easily stressable vowels to the lsasssable), since central vowels would
avoid stress more than peripheral vowels. Now, uminerless languages] [is typical of
unstressed vowels, but this proposal is much ledkgmounded for mid non-central vowels.
As a matter of fact, in several languages mid vevae¢ possible only if stressed, changing to
high or low (hence peripheral) vowels if stress e®to another vowel (cf. for example
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(Harris, 2005) on vowel reduction). On the contragcording to Trommer’s hierarchy, an
unstressed mid vowel should be preferred to assesne.

Moving from more theoretical problems to the encpi; factual correctness of the
predictions he makes regarding Albanian stress, véllaity of his constraints is only
statistical: /e/,d/ and /o/ are often unstressed when stem-final, /ahé@nd /i/ are usually
stressed (15), but this pattern is anything butgatcal (incidentally, word-final /y/ and /u/
are infrequent in Albanian, thus it is difficult toake a generalization, but again some forms
with non-final stress exist, although they are higgnce peripheral vowels).

(15) Vowel quality in vowel-final stems and findtesss

a i u o] e
final stress 65 (78.3%) 991 (93.6%) 10 (66.7%) Z%R1%) 104 (7.9%)
non-final stress | 18 (21.7%) 68 (6.4%) 5 (33.3%) (BB 9%) 1206 (92.1%)
all 83 1059 15 86 1310

(from Trommer (2004: 10); in the column regardinythe total is not consistent with the figures adgovf the
total is 81, stressed and unstressed final /o/8@&% and 69.1% respectivily

As the figures show, stem-final unstressed /a/ f@nd as (9g-j)) — and stems-final
stressedd e o/ — as (12e-h , 12k) — remain unexplained. Tareyless common than the
stressed option, but do exist. Even more dangerotist different ratios could be due to a
morphological reason: the relative scarcity of tesded final /i a/ is evident only for noun
stems, for example the three non-monosyllabic miipas ending in /a/p@ra ‘in front of’,
prapa ‘behind’, brénda‘inside’) all have penultimate stress. The ovelaW proportion of
unstressed /i a/ in the figures is influenced keylilgh number of nouns with respect to other
classes, rather than a phonological ban againstlibang unstressed. Unstressed final /i/ is
the default marking of the definite form of nomiwat masculine singular nouns (ergal-
mali ‘mountain-the mountain’) and unstressed finaligahe default marking of the definite
form for nominative feminine singular nouns (efgshé-fusha‘plain-the plain’). This
suggests that unstressed final /i a/ are extremaeg/in nouns not because of their phonetic
quality, but simply because they are interpretednéisctional endings: a word ending in
unstressed /i/ or /a/ is interpreted as a defioiten.

The adaptation of the Italian worfdrza is revealing in this respect: it has two
meanings, since as a noun it means ‘strength’ arahanterjection it means ‘hurry up, come
on’. Both were borrowed in Albanian, like many atltalian words, but were adapted in two
different ways: ‘strength’ iforcé ['fortso] in Albanian, while ‘hurry up’ idorca['fortsa]. The
Italian noun fortsa], due to its final [a], in all likeness wpsrceived as the definite form
['fortsa] of a hypothetical stenmfdrtso], and not incidentally was classified as a femgnin
noun, as final unstressed [a] usually implies. @@ tontrary in the interjection the final
vowel was preserved, because there was no reasotetpret it as inflection. The difference
in the adaptation of the final vowels cannot be thes phonetic input — the two words are
phonetically identical — and the unstressed [ah@interjection goes against the hypothesis
that [a] attracts stress; the only reason why itpieserved just in the latter case is
morphological.

Another reason for the very high number of stemalfistressed /i/s (the only case in
(15) where a stem-final vowel is stressed more tl®8 of the occurrences) is
morphological again: a stressed /i/ is the exporadna derivational morpheme deriving
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abstract or collective nouns from nouns and adjest(for instancenalmalési‘mountain-
chain of mountains’, bukur-bukuri ‘beautiful-beauty’). This morpheme being very
productive, the lexicon contains a lot of noun fe&nding in a stressed /i/.

4. QUANTITY, INTRUSIVE VOWELS, LATENT SYLLABLES

From the previous analyses, | keep the suggeshanh stress position depends on the
phonological content of the stem only, and it iBuenced by syllable weight. But if other
factors, like vowel quality, are not relevant, waigemains the only candidate to account for
the behaviour of Albanian stress. | want to propbgefollowing principles to account for its
behaviour:

(16) a. Albanian is a quantity-sensitive language
b. The Albanian foot is a trochee
c. The main foot is the rightmost
d. Syllables to the right of the stem are meliydarelevant

It follows that

(17) Within a word, the main stress always fallstba rightmost uneven trochee of the
stem, i.e. on the syllable including the stem’syiémate mora” Jstem * “Jstem “]stem

Assumptions (16¢) and (16d) have already beenuslssrl and motivated above.
Assumption (16a) is suggested primarily by finakss on (C)VC(C) stem-final syllables,
and assumption (16b) is suggested primarily by |iemate stress when the final syllable is
light, but both require further justification.

This proposal is unproblematic with many stenie those in (9) and (10): they have
stress on the penultimate syllable, if the ladigist, and on the last syllable, if it is heavy,
that is on the penultimate mora of the stem, irhhxatses being consistent with an uneven
trochee.

But clearly stem-final unstressedC, -ull, -ur (11), and stem-final stressed vowels
(12) are problematic: the former group has penaltanstress, albeit the final syllable is
(apparently) heavy, and as for the latter no wedklse after the stressed one is (apparently)
present, making it difficult to analyse them asoglaic binary foot.

4.1 The weightless status of| [n —€C unstressed final sequences

With regard to the first group of stems, those egdn unstressed schwa+consonant, it must
be observed that schwa in these sequences is ématespects unlike ‘normal’ vowels. Its
phonetic realization has high variability, and onme Gheg varieties such sequences are not
analyzed as a vowel-consonant sequence, but sesmysyllabic consonant (Lowman 1932).

Most, importantly, when a vowel is added to thstsns (for example to create their
definite form), the schwa disappears:
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(18) indefinite singular nominative definite sitgunominative
a. vegel vegl-a
b. lakén lakn-a
c. éndérr éndrr-a

This suggests that this unstressed schwa is oniypteusive vowel (in the sense of
(Hall, 2006), for instance), which appears as anphlio consequence of the transition
between two consonants when the second is a gyllalmleus, but is not present when the
second consonant is not syllabic (the loss of bidity of such consonants when a suffix is
present is not unexpected in Albanian, since sempgenf two nuclei are often avoided: for
example wher-a appears after stem-finag the latter becomes a glidale-lulja ‘flower-the
flower’).

Schwa+consonant sequences can be accordingly dii@svihe phonetic counterpart of
a single syllabic consonant, without the vowel gganesent underlyingly. A stem likeegél
is thus represented as in (19):

(29) o o
A/

ON |O N
Ivegb/® ve goal

The intrusive status ob] in this context entails that it does not conttéto weight,
being absent in the lexical representation of teens But if the representation in (19) is
correct, stress falls on the penultimate syllabtepredicted, because the final syllable is light
and consequently has only one mora.

(¢ (¢
/l /T
v e gal

In some cases it seems thalt if preserved also in case of suffixation, cormtriar
what predicted. Bevington (1974: 115-116) lists sarhthese apparent exceptions:

(20)

(21) indef.form  definite form

bohgallék bohgalléku  gift the bride brings for the men of her husbarttbsise

a.

b. lapkér* lapkéra ear lobe
c. eéngjéll  éngjélli angel
d.

endéz endéza fruit blossom; spider web

% Incidentally, the representation in (19) entdilattsyllabification is underlying — since the lashsonant is
already specified as syllabic nucleus — contramyhat most phonologists would assume. Motivating ¢tfaim
would lead us too far away, but seg.Goldston (1996) for several arguments in favounraterlying
syllabification.

* This word is in not present in the dictionarieswsed, neither is known by the native speakersomsudted.
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Actually, the first two words are not counterexadesp since they have a stresseld [
The generalization above is based on the predi¢hahthere cannot be a final unstressed
heavy syllable, thus a schwa in a fiselessedheavy syllable is not a violation; moreover, in
Albanian p] is a transition vowel in the context discussedvay but phonemic/ is part of
the vowel inventory of this language, and the fhat it is not deleted after suffixation is just
what is expected.

The other two examples appear to be more diffiatilfirst sight, sinces] is not
stressed but is nonetheless preserved after stdiixavhen the last consonant of the stem
loses its syllabic status. Yatlz*[ndz] andngjll *[n#] are not possible onsets (for a list of
phonotactic constraints of Albanian cf. Buchholzd akiedler (1987: 47-52); rather
surprisingly, nasal+obstruent sequences are sfddbas onsets of the subsequent vowel in
Albanian, possibly because they rather are a sicmieplex segment), thus the presence of a
[2] can be explained again as due to a phonotasgore but of a different kind.

4.2 The weightless status of [u] inr; -ull unstressed final sequences

Unstressed stem-finalill and-ur obviously do not have a schwa, thus they seene togal’
heavy syllables. Nevertheless, they show sevefiltads with the phenomena discussed in
the preceding section.

First, in colloquial speech in many cases theréhés same vowel/zero alternation:
shekull/shekulli['fekut]/['fekt] ‘century/the century’lepur/lepuri ['lepw]/['lepri] ‘hare/the
hare’, etc. Actually, the standard preserves [gpalihen suffix vowels follow the stem,
apparently leaving no room for the ‘intrusive vowargument, since the stem-final
consonant is no more a nucleus: we hsivekulli lepuri, etc. Nonetheless, while here [u] is
prescribed in the standard, and represented invthieen form, in the spoken language it is
often absent, to the extent that children usuatiyeveheklli lepri and school grammars have
to explicitly warn students to write such wordsiwét grapheme <u>.

Second, there is some amount of free variation &tmp] and [u] in this context. Different
speakers pronounce the same word either with timaefioor the latter vowel, for instance
hiséll ‘nettle’ is the standard (written) form, but itrche heard both as [biand as [hisuf].

Third, for speakers who have no unstressgdl -unstresseeull is in complementary
distribution with unstresse@C. an unstressed vowel in closed final syllable lsarju] only
before [f], otherwise we find a schwa.

Being subject to the same processes, free variaim complementary distribution
are the most common arguments in phonology to aittatetwo phones are realization of the
same phoneme. Presence of [u] insteadopfi easily explained by the nature of the
following consonant: they have a secondary arttcuta and influence of the secondary
articulation of a consonant on a adjacent vowelelyy common, particularly if the vowel is
intrusive.

This suggests that [ut] andcJuare underlyingly syllabic /tand £/, with spreading of
their back articulation on the intrusive vowel wihgurfaces to phonetically realize before the
consonant. If in this context [u] is intrusive, jus schwa is before the other sonorants, also
in this case stress is on the penultimate mdekut] is /fekV, for instance.

® Marinela Sotiri, p.c.
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(22) c c
/1
[ e k uf

4.3 Problems

More precisely, consonantal influence on the inieisyowel is evident with regard to/,/t
which is a velarized consonant: a transition vofuglis unsurprising in this context. On the
other hand it is less clear why should cause the appearance of [u], for two msisSm
several stemso] is present (for exampleémér‘heart’), thus [u] is not a wholly automatic
result of an assimilation from this consonant, araybe is at least in part lexicalized (while,
as said abovep[ beforell is rare, and in substandard styles is often redlas [u] anyway).

The second reason is that g¢eem not to be a velarized consonant as /thiss tt
unclear where [u] comes from. In this respect,aipdw | have transcribed//as an alveolar
flap or tap (opposed to the alveolar trill /r/),carding to the standard analysis of this
consonant of Albanian, but to my knowledge it hagen been examined whether it has some
degree of retraction of the tongue; for example Aca® English flap has raising and
retraction of the tongue tip during the precedimgvel (Ladefoged and Maddieson 1996:
231-232), and such an articulation, if presenthie Albanian segment as well, would be
consistent with the appearance of [u] insteadof [

4.4 Stem-final stressed vowels

Stem-final stressed vowels seem to conspicuousiyradict the claim that stress is always
on the penultimate mora, since apparently thensoisveak mora at all after the stressed
vowel.

Nevertheless, there are several remarks to ma&edad Albanian has no length
contrast, but Albanian is divided into two majoaldicts, or better dialect areas, Tosk (upon
which the standard is mostly based) in the soutth @heg in the north. Gheg has long
vowels, and they were present in Old Albanian ak. WweGheg, stem-final stressed vowels
are almost always long, hence bimoraic. Sometime®ral with final stress in Tosk has a
final short vowel in Gheg, but penultimate stredsve‘camel’ T. [deve], G. [deve], kafe
‘coffee’ T. [kafe], G. [kafe] (usually these words were borrowed from Tshki

Tosk (or rather most Tosk varieties) has not lgagels: stem-final stressed vowels
are short. But at a closer inspection the pictsingot so clearcut: in several varieties of Tosk,
as in Gheg, finalq] is dropped and compensatory lengthening takesepll@ngthening the
preceding vowel. Thus a word likeinéis often realized as [mj (cf. also n. 2). This pattern
can also surface in the standard, although at leasformal styled] is preserved.

Nevertheless, compensatory lengthening is notemsal among Albanian speakers,
and in any case stem-final vowels remain short.céldd say that stress is predictable only
when the stem ends in a consonant, while there isvay to predict in vowel-final stems
whether stress falls on the last or penultimatizabkid.

An alternative solution is available pursuing arenabstract view. Also varieties and
(formal) styles which retain final schwa and lagbndg vowels show an interesting
phenomenon: several suffix formatives, normally sising of a consonant only, when
attached to a stem-final stressed vowel are foltblaye an additional schwa. For example the

11
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formative of the plural morpheme of the ‘definitarh’ usually is [t], but is the syllabledt
immediately after a stressed vowel. The contexh alternation is purely phonological: a
schwa appears if and only if there is a stem-faticdssed vowel.

(23) nominative plural indefinite nominative pludgfinite

bilbilé bilbilét nightingales/the nightingales
topa topat balls/the balls

radio radiot radios/the radios

lUle [Ulet flowers/the flowers

shkoélla shkoéllat schools/the schools

shami shamité handkerchief/the handkerchiefs
kala kalaté castles/the castles

byré byrété bureaus/the bureaus

devé devété camels/the camels

A similar behavior is present in verbal morpholagy/well: /-m -t -n/ are inflectional
verbal endings, but they are kit -no/ after a stressed vowel.

(24) lyej |paint pi | drink
lye-m we painted pi-mé we drank
lye-t you (pl.) painted  pi-té you (pl.) drank
lye-n they painted pi-né they drank

In varieties with schwa drop and compensatory tlegmgng, a word likeshamitéis
[fa@miit], a long vowel surfacing when an inflectional fsufis added after a stem-final
stressed vowel. Actually, we could say that in ¢hearieties a stem-final stressed vowel is
long, but length is visible only when a suffix isepent.

As for varieties without compensatory lengthenithg, unexpected presence of a final
schwa needs explanation. But schwa and stress ioeihare both explained if a stem-final
uneven trochee is present in this context as wWelt, is if the stressed short vowel is followed
by a weak syllable: given the impossibility of lomgwels or [\b] sequences in standard
Albanian, the second syllable of the foot remaihergtically empty when the stem has no
suffixe$. But when a new suffix finds a syllable node vofdsegmental material, it fills it
(ust as in Gheg the suffix /t/ fills the coda gms when attached to /shamiyielding
[fami:t]); when the suffix is made of just one consoné@nbccupies the available onset, and
the vocalic nucleus is free to emerge, not beingigaous to the preceding vowel anymore.
Being featurally unspecified, the least marked JoafeAlbanian vowel system], is the
obvious choice for this nucleus when it is phoradlycrealized.

® For theoretical discussions concerning the prdpafseet including ‘silent’ nodes, cf. for exampiaderson
and Ewen (1987: 119-120) or Kager (1995).

12
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(25) shami[fami]

(26) shamité[famito]

(¢ (¢ (¢
yam
famits

With his representation, stress is fully regulaithin a stem, it always falls on the
stem’s penultimate mora (which sometimes is thedagmentally realized mora, while the
final weak mora emerges under certain conditions).

Incidentally, this latent syllable seems to be coméd also by Albanian folk meter. It is a
syllabic meter, usually including eight syllables each line, but the last foot is quantity-
sensitive a line of eight syllables can end in a disyllabic CV(C).CV foot, but also a seven-
syllable line ending in a heavy syllable CVC is well formed; interestingly also a seven-
syllable line ending in CV is acceptable as well (Pipa 1978: 25-26). This equivalence cannot
be explained with a principle requiring a stressexdenth syllable regardless of the number of
following syllables of the last word, since a nilable line ending in a proparoxytone is
not allowed, and receives an additional stres®-filmal malevet> malevél. On the other
hand, it is straightforwardly accounted for counting a latent syllable, hence a mora, after a
line-final CV.
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On the nature of vowel harmony:
spreading with a purpose

MARIA-ROSA LLORET

Abstract

This paper discusses the interaction between cainssrgoverning production of speech and
those governing perception of speech, focusing hen issue of vowel harmony. Three
different cases of vowel harmony within Romanceyuages are reviewed to show that
configurations of the harmonic domains can be teiggl either by demands of articulation
or by demands of perception. The former patteraiEnimprovement of perception as a side
effect; the latter may show secondary gains orcalkdtion and typically has the primarily
function of preserving a relevant paradigmatic uhistion. | present an analysis cast in
Optimality Theory (OT) that allows predicting thigeedtion of the spreading from the type of
harmony, following previously established pattefvgsed on the notions of Positional
Faithfulness and Positional Markedness. Conditiondargets and triggers are derived from
general restrictions placed on the harmonic elememhe selection of the harmonic feature
is instead derived from specific properties thattéiees have in each system.

1. INTRODUCTION

Harmony has the effect of making segments thahateecessarily adjacent more similar to
each other in some domain (typically, the word e foot), at the cost of changing input
properties. One central point in the study of harim@roperties is to find out the reasons for
the spreading. There are at least three approachasswering such a question. One is
articulatorily based: harmony results from langsagétempting to minimize resetting of
articulators (e.g. Smolensky, 1993, Pulleyblank020 Under this view, the general
prediction is that the harmonic feature occurs isti@ng position and spreads to weak
positions to minimize the articulatory effort (WithOT, this is an instance dfositional
Faithfulnesse.g. Beckman, 1998, Baka@yi2000). The figure in (1) illustrates such a patte
with stressed (strong) and unstressed (weak) \opasitions.

" Universitat de Barcelona.

This work was prepared by the author as a contdbub the33rd Incontro di Grammatica Generativhut is
part of a broader study on vowel harmony in the Roce languages of Spain carried out with JesUsn&meé
from the Universitat de Valéncia (cf. Jiménez ardrét, 2007a, b). The research was supported bytgra
HUM2004-01504/FILO littp://www.ub.edu/linca}/ from the Spanish Ministerio de Educacién y Cianand
the FEDER, and 2005SGR01046 from the Generalit&atalunya.
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(2) Positional Faithfulnessstrong- weak pattern
vV oV Driving force: Gestural uniformity (articulatptasis)
|.--¥ By-product: Increase the perceptibilityooffunctional basis)
o

In the previous example, strong/weak positionsrrédestressed/unstressed positions, but
classical harmonies of this type also involve tepahdence of affix vowels (morphologically
weak positions) —typically suffixes— on the vowdatsthe root (a morphologically strong
position).

The alternative approach is perceptually basedmbay results from languages
attempting to license contrasts in maximally petitég positions (e.g. Steriade, 1995, Zoll,
1997). Under this view, the general predictionhigttthe harmonic feature appears in a weak
structure and is attracted to strong positionsetmine more perceptible (within OT, this is an
instance ofPositional Markednesse.g. Walker, 2005, 2006). The figure in (2) ithages
such a pattern with unstressed (weak) and stréssedg) vocalic positions.

(2)  Positional Markednessveak - strong pattern

vV Vv Driving force: Increase the perceptibility ef(functional basis)
-] By-product: Gestural uniformity (articulatoogsis)
o

As in the previous case, strong/weak positions alay involve morphological positions. In
this case, the assimilation affects root vowelseurtde influence of affixes.

A further view is that harmony attempts both to maxe perceptibility and to
minimize changes in the state of articulators. Tpproach favors larger spans of features,
which are nevertheless protected by faithfulnespréserve certain input contrasts. Unlike
the two previous approaches, this view fails todmtethe directionality of the spreading,
which has to be somehow stipulated (within OT, tkisan instance oDptimal Domains
Theory Cole and Kisseberth, 1994 8pan TheoryMcCarthy, 2004). The issue, then, is
whether the three types of harmony actually existhis paper | review three examples of
vowel harmony (VH) within Romance that have beepvjmusly discussed in the OT
literature (i.e. Ascrea Italian, Valencian Cataland Eastern Andalusian Spanish) to show
that, although it is true that certain harmonictgrais improve both perception and
articulation (e.g. Valencian VH and certain case8strea and Andalusian VH), others only
improve perception in certain contexts (e.g. cartaises of Ascrea and Andalusian VH). It is
also shown that in all cases there is a clearaboitj whether articulatory (Valencian VH) or
perceptual (Ascrea and Andalusian VH). Hence, otyges (1) and (2) exist and
directionality of the spreading can be deduced ftbeharmonic pattern they follow. The
examples further show that the perceptual compomerfavored when the initiator is
articulatory (Valencian VH), but articulation cae favored or not as a side effect when the
initiator is perceptual (Ascrea and Andalusian VH).

A related issue discussed in this paper that isaheays properly addressed in the
study of harmony is the selection of the harmomatdre. The examples analyzed here
support Archangeli and Pulleyblank’s (2007: 35@wpoint according to which “evidence
suggests that there is no a priori list [of harmdi@atures], but rather that the differential
behavior of features vis-a-vis harmony is an astitsf other properties of those features and
their interactions, not specific to harmony itselih contrast, limitations to the characteristics
of targets and triggers are derived from genesdticions placed on harmonic elements.
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The paper is organized as follows. Section 2 shasysnmetries encountered in the
effects of VH, section 3 analyzes three cases ofWtHin Romance languages to illustrate
different harmonic patterns, and section 4 brinigs tesults together and presents the
conclusions.

2. ASYMMETRIES INVOLVING THE FINAL EFFECT

Positional Faithfulness and Positional Markedness tavo complementary approaches
independently necessary to account for other tgpetionological processes that can be used
to explain harmonic patterns with distinct motieas. The Positional Faithfulness VH
pattern is characterized by predominance of thiéhftdhess constraints that preserve the
features (F) that occur in strong positions (he. beENT(F)-StrongPosition constraint family;
cf. (3a)) (4a). The Positional Markedness VH pattas instead characterized by
predominance of the markedness constraints that féne association of features to strong
positions (i.e. the ICENSHF)-StrongPosition constraint family; cf. (3b)) §4b

(3) a. benT(F)-StrongPosition: A segment in a strong positionthe output and its
correspondent in the input must have identical ipation for a feature
[F] (cf. Beckman, 1998).
b. LiIcCENSHF)-StrongPosition: Feature [F] is licensed by asdg®mn to a strong
position (cf. Walker, 2005).

(4) a. Positional Faithfulness VH pattern:
IDENT(F)-StrongPosition >>DENT(F), LICENSHF)
b. Positional Markedness VH pattern:
LiceNsHF)-StrongPosition >> ICENSHF), IDENT(F)

As said, a well-known asymmetry between the twowsieoncerns the predicted
directionality of the spreading: under PositionaitRfulness, the spread takes place from
strong to weak positions; under Positional Markednéhe spread takes place from weak to
strong positions. A less noticed and interestingrasetry concerns the final effects of the
change. Under Positional Faithfulness, the harmprocess reinforces a feature that already
appeared in a strong position by spreading it atber positions. Hence, the weak gets
weaker by assimilating to the strong and the stigetg stronger by spreading its features. It
thus follows the prototypical pattern accordingwbich strong elements are attracted to
strong positions, with the overall effect of turgistronger strong elements. Under Positional
Markedness, though, the harmonic process reinfoecésature that appeared in a weak
position by spreading it over strong positions. ¢&nnot only a weak element becomes
stronger through the spread, but also a strongezlietmecomes weaker because it is altered
through the assimilation and acquires the weakufeafThis is a striking effect that merits
taking a closer look at the reasons for such sgreathich in my view depend on the
properties of the trigger.

Walker (2005, 2006) states the phonetic conditibias features have to satisfy to be
characterized as perceptually weak and instigaf@ead through licensing. According to her,
they have to satisfy one or more of the restriiorentioned in (5).

! Walker (2006), upon Rose and Walker (2004), refoates LCENSE in terms of correspondence relations
(Generalized Licensing). Here, | follow the forntida in Walker (2005) for simplicity, although ndny
hinges on this.
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(5) Featural conditions on triggeffdg an occurrence of a [F] in an output):

a. f is a specification that is perceptually difficult
b. f belongs to a prosodically weak position
C. f occurs in a perceptually difficult combination

The idea | will put forth here is that features édaw satisfy a further condition to initiate the
spread through licensing: the perceptually threatemigger (under conditions in (5)) has to
convey a relevanparadigmatic distinction, whether underlyingly contrastive ootnthat
harmony improves or preserves. As we shall seeteds¢H and Andalusian VH illustrate
this situation. Valencian VH shows instead thatniaries initiated from strong positions do
not have this functional restriction. Both typeshafrmonies, though, can share other type of
limitations placed on targets and triggers.

3. HARMONIC PATTERNS

3.1. Ascrea ltalian

Walker (2005) analyzes different cases of vowelrtwary in varieties of Italy in light of the
Positional Markedness view, on which | heavily dridae example presented in this section.

One of the dialects Walker studies is Ascrea, wihiak a seven-vowel stressed systamu//

e, €, 0,9, al) but a reduced five-vowel unstressed systeénu,(£, o, a/). Height characteristics
of the vowels in Ascrea are presented in (6). (llom Walker's binary feature
characterization, with the height binary featutagly], [low], and [ATR].)

(6) i u High
[+ATR] ¢ 0
[-ATR] e 9
a Low

Ascrea illustrates a typical case of perceptuatiyugded harmony, triggered by a
contrastive low-perceptible value of a feature {¢Hh) that appears in a weak prosodic
position (word-final unstressed vowels) and targgteng positions (stressed vowels) to
become more perceptible. The examples in (7) show h final high vowel triggers
assimilation in a stressed mid vowel to its left.

(7 Vifti ‘this (m pl)’ cf. véfte ‘this (f pl)’
surdu  ‘deaf (m sg)’ cf. sérda ‘deaf (f sg)’

Walker’'s primarily concern is to show that in thksxd of harmonies perceptually
threatened phonological contrasts are improvedutiirdharmony. The pattern is analyzed as
an instance of the markedness constraigcelsE+high)6 ranked above the faithfulness
constraint beNT(high). The tableau in (8), adapted from WalkerO&)) illustrates the basic
ranking at work.
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(8)| Ivéfti/ | Lic(+high)-6 | 1D(high)
a.véfti *!
& b. vifti

Markedness constraints such aseNsSEH+high)-6 only evaluate outputs. Hence, there exists
the possibility that the spread takes place frorongt to weak positions (with the result
[véfte]), as a means to satisfy gestural uniformity amdich crucial evaluation of the
markedness constraint. In Walker’s analysis, thigrammatical candidate is ruled out by the
action of a high-ranked local constraint conjunttod the markedness constraiid/Soree,o
and the faithfulness constraireeNT(high) (9). The constraintd/Soree,o penalizes mid

vowels in unstressed syllables, where corner vo{ielsi, u, a]) are favored (cf. Crosswhite,
2004). The constrainDENT(high) penalizes discrepancies between inputs amputs with
respect to the specifications of the feature [high]Jocal constraint conjunction is violated
only when both constraints are violated in a gidemain (the segment in the case under
study) and it is obligatorily ordered before th@staints that conform the conjunction.

(9) *0/Soree,0 &seq IDENT(high): If & segment violatesdfSoree,o it must not violate
IDENT(high), and vice versa.

The local conjunction &/Soree,0 &seq IDENT(high) ensures thate[ o] only occur as

instances ofe/, o/ inputs (i.e. as instances of faithfulness reta)pthey can never be derived
from other input segments as a result of a change they cannot arise as an effect of
markedness constraints penalizing mid vowels). Hfiects of this local constraint
conjunction are shown in (10).

(10)| Ivéftil | *6/Soree,o0 & ID(high): Lic(+high)-6 | * 6/Soree,o ; ID(high)
a.véfti | *! |
& b. vifti *
c.vé(te *! | * -

Association of the relevant feature to a strongitfwws minimally satisfies licensing
conditions. It is possible, then, that pre-stresgedels (11a) as well as non-final post-
stressed vowels (11b) remain unaffected by harmasys the case in Ascrea. Note that the

latter, (11b), gives rise to a gapped, discontisucenfiguration (i.e.tfirewu]: [... Uphigh) ---
€-high] --- Up+high)l, Which does not benefit gestural uniformity as & articulation is
concerned.

(11) a. prefinnu  ‘profound (m sg)’ cf. prefénna ‘profound (f sg)’
b. tirewu ‘cloudy (m sg)’ cf. térewa ‘cloudy (f sg)’

In addition to the limits placed on the trigger, NMéa (2005) discusses and analyzes

other restrictions placed on targets (i.e. only mavels are affected) as well as on the
resulting change (i.e. it is a stepwise raising).other words, mid-close vowels, lo/ are
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raised to {, u] (cf. (7)) and mid-open vowel,/o/ are raised to¢] o] (12a), but the low
vowel, A/, does not change (12b).

(12) a. méti ‘reap (2sg pres ind)’ cf.méto ‘reap (1sg pres ind)’
kapéti  ‘overturn (2sg pres ind)’  cfkapdto  ‘overturn (1sg pres ind)’
b. manni ‘send (2sg pres ind)’ cf.manno ‘send (1sg pres ind)’

This is an interesting result, since both percdptitand gestural uniformity favor the change
to [i, u] in all cases. There exist, however, input-presgrlimitations that control the effects
of harmony: sharp raisings are prevented to pbrtiakintain the input properties of the
vowels. In Walker’s analysis, this is captured tlgle the local constraint conjunction of two
faithfulness constraintsDENT(high) &seq IDENT(ATR). This combined constraint prevents
that a segment changes the feature [high] (a woolaif IDENT(high)) and the feature [ATR]
(a violation of bENT(ATR)) at the same time (13).

(13) IpENT(high) &seq IDENT(ATR): If & segment violateDENT(high) it must not violate
IDENT(ATR), and vice versa.

Additional licensing constraints involving the otheeight properties (i.e. Low and ATR) are
further needed to get the proper stepwise changeekpositional convenience, the cover
constraint LCENSHheight)6 is used instead of appealing to the individuakensing
constraints with respect to the height featureghhi[ATR], and [low], with the result of
spreading to the targets as many height featurgmssible from the low-perceptible high
vowels? The tableau in (14) illustrates these constraint ranking at work with the case of
a mid-open vowel target.

(14)| /méti/ | Ip(high) & ID(ATR) | Lic(height)é | ID(high)i ID(ATR)
a.méti x| :
& b.méti * *
C. miti *| R

The fact that the low vowelal never raises impelled by a high vowel (emanni/
[manni] in (12b)) is not due to a restriction on featimeompatibility, since the stepwise

raising could turna/ into [e] (we shall see a case of feature co-occurrendaatesn in 83.3
with respect to Andalusian VH). This limitation @mparable to many other cases of
harmony that require certain degree of similariggween the trigger and the target to apply:
Archangeli and Pulleyblank (2007) cite several laages with vowel or consonant
harmonies that show such restrictions and the @agalencian VH presented below also fits
this pattern. In Ascrea, vowels of contradictoryghe (i.e. low and high vowels) are too
dissimilar to interact, and the height harmony ambplies between non-low ([-low]) vowels.
In Walker’'s analysis, this is interpreted as a eguence of high ranking the faithfulness
constraint bENT(low), as illustrated in (15).

2 Note that ‘height’ is not an arbitrary set of ividiual features but rather has phonetic basis,ssaraption
carried over from traditional feature theory (&mong others, Clements, 1985, Clements and Hun$g)19
Padgett (2002) recasts this view within Features€iEheory, where ‘Height’ and ‘Color’ are considkfeature
classes for vowels.
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(15)| /manni/ |!D(low) | Lic(height)é | ID(high)
< a.manni *
b. ménni *1 *
c. ménni *1 *
d. minni *1

As Maiden (1991) points out, an additional andwaig condition for the spreading
concerns the grammatical nature of the vowelsdaase the change: the feature of the vowel
that instigates the change is not only phonolobjicabntrastive but also morphologically
contrastive; that is, the trigger is not any fihagh vowel but is a suffix vowel that is the sole
carrier of a morphological distinction (e.g. masoelor second-person singular present).
Therefore, in Ascrea, a phonologieadd a morphological contrast are perceptually improved
through harmony. Walker (2005) disregards this gnatical condition and argues for the
purely phonological character of the procéstky my view, however, in Ascrea, this
grammatical contrast is theditional condition required to the (weak) trigger to inatig a
change that is capable of altering elements imgtimositions. The paradigmatic condition
(16), which adds to the feature conditions preskmie(5) on triggers, captures this extra
limitation.

(16) Paradigmatic condition on triggers:
f preserves a paradigmatic distinction

In Ascrea, this condition is morphological and takevant feature is underlyingly contrastive
(similar cases are reported for other Italian teagein Maiden, 1991 and for other Romance
varieties in Dyck, 1995j.The Andalusian case analyzed in §3.3 will shovauth, that
condition (16) is not necessarily morphological lmain protect a derived contrast that
somehow preserves relevant input informafion.

3.2. Valencian Catalan

The VH system of Valencian Catalan is analyzednmedez (1998) within the OT model of

Optimal Domains (Cole and Kisseberth, 199%glencian VH illustrates a typical case of
articulatory harmony, triggered by the color featufi.e. [front] and [back]) that appear in a
strong prosodic position (stressed vowel) and shoear weak positions (unstressed vowels)

3 Walker’s (2005) viewpoint lies on the existenceadew cases she reports from other Veneto vasigiieere
root vowels and non-final post-stressed inflectioravels are capable of triggering harmony as wall.the
examples are proparoxytones and show alternativehaomonized variants (Central Venetod]of(b)i-o ~
glalm(b)i-o ‘elbow’, fasg]-vimo ~ fasf]-vimo ‘have (1pl impf ind)’; Grado: $|rif-o ~ sf]rif-o ‘mouse’),
which suggest an interpretation in terms of anallgéxtension from the regular (non-alternatingesa

* Dyck’s (1995) cross-dialectal and cross-linguistiedy of metaphony confirms that phonetically higiwels
trigger harmony only under circumstances of higb/oantrasts in suffixes.

® Campos-Astorkiza (2007) also modifies Walker'sq202006) analysis by including the notion of ‘nnially
contrastive features’, which helps to account fa facts observed in Ascrea as well as those ete@ahin
certain northern Spanish varieties that Campos+kizi® studies. The proposal | put forth here hasider
scope than Campos-Astorkiza’s, since it incorparatet only input contrast requirements (such asoties
found in Ascrea and in varieties of northern Spdin) also surface derived distinctions that conkadgvant
paradigmatic information (such as those entailethbyAndalusian variety analyzed in §3.3).

® The examples and insights of this section owe ntaciménez (1998, 2002) and discussion with him.
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to smooth the articulation. The relevant facts asefollow. Valencian has a seven-vowel

stressed systemi(l, e, €, 0, 9, a/) and a reduced five-vowel unstressed systém, (¢, o, a/)
as Ascrea. The characteristics of the Valencianel®are presented in (17).
(17) Back

[+ATR] ¢ 0
[-ATR] el |o
a Low

Front

In the harmonic process, mid-open stressed vougls/{ extend their color features to the

following unstressed/, triggering E, o] in unstressed positions (18a). The example it)18
shows that, in the same context, words with low @lswemain unaltered.

(18) a. téla/  [téle]  ‘cloth’ cf. [Ipéral [péra], *[pére] ‘pear
Kkdzal [kdzo] ‘thing’ cf. [téta/  [téta], *[ tdto] ‘all (f sg)’
b. kazal [kaza] ‘house’

Walker (2005) proposes an interpretation of ValencVH in terms of Positional
Markedness based on an observation made by Jini@882: 148): “Our hypothesis is that
harmony is a process whose goal is to make the edarkwels ¢/, /o/ more perceptible.”
Along these lines, Walker (2005: 965) suggests thate, the weakness lies strictly in

featural content, not prosodic position. Because][ occur contrastively only under stress
[...] and an imperative to maximize extension ofcpetually difficult features [...] drives
harmony”. In my view, this is an unnecessary meugse Valencian VH is better analyzed as
a typical instance of harmony driven by PositidRaithfulness, that is, as a spread of features
from strong (stressed) to weak (unstressed) pasitio homogenize articulation. The tableau
in (19) shows the basics of such pattern: thefiditkess constrainbENT(Color)-6 is ranked
above the markedness agreement constragre&[-ATR]Color, which ensures that [—
ATR] vowels agree in color features. More genersNT (and LCENSE) constraints are
ranked lower.

(19)| /téla/ |1D(Color)<6 | AGR-[-ATR](Color)|Ip(Color)
a.téla *|
& b.téle E
c.tala *l &

" As in the case of Ascrea, | follow Walker's (20@8iary feature characterization: the height bin@atures
are [high], [low], and [ATR]; the color binary feaes are [front] and [back] (on feature classes, rese 2).
Jiménez (1998) uses [RTR] instead of [-ATR] and ibinstead of [+back]. Other authors use Corondl an
Labial instead of binary [front] and [back], respeely, with the benefit of unifying the place feats for
vowels and consonants (cf., among others, ClenmammisHume, 1995). Although nothing in the explamatio
presented in this paper hinges on a particulaufeatpecification, see the Andalusian example diseadiin §3.3
for an interesting case of interaction between \I@me consonant features.
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In addition to the pattern involved (i.e. spreadtinig place from strong to weak
positions), a firm piece of evidence for the Posisil Faithfulness view comes from another
observation made by Jiménez (1998: 159): “The emc# of vowel harmony triggered ky /
and b/ seems to be linked to the extraordinary openmésthese vowels in Valencian
(Recasens, 1991: 99-100). They are considerablye nopen than in the other Catalan
dialects.” This specific characteristic of the vowgstem of Valencian explains the feature
conditions placed on the harmonic elements, i.g. thie triggers are mid-open vowels, why
they only targetal, and why the harmonic features involve the cdéatures. The feature
condition regarding the trigger is explained innserof prominence. More sonorous (open)
vowels better fit strong (stressed) positions. Tlaeficulatory influence, hence, is stronger
than that of close segments and they are more pmmspread. (Note that in the case of

stressedal —the most open, sonorous vowel—, the effecthiefrtarmony remain unnoticed
becausee, o/ do not occur in unstressed position; hence, ¢4]y..[a] sequences from
/al...lal inputs exist.) It is, thus, a typical instancestfong, prominent features spreading

from strong, prominent positions. Regarding thdéuezaconditions on targets, the restriction
to the low vowel is not surprising in light of thélencian vowel system characteristics:
since E, o] and p] are [-ATR] vowels and they have a very close heig Valencian, they
are more prone to assimilate among tidimis a requirement of similarity between target
and trigger comparable to the one found in AsdreAscrea, the harmonic vowels were non-
low vowels; in Valencian, the harmonic vowels aréTR] vowels® As a result of the
harmony leading to homogenize articulation betwegmilar [-ATR] segments, color

features of the weak (unstressed) vowel) (Adapt to the ones associated to the strong
(stressed) vowels g/ o, a/). A secondary effect of this extension is indgbd gain in
perception of theg] o] vowels. An extra cost of the harmony is the Jiola of structure

preservation (Kiparsky, 1985), since the changegrise to {, o] allophones in unstressed
position (a similar situation will be discussedardjng Andalusian VH in 83.3).

Since in this view of the facts the primary motigat for Valencian VH is
articulation, the prediction is that there shoutd he gapped, discontinuous configurations,

as it is the case; cf. (20). For examplétcika/ does not change t&frike] because the vowel
in between, i}, breaks the homogeneity of thg festure, andi] is not similar enough to the
trigger ([e]) to become harmonized too; likewisejtiila/ does not becomedtulo] because

[u] breaks the homogeneity of thg pesture, andu] is not similar enough to the triggeo])
to be harmonized, and so th.

8 As said, the effects of such an assimilation amkgrtly surface in the case of stressedo/ followed by

unstressedi/, becauseg/ o/ do not occur in unstressed position.

® According to some authors, similarity is a meamdifferentiate local spread (or assimilation) fréomg-
distance spread (or harmony through correspondestagons, i.e. feature extension as a copying meisim):
long-distance agreements require a certain degfesinularity between targets and triggers, whilecdb
agreements usually do not impose such conditiomsgRand Walker, 2004). Another means to differémtia
long-distance agreements from local agreementsaisthe former may operate on specific phonologitadses
(only vowels or only consonants, e.g.) althoughgbts of features involved may clearly interactrgtally
with other non-affected, transparent classes (d®isase for features such as [labial] and [cdlpna

19As Jiménez (1998) points out, there only exists exa@mple of proparoxytone words with penultimate /
preceded byé/ 5/ and followed by d/, and it is a learned wordipostata‘apostate’. In this case, speakers

vacillate between a harmonized non-gapped prontiocigapostata[apsstoto]) and a non-harmonized one
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(20) kétrika/ [téteika]  (*[ tétrike]) ‘gloomy (f sg)’
Ipérdual [péroua]  (*[ péroue]) ‘loss’
Irdtula/ [r5tula] (*[ ratulo]) ‘kneecap’
/kdmika/ [kdmika]  (*[ kdmiko]) ‘comical (f sg)’

In the prototypical Valencian VH pattern the domainthe harmony is the foot (F),
which contains the stressed syllable and all pwessed ones (Cabré, 1993, Jiménez, 2002).
Hence, pre-stressed vowels are not affected bysginead and the harmony surfaces as
progressive (21a). Jiménez (1998, 2002) notesithagrtain southern varieties the harmonic
domain extends to the whole word, giving rise tihyfharmonized words. In this case, the
harmony surfaces as bi-directional (21b).

(21) a. aféktal  [a(fékte)d] ‘affect (3sg pr ind)’
ltovakdlal [tova(A51o)g] ‘towel’
b. hféktal  [efékte]
ltovakdlal [tovoA3lo]

3.3. Eastern Andalusian Spanish

The VH system of Eastern Andalusian Spanish isyaedl in Jiménez and Lloret (2007a)
within the Positional Markedness licensing view, which the analysis presented in this
section is mainly drawf: Andalusian VH is an instance of perceptually gaeahharmony,
spreading from weak (unstressed) to strong (sti¢gsesitions to improve the perceptibility
of the harmonic feature ([-ATR] in vowels). Unlikiee Ascrea example, though, the feature
that spreads is not inherently weak nor is it presmderlyingly, but it derives from local
assimilation. Another interesting difference witkspect to the previously analyzed cases is
that the harmonized words can improve articulatiwnnot, since there exist vacillating
pronunciations with gapped (i.e. discontinuous) amh-gapped (i.e. non-discontinuous)
configurations in proparoxytones. The basic facts as follows. Spanish has a five-vowel

stressed and unstressed systén, £, o, a/, with the characteristics shown in (22).

(22) Back
i u High

a Low
Front

Many Spanish varieties have cases of final condowaakening with concomitant optional
and inconsequential laxing of the preceding vowel, Eastern Andalusian shows a stable
process of word-final s/-weakening (i.e. aspiration and further loss, dejpgg on the
variety) involving systematic opening of the praogdvowel (23a), which becomes [-ATR],

([apsstata]), but a gapped realization is not possibley¥stato]). On variation conditioned by homogeneity in
the gestures (an instance of 46, see §3.3.

1 Jiménez and Lloret (2007a) cast the analysis wi@neral Licensing, with correspondence relatiaieng
the lines established by Rose and Walker (2004) \Afadker (2006). Here, however, for simplicity and
parallelism with the Ascrea case presented in 83recast the analysis along the lines of Walked08).
Nothing hinges on this, though (see note 1 too).
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and further fronting of the low vowel /a/, whichdoenes [-ATR, +front] (23b). (The data
presented here are from educated people from Gaamaith systematic loss ofst/)

(23) a. -isl: [i] mis  [mi] ‘my (pl)’
-hus/: [u] tus [tu] ‘your (pl)’

-lesl: [e] mes  né] ‘month’

-los/: [o] tos [t5] ‘cough’

b. -fasl: [&] mas  ne] ‘plus’

In this context, preceding mid and low vowels hamnme with respect to opening (i.e. [-
ATR] is the harmonic feature) (24a). Preceding higlvels do not harmonize (24b).

(24) a. tienes tléne] ‘have (2sg pr ind)’ lejos  IEho] ‘far’
monos mdno] ‘monkeys’ asas  dsx] ‘handles’
tesis fési] ‘thesis’ Venus Bénu] ‘Venus’

b. crisis krisi] ~ ‘crisis’ mios  [mio] ‘mine (pl)’
muchos 1nidfo]  ‘many’ tules fale] ‘tulles’

The harmonic spread takes place from the lastldgllieo the stressed syllable. Pre-stressed
(25a) and non-final post-stressed (25b) vowels lmamffected or not by harmony. In both
cases, there is a strong tendency to harmonizetlb& word when the vowels are identical,
as in (25c).

(25) a. momentos njoménto] ~ [moménto] ‘instants’
tréboles {céPole] ~ [tréPole] ‘clovers’
C. tenéis fenéj] ‘have (2pl pr ind)’
mondtonos  1nondtono] ‘monotonous (pl)’

In Spanish, there are very few words ending-jinh/ (reloj ‘watch’, boj(e) ‘box tree,
boxwood’, p)erraj ‘coal dust’,sij ‘Sikh’), but they all show the same behavior-asvords
(e.g.reloj [rels] ~ [reld)).

As illustrated by the previous examples, the gratmeal nature of the final consonant
that initiates the opening is irrelevant in theie®r under study, since it can be the sole

exponent of a suffix (e.gnonos[mano], where-s is the plural marker), part of a suffix (e.qg.
tenéis[tenéj], where-is is the second-person-plural marker) or part of gtean (e.greloj
[reld]). In all cases, the harmonic process appliexpsaed.

The opening and further fronting af are local assimilations derived from the feature
characteristics of the two fricatives involved metprocess (i.es// and h/). Jiménez and
Lloret (2007a) depart from the feature charactéiomaof s/ and h/ proposed in Vaux

(1998), cf. (26), which is also followed by Gerfé&2002) to account for other cases f /
aspiration (and concomitant lengthening) that Eastendalusian shows in word-internal
coda position (cfcasta[kat.ta] ‘caste’).
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(26) S h
/\ |
[+spread glottis] [coronal] [+spread glottis]

The representation af//as [+spread glottis] is phonetically supportedhoy well-known fact
that voiceless fricatives are produced with a gneaidth than are voiceless stops. Under this

view, /s/-aspiration is interpreted as loss of supralargh@eatures (i.e. debuccalization). In
the variety under studys,[h] are not allowed word-finally, neither are aspchtvowels (-

[VP]). In Jiménez and Lloret, this limitation is destV from the interaction of different
licensing constraints with conditions on codas, athare not of focal interests for present
purposes. For expositional convenience, here Ithigeconstraint *-s/h (a coda condition
banning §], [h] and any other instance of aspiration in word Ifipasition) as a cover
constraint for such effects. The interesting faotbe discussed concern the way the features
characterizing s/ and -h/ are preserved in the outputs. The claim is thataryngeal feature
[+spread glottis] surfaces as the vocalic feate#®T[R], because the opening of the glottis
contributes to the raising of the first formané (iopening) in vowels. Hence, the extension of
[+spread glottis] as [-ATR] on the previous vowekhgantees preservation of the laryngeal
feature present irs/ and h/. It is a way of satisfying Mx(LaryngealF) (“A laryngeal F in
the input has a correspondent in the output”; Gor@901: 19) under loss of the trigger (i.e.
under loss ofs, h/ due to *-s/h)t? Additionally, the feature [coronal], present isl,/is
preserved by association to the previous vowel &sca means to comply withAM(Place).
On the preceding vowel, [coronal] is interpretedittzes vocalic feature [front]. The effects,
though, are only visible in the case ef, which turns to ], becausee, ¢, i/ already are
front vowels and back vowels, which are all routabi@l) in Catalan, cannot be front
(*ROUND/FRONT: ‘Round vowels are not Front’; cf. Archangeli aRdlleyblank, 19943
This is a typical case of feature co-occurrencaricB®ns preventing certain changes, or
blocking harmony when it would apply to one of tfiepreferred target configurations. On
the whole, new [-ATR] vowels arise, which violateetmarkedness constraint against the
occurrence of [-ATR] vowels, i.e. *V/-ATR (‘No [-AH] on vowels’). The crucial ranking
needed to account for the local output expressidheodeleted s h/ is shown in (27).

(27) * ROUND/FRONT, *-s/h >>MaAXx(LarF),MAx (Pl) >>*V/-ATR >>MAX

The tableau in (28) illustrates how this rankingrks. Any candidate ending is, [h]
or in any other instance of aspiration is discardgd-s/h (cf. (28a-c, e-g, i-k)). Candidates
that incorporate the [coronal] feature of -/s/ ime tpreceding back (round) vowel are
discarded too due to feature incompatibility (&8i¢l)). In this situation, candidate (28h)
wins over candidate (28d) because it preservesaay fieatures as possible from -/s/ on the
previous vowel (i.e. the laryngeal feature [+spregattis], implemented on vowels as [—
ATRY]).

12 An alternative way of satisfying M (LaryngealF) involves aspiration in the offset loé fprevious vowel with
concomitant vowel and consonant compensatory lemgtly effects, a situation typically encountered in
internal coda position; e.gasta[k4"t.ta] ‘caste’ (Gerfen, 2002).

13 As mentioned in note 7, in certain feature systeowel and consonant interactions can be deriveah fihe
same set of features.
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(28)| /t6s/ |*ROUND/FRONT! *-s/h| Max(LarF)} MAXx (Pl) | *V/-ATR | MAXx

a. tés *! :
b. téh E *1 -
C. té" E *1 %
d. 15 | R *
e 1o = | *
f. t5h *1 — *
g. 5" *! L *

=h. 4 5 * 5 5
T *
| 7 - *
K. t:’,h *| ; * *
l. t+:'> *| i * *

The tableau in (29) illustrates the same rankingvark in the case of a final low
vowel, which can incorporate the [coronal] feattn@m -/s/. Here, the winning candidate,
(29f), shows a [-ATR, +front] vowel,af], which satisfies both kix(LarF) as well as
MAXx(Pl) and does not violate HUND/FRONT. (From now on, | only include the relevant
candidates in the tableaux for the sake of sintglici

(29)| /mas/ *ROUND/FRONTE*-S/h MAx(LarF)EMAx(PI) *V/-ATR | MAX
a. mas L I
b mih 5 —
C. m4" M L
d. ma *1 N £
€. mi *! * *
i | | —

When fricatives occur in intervocalic position, yhare maintained because they
appear in onset position and hence do not violaeword-final coda condition os/h In
these circumstances, there is no need to implermls with the [-ATR] feature and the
most faithful candidate, (30a), wins.
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(30)| /tése/ |*ROUND/FRONT:*-s/h|Max(LarF), Max(Pl)|*V/-ATR | MAX
“a. tose I
b. téhe v
C. toe : *! y *
d. tsse E E *l
€. tde : *! D * *

Tableaux (28) and (29) have illustrated how H/ are preserved on the phonetic
characteristics of the previous vowels as an igtari local feature extensions giving rise to
a novel (surface) vowel contrast through the deriMeTR] feature. This is not the case for
the other assimilated feature —i.e. [coronal] (onsonants), [front] (on vowels)—, because
[front] is already contrastive in the input vocafigstem of Spanish (cf. (22)). The claim is
that [-ATR] spreads, and not [+front], becauseiistitutes a weak trigger for two reasons. It
does not convey an input contrast but bears acdestinction and furthermore, it occurs in
a weak (word-final) position. Hence, despite itsrphmlogical nature (it can be the
expression of a morpheme or not) and its phonetiara (—-ATR] is not an inherently weak
property), it spreads to strong positions (i.eesged syllables) to become more visible. Note
additionally that the new [ATR] contrast emergestime unstressed (weak) system of
Andalusian Spanish, while other Romance languaggbs[NTR] input distinctions show this
contrast in the stressed (strong) system (we savdi$tribution, e.g., in the vowel systems of
Ascrea lItalian and Valencian Catalan). The londadise assimilation is accounted for by

ranking the licensing constraintideNsH§—ATR)-6, which demands the association of [—
ATR] to a stressed syllable, above *V/-ATR (the keainess constraint that penalizes [—

ATR] vowels). The fact that high vowelsi,(h]) remain unaffected by harmony is captured
by high ranking the co-occurrence feature restnctiHIGH/-ATR (‘High vowels are not [-
ATRY; cf. Archangeli and Pulleyblank, 1994). Thadic relevant ranking is presented in
(32).

(31) ..Max(LarF),Max(PIl)>>*HIGH/-ATR >> LICENSH-ATR)-6 >>*V/-ATR ...

The tableau in (32) illustrates a regular case-&TR] spreading from the final
unstressed syllable to the previous stressed $gjladhich contains a mid vowel that can
associate the [-ATR] value (cf. (32c)). The tablea(B3) illustrates the same situation in the
case of a high stressed vowel, which does not edeothe [-ATR] value due to feature
incompatibility (cf. (33c)). The winning candidatdough, presents a [-ATR] word-final
final high vowel (cf. (33b)) in order to satisfyetthigh ranked Mx (LarF) constraint, that is,
in order to preserve the laryngeal feature of taketéd-s. (In the tableaux below | do not

include candidates with finas][or aspiration for simplicity.)

(32)| Hjénes/ MAx(LarF)E Max (Pl) *HIGH/-ATR | Lic(-ATR)-6 | "V/-ATR
a. tjéne *] |
b. tiéne *| *
“°C. tjéne >
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(B3)| /krisis/ | MAX(LarF): MAX(PI)| *HIGH/-ATR | Lic(-ATR)-6 | *V/-ATR
a kesi]
7. krisi ; * * *
C. krisi : **| o

If Andalusian VH is well interpreted as an instanof Positional Markedness
harmony, the prediction is that it may give risegpped configurations in proparoxytone
words, because the weak feature can be propeeynded just through association to the
strongest position (i.e. the stressed syllableg d&ta match this prediction, since Andalusian
shows gapped configurations with unaffected pasissed vowels, although they alternate
with non-gapped variants with harmonic realizatjoefs (34). The example in (34b) shows
that the harmonic domain includes the clitics. s tcontext, if more than one syllable
appears in non-final post-stressed position, eifitlenf them harmonize or only the stressed
vowel assimilates.

(34) a. tréboles tf¢fole] ~ [tréfole] ‘clovers’
b. cometelos  Kometelo] ~ [kdmetelo] ‘eat them’
(*[kdmetelo], *[ kdmetelo])

The analysis presented so far can straightforwahdlydle this variation by the specific
ranking of the *@pP constraint on feature linkage (upon Archangeli Buadleyblank, 1994),
which expresses an articulatory condition agaimstahtinuous gestures. If %@ is ranked
below *V/-ATR, it gives rise to discontinuous oumces (cf. (35a)), whereas when it is
ranked above *V/-ATR, it gives rise to homogeneouscomes, with the side effect of
further highlighting the harmonic feature (cf. (3pbrhis analysis also ensures that either all
the non-final post-stressed vowels harmonize (aimalxpattern that favors articulation as
well as perception) or only the stressed vowel loaiges (a minimal pattern that benefits
perception in detriment of articulation) (cf. (3%bYhe tableaux in (36) and (37) illustrate
both situations.

(35) a. Unaffected post-stressed: LICENSH—-ATR)-6 >>*V/-ATR >>*GAP ...
b. Affected post-stressed: LICENSH-ATR)-6, *GAP >>*V/-ATR ...

(36)| /tréboles/ |LIC(-ATR)-6 | *VI-ATR | *GAP
“a. tréfole o £

b. trépole bisid.

(37)| /tréboles/ L|C(—ATR)-<’55*GAP *VI-ATR

a. tréfole *! *

“b. teéPole

1
[
|
|
1 *k%
1

1
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The last issue to address concerns pre-stressegls;avhich may also be affected by
harmony or not, as illustrated in (38).

(38) momentos rhoménto] ~ [moménto]  ‘instants’
reloj [reld] ~ [reld] ‘watch’
relojes feldhe] ~ [reldhe] ‘watches’

When harmony spreads up to the initial syllablesoenplete homogeneous domain arises.
This is the maximal-extension pattern of VH. Thesgfion now is which factor induces the
maximal spreading. It can be interpreted eitheas asatter of articulation (to homogenize the
gestures) or as a matter of perception (to furtearforce the visibility of the harmonic
feature). Under the former view, these cases aatyzed as instances of lazines\Zk:
‘Minimize effort’; cf. Kirchner, 1998), which subses the effects of *&. Under the latter
view, they are analyzed as instances of a licensimgstraint involving all vowels to
maximally reinforce the visibility of the harmonfeature. Examples with intervening high
vowels (cf. (39)), which cannot associate the [-ATRlue due to the feature co-occurrence
restriction *HGH/-ATR, provide clear support for the licensing view

(39) cojines kohing] ~ [kohing] ‘cushions’
cotillones  kotizdne] ~ [kotizdne] ‘cotillions’

In words like cojines /kohines/, for example, the stressed vowel is not affedigdhe [—

ATR] spread because it is high (an effect of th&kirag *HIGH/—~ATR >> LICENSH—-ATR)-6;
cf. (31)). This word nevertheless shows two optisoavel-harmonic variants. It can display
the minimal stress-targeted pattern and, undeinip®ssibility of licensing [-ATR] in the

stressed (high) vowel, a non-gapped -configuratioises: kohine], with the non-

discontinuous configuration [0+aTtR] ... Ij+ATR] -.- €aTR]]- OF it can display the maximal-
extension pattern by assimilating the initial vomal which case a gapped configuration
arises: kohine], with the discontinuous configuration [p.patr] ... i+ATR] ... €-aTR]]. If
articulation (governed byAzy-type of constraints, for instance) were the deeisactor of
harmony, there would be no need to extend the haior{eATR] feature to pre-stressed
vowels when an intervening [+ATR] vowel occurs. &int does, it is because licensing
considerations impel harmony, which in this case the pattern of maximal extension. In
Jiménez and Lloret (2007a), assimilation of pressed vowels is analyzed as an instance of
the licensing constraintitENSH—ATR)-V, which favors the association of the wdakture

to all vocalic (strong) positions in order to maxiiyg reinforce the visibility of this phonetic
property™* LICENSH-ATR)-V (impelling [-ATR] association to all vows)l has a wider
scope than ICENSH-ATR)-6 (impelling [-ATR] association to the stressed vbwaly);
therefore, it must be ordered lower (inclusive tield. Its position with respect to *V/-ATR
shapes the two patterns: if *V/-ATR is ranked abbMENSH—ATR)-V, pre-stressed vowels
remain unaffected (40a); if it is ranked belowtlitey harmonize (40b). The tableaux in (41)
and (42) illustrate the patterns in (40a) and (48dgpectively.

1 Vowels are the peaks of the syllable and as sppkax in a stronger position than consonants, whichir in
the margins of the syllable.
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(40)

(41)

(42)

a.

b. Affected pre-stressed:

Unaffected pre-stressed: LIC(—ATR)-6 >>*V/-ATR >>LIC(-ATR)-V ...
LIC(-ATR)-6 >> LIC(-ATR)-V >> *V/-ATR ...

[kohines/

*HIGH/-ATR

LIC(-ATR)-6

*VI-ATR

LIC(-ATR)-V

“"a. kohine

*

*

*%

b. kohine

*

*%|

*

C. kohine

*|

**%

/kohines/

*HIGH/-ATR

LIC(-ATR)-6

LIC(-ATR)-V

*VI-ATR

a. kohinge

*

*%|

*

“b. kohine

*

*

*%*

C. kohine

*|

*k*k

The interpretation under licensing also predictg thmore than one vowel appears in
pre-stressed position either all of them harmomizaone, as it is the case; cf. (43). The
tableau in (44) illustrates the minimal stress-¢éed pattern. The tableau in (45) illustrates
the maximal-extension pattern.

monederos

(43)

(44)

(45)

njonedéro] ~ [monedéro]

(*[monedéro], *[ monedéro))

/monedéros/

LIC(-ATR)-6

*VI-ATR

LIC(-ATR)-V

“a. monedéro

*%

*%*

D. monedéro

*kkk|

C. monedéro

*kk|

d. monedéro

*kk|

/monedéros/

LIC(-ATR)-6

LIC(-ATR)-V

*V/-ATR

a. monedéro

*%|

*%

“Db. monedéro

*kk%k

C. monedéro

*|

**%x

d. monedéro

*|

**%x
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When pre-stressed and non-final post-stressed Isaveeur in the same word, as in
(46), either only the stressed vowel harmonizesg fthinimal stress-targeted pattern, cf.
(46a)), or stressed and post-stressed vowels h&e(n order to satisfy *@p, cf. (46b)), or
all of them harmonize (the pattern that maxima#lii§ies LCENSH—-ATR)-V, cf. (46¢)). It is
imposlgible, though, that pre-stressed vowels haizeobut not the post-stressed ones, cf.
(46d):

(46) kekohelos/  recogelos ‘pick them’
a. [rekdhelo]
b.  [rekdhelo]
c [rekdhelo]
d. *[rekdhelo]

These cases are particularly important for theysmalput forth here. *@, (an articulatorily
based constraint) anddeNse§—ATR)-V (a perceptually based constraint) areinstances of a
unique constraint; however, they interact in aificent way: when *@p is violated LCENSH—
ATR)-V is violated as well, but not vice versa. ldenthe prediction is that there is no way of
avoiding the effects of *& while satisfying_ICENSH—-ATR)-V, as shown in (47).

(47) le 6 e ol LIC(-ATR)-6 *GAP LIc(-ATR)-V
a. e 5 e o Satisfied violated violated Minimal-extension patte
b. ¢ 35 ¢ o satisfied satisfied violated Medium-extension patte
C. ¢ 5¢g o Satisfied satisfied satisfied Maximal-extensioneat
d ¢ 3 e 5 Ssatisfied violated violated Unattested pattern

The striking result is that under Jiménez and ltlsr@ccount none of the possible rankings is
compatible with the unattested pattern illustrate®7d). In other words, through constraint
re-ranking the results in (47a-c) can emerge, ieiuhattested result in (47d) is impossible to
achieve. (48) summarizes the key rankings of ttestd patterns. (Recall that the ranking of
the constraint ICENSH—ATR)-6 above LCENSH—-ATR)-V is universally fixed due to their
inclusive relation.)

(48) a. Minimal-extension patterfonly the stressed vowel agrees in [-ATR]):
LIC(-ATR)-6 >> *V/-ATR >> LIC(-ATR)-V, *GAP

b. Medium-extension patterfwowels up to the stressed syllable agree in [-ATR
LIC(-ATR)-6, *GAP >> *V//-ATR >> LIC(-ATR)-V
C. Maximal-extension pattergall vowels agree in [-ATR]):

In this pattern the relevant ordering isC(ATR)-V >> *V/-ATR

Hence: LC(-ATR)-6 >> LIC(-ATR)-V >> *V/-ATR, *GAP, or
LIC(-ATR)-6 >> LIC(-ATR)-V, *GapP >> *V/-ATR, or
LIC(-ATR)-6, *GAP >> LIC(-ATR)-V >> *V/-ATR

15 As previously said, when all the vowels are eqtiaéy are more prone to assimilate, asmionétonos
‘monotonous (m pl)’, with the pronunciatiompnstono] favored over the others. This is just anothetanse of

the aforementioned requirement of similarity betweargets and triggers in long-distance assimifatio
comparable to the ones previously reported for ésa@and Valencian VH.

32



On the nature of vowel harmony

Adopting an articulatory view of harmony by dengi the effects of *@r and
LICENSH-ATR)-V from LAzy-type constraints, for instance, does not make right
prediction, because in this case factorial typolagynot preclude the inexistence of the
pattern presented in (47d). This remarkable resoitfirms the adequacy of the analysis
presented here in terms of licensing, as well a&s rthed for a model that allows the
interaction between articulatory and perceptuatri@®ns to account for all the effects
harmonic phenomena present.

4. CONCLUSION

In 83 | have sketched the analysis of three cab®$an Romance. The review leads us to
the conclusion that configurations on VH can bggered either by demands of articulation
or by demands of perception. Valencian illustratégpical case of articulatory VH driven by
Positional Faithfulness, with the spread takingc@l&rom strong to weak positions. Ascrea
and Andalusian are instead instances of percephaamony driven by Positional
Markedness, with the spread going from weak tongtrpositions. Since Valencian VH is
articulatory driven, discontinuous (gapped) confagions are predicted not to emerge and
the gains on the perceptibility of the harmonictdiea are considered to be a side effect.
Contrariwise, in perceptually driven VH patternscontinuous configurations are predicted
to be able to exist and secondary gains on artionlacoexist in accordance with these
configurations: Ascrea VH illustrates a case of mgp configurations while Andalusian
illustrates a case with restricted (and predicteden the account presented here) variation. In
sum, using both articulatory and perceptual apgrescto harmony provides a more
grounded analysis of VH and yields a more robustewstanding of the phenomentin.

Feature content alone does not trigger harmonythiene is an array of properties that
induce the spread regarding gestural, perceptual,cantrastive factors. In each case, the
selection of the harmonic feature depends on dpqmibperties that features have in each
system, such as the extraordinary openness of-AidR] vowels in Valencian. Along these
lines, | have claimed that perceptually driven Vétds an extra paradigmatic reason for the
spread: in Ascrea, the harmonic feature is phoalgtimherently weak ([+high]), appears in
a weak position (in a word-final unstressed vowelhd is the sole exponent of a
morphological contrast; in the Andalusian varietyder study, the harmonic feature is not
phonetically inherently weak ([-ATR]), it does appen a weak position (in a word-final
unstressed vowel), and, although [ATR] is not apuincontrastive feature, it ends up
conveying a derived distinction in a weak position.

Whatever the pattern, limitations regarding sinitjabetween targets and triggers are
common in this type of long distance agreementspdag a crucial role when delimiting the
scope of harmony: in Ascrea the harmonic vowelsnarelow, in Valencian the harmonic
vowels are [-ATR], and in Andalusian unstressed eleware more prone to show the
maximally assimilated pattern if all vowels arekali

16 Revithiadouet al. (2006) propose an insightful analysis of vowelrhany for Asia Minor dialects of Greek
using both kinds of mechanisms to explain harmgatterns in which the Greek and the Turkish pagtern
coexist within the same variety and word due tglege contact.
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Middle English Quantity
Changes-a ME Template

ATTILA STARCEVIC

Abstract

The article attempts to add some new insightstimégpool of Middle English quantitative changes,
a topic described from various perspectives. The @i to give an overview of the problems and
suggest a tentative solution in the framework of\@/phonology. The aim is to question some of
the age-old suppositions on Middle English vocalanges, such as open syllable lengthening,
trisyllabic laxing, shortening before consonantstkrs, compensatory lengthening following the
loss of Middle English word-final schwa, etc. Isisggested that there was no general open syllable
lengthening (this is also supported by some ofrétiely mentioned and/or overlooked cases of
Middle English open syllables followed by vowelseotthan swa). It is tentatively suggested in the
end of the article that Middle English words hadabide by a ... V CV ... template (the word
template is not used in the traditional sense knévwm the morphology of the Semitic languages
and is ambiguous between a CV or VC unit becausartimute details of the analysis are still
wanting). All in all, it is argued at some lengthat Middle English quantitative changes were
templatic in nature.

Keywords: Middle English, Old English, quantitatisieganges, open syllable lengthening, trisyllabic
shortening, homorganic lengthening, template, CvVp¥iGnology

0. Introduction: late Old English and Middle English sound changes

Late Old English (OE) and Middle English (ME) uptibapproximately the fourteenth century is a
period characterised by a number of sound chargdshive presented phonologists working in
various frameworks, ranging from possibly the fafitencompassing Neogrammarian attempt by
Luick (1914) to the contemporary Optimality Thearedpproach (e.g. Bermudez-Otero 1998), to
devise a complete picture for what appears to baea a series of interrelated quantitative changes.
Between these two ‘extreme’ points of referenceious SPE-type of analyses have been presented
in the past (see 1.1). The issue was also takebyuprubetzkoy (1939) and Murray (2000), for
example, arguing for syllable cut prosody. Moreerdty, the interest has also been revived in the

" E6tvds Lorand University (ELTE), Budapest
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framework of Natural Phonology as presented in Ri®94), for example, from whom the
short-hand terminology to be used has been adopkedprinciple of mora-preservation, foot
structure (and closely connected to it, the scedabermanic foot) and the like have been argued for
(Dresher& Lahiri 1991, Lahiri& Fikkert 1999, etc.). Open syllable lengthening anslyllabic
shortening coupled with analogy, to be discusseuitish has also been resorted to as a means of
explaining the somewhat irregular behaviour of opgiable lengthening (Lahi& Dresher 1999).
These changes, in a rather non-chronological fashiclude MEOSL (the topic of this paper),
TRISH (trisyllabic shortening), SHOCC (shorteningefdre consonant clusters) and HOL
(homorganic lengthening). Some of these issues baee tackled in St&evic (2006) where the
possibility of an analysis couched in terms of CV@konology is sketched out. A somewhat
revised version will be presented in what follows.

1. MEOSL

This section offers a discussion of MEOSL, conaggrits result on OE short vowels, some of the
attempts made to describe it and its place in tbtedy of the language with respect to other OE and
ME changes.

1.1 MEOSL - some of the attempts

Middle English Open Syllable Lengthening, or MEOS§, one in a series of sound changes
affecting ME which, in standard textbook analysifects the OE short stressed vowels in open
syllables. The change seems to have started earliee North (twelfth century) than in the South
(thirteenth century). The five inherited short vdsvef OE, i.e. ¥, /e/, /al, lo/ and 1/, were
lengthened toef/ &, e/ §, la:/, I>:/ § and b:/ 6 (e.g. Moore 1929, Brunner 1970, Wright & Wright
1928, Wardale 1958). There is general disagreemanthow and when the two high vowslsaind

/u/ were lengthened and/or lowered. In standard t@itbanalyses these two vowels are not
invariably included as target vowels for MEOSL. Wisgems certain is that by the thirteenth
century, in a first wave, the three non-high vowelsgthened in open syllables spreading to the
South. Somewhat later in the thirteenth centuryg second wave, in the Northern dialects the two
remaining OE short vowels also underwent MEOSL afseading to the South but never affecting
as many words as in the case of the non-high vo{sets for example, Lieber 1979).

If MEOSL had simply involved a change in the quignof the vowels affected, the
following ME rhyming pairs would be expected, thestfone showing the ME continuation of the
OE short vowel, the second an original OE long Mofadapted from Lieber 1979: 5f; examples
from the same source):

(1) ME rhyming pairs

ME 1 (< OE i) — MET (< OEY)
ME i (< OE u) — MEii (< OEq)
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ME & (< OE e) — ME (< OEg)*
ME § (< OE 0) — ME (< OE®)
ME i (< OE a) — MEi (< OE3a)?

Yet, the only possible rhyming pairs attested m tthirteenth and fourteenth century are thosediste
below:

(2) attested ME rhyming pairs

ME & (< OE i) - MEg (< OE&g)

ME & (< OE u) - MES (< OEd)

ME ¢ (< OE e) - ME¢ (< OEz)

ME § (< OE 0) - ME5 (< OE3)

ME a (< OE a) - MEa (< OE3) (cf. footnote 2)

The following pairs are all attested in Barboursu@& and Cursor Mundstere- were with stere
showing MEg (OE styrian ‘to stir’ with the regular late OE change< OEYy)® rhyming withwere
(OE were ‘man’)," gome— dome the former representing Offuma ‘man’, the latter OEdom
‘judgement’ (the vowel here being M&. Since the traditional sources take the lengtigiiand
lowering) of the OE non-high short vowels to be amtested, explicit rhyming data are lacking on
these vowels. Yet, according to MEOSL, the follogvimords were possible rhymédseren(< OE
beran ‘to bear’) —leren (OE leran ‘to teach’), the rhyming vowel being bore(n) (OE boren
‘born’) — stroke(n)(OE stracian), with § as the rhyming vowel. For a classical SPE-typanatlysis
involving ordered rules, disjunctive environmerntge Elsewhere Condition (Kiparsky 1973, 1985)
see Anderson 1974, Lieber (1979) and Mal&cFRulcher (1975), for example. As an illustration,
consider Minkova’s (1982) formulation of MEOSL.:

Note that in OE there was no opposition betwgand¢. The vowel shown agwas £&:/. This is also supported by
the ME rhymes cited in (2).

This last rhyming pair would only be viable inettiNorthern dialects where the spontaneous (in otiwds,
environment-independent) change @& ME ¢ (e.g. OEban > ME boneg ‘bone’) did not occur or was sporadic.
Wardale (1958: 49) claims that this ‘isolative’e(inot ‘combinative’ in her use of the term) chaagpears first in
the East Midlands from where it spreads gradually tever reaches those areas beyond the HumberalSee
Dobson (1968: 469, §7 and Note 1 and 2) on thetigumesf quantity variation inherited from ME in $eenth to
eighteenth century English.

In citing OE data the following standard convensi@re assumed§x fy/, <g> /j/, <p/6> B/ or /o/ (depending on the
environment), <&> /f/, <&> [ae(:)/ and <0> feo/ or ?k:0/ as one member of the contested class of thelksidang
diphthongs.

Note that, strictly speaking, this particular miigg pair given by Lieber (1979: 6) is incorrectdatoes not support
her general analysis of MEOSL and, especially, dbitested lowering of the high vowels. This is shdw her
reluctance to give the actual rhyming soudv§. ¢). The problematic bit is disentangled once thesekold
development of OE is taken into account: it shows dialectal variatio OE continued into ME {*remainsj in the
South-West (as represented by the so-called ctds@fest Saxon variety of OE), in the South-Eastntiéh) it
surfaces ag and in the Midlands (Anglian) it is recorded iasSince MEwere can only be the continuation of OE
were the other party of the rhyme must show the seattern variety of OE. In all likelihood, the rhyming sound is
¢. Correctly then the pair is Mgre (< OEwere —stere (Kentishsterian) (cf. Dobson 1968: 566f).
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(3) MEOSL - traditional formulation
[(C)VIC1 11e #b

Some clarification is in order at this point: theund bracket shows the optionality of the
word-initial consonant (C), the second C enclosesguare brackets is ambisyllabic, i.e. it belongs
to both the first ((C)VC) and the second syllalileg| indicated here with subscript ‘1’ and ‘2’ that
encroach upon each other's domain; in addition nibtation suggests that the rule applies only to
words that contain a singleton intervocalic consbynioe ‘e’ at the end of the structural descriptio
stands ford/, the ‘# for a (strong) morpheme boundary. Thegass in Minkova (1982: 167) is
claimed to involve rhythmic weight conservation wditgy the initial stressed vowel acquires an
additional mora: the stressed syllable becomesyhgapreserve the perceptual isochrony of the
foot. From the point of the disyllabic trochaic fdhis is tantamount to compensatory lengthening:
the schwa is lost and its mora is transferred écsthressed short vowel. There is no differencéen t
number of morae between the input and the outptiteofule. The motivation (however teleological
it might seem to be) behind the rule is the presi@a of the overall weight of a word. Some of the
claims and implications made in Minkova (1982) wexeésited by Lass (1985) and Minkova (1984,
1985).

One of the drawbacks of Minkova’s (1982) analyass,pointed out by Kim (1993), is the
general consensus on the dating of schwa loss. &kdss is traditionally taken to be a later change
than MEOSL and as such is still considered to beqgfaChaucer’'s and Gower’s poetry and as such
it is hardly likely to have been completely lost the thirteenth century (for further details see
Minkova 1982). If schwa then coexisted with a |émgted vowel, the analysis relying on
mora-preservation and metrical compensatory lemgtigeis at best suspect: on the face of it, if
schwa (and every pronounced vowel) is granted ajriben the OE worHoren(2 morae) yielded
ME bgren (3 morae). If anything, schwa can be seen asalysafor MEOSL, not as a contributor
to (moric) weight (the formal problems with thertséerence of the mora linked to schwa to the
stressed vowel will not be discussed). A simil&waion is encountered in the continental Germanic
languages such as German and Dutch which also wederopen syllable lengthening in the
thirteenth century but the schwa is still preq@mbkosch 1938): e.g. Middle High Germaiitegen
> Modern Germanpflegen with unstressed <e> representing. /This is not a conclusive
counter-evidence to Minkova’s claim on the moriagwand augmentation between the stem final
schwa and the stressed vowel in ME because thisepsomay be parametrically controlled, but
certainly points in the direction of an alternativeew: the analysis of MEOSL as ‘merely’
lengthening in open syllables is not exhaustedhiyy approach (for reasons to be discussed), as
opposed to MHG which is ‘merely’, as the term sugeOSL, i.e. open syllable lengthening.

There is room to consider yet another traditianadlanation of MEOSL, Kim’s (1993: 276)
solution, essentially a reformulation of Minkovgs982) original wording, is given in (4a) and
(4b):

(4a) Kim’s environment for MEOSL.:

# GV][C 1o#

® For further arguments on the general dating of08E, its dialectal extension and, crucially, thesmf schwa see
Dobson (1962/1963: 132).
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(4b) Kim'’s final formulation of MEOSL
V 2> [+lg] / Co__ J[Cia#

In other words, MEOSL is considered a case compernsbkngthening which was only activated
when the vowel of disyllabic words was weakeneddowa. Crucial here is the identification of the
environment: the change is not linked to the lossahwa, but rather to the second vowel's
weakening to schwa. As such, the rule circumnaggyaome of the major problems of MEOSL,
viz. the absence of MEOSL in disyllabic words wheseond vowel is not weakened to schwa (the
usually cited example is that of the OE suffix which appears ag in ME). Note that Kim’s
(1993) formulation in (4b) does not restrict thenmer of C’s after the stressed vowel (and before
schwa) that undergoes MEOSL, which is certainlyaamtback since MEOSL applies only to words
containing a singleton intervocalic C, or, possilolysters likest/sp/'sk (data from Minkova 1982)):
host taste yeast feast Of theseyeast(< OE gesfigist) is the only candidate that contains an OE
short vowel which could be fed into the rule (tletual ME long vowel is due to the disyllabic form
this word had in the oblique forms), the rest iOddl French origin and may already have entered
the language with a long vowel.

1.2 MEOSL - a historical perspective
MEOSL is part of a chain of processes, both lengtigeand shortening in their effect, that have
defied a unified representation over the centdri@hese changes are usually summarised

chronologically under the following four headings:

(5) HOL (Homorganic lengthening)

OE ME

climban cmbe(ny ‘climb’
windan vinde(n) ‘wind (verb)’
cild child ‘child’
sing/sdng fng/oHng' ‘sang, pt.’

® Note that the notation [+lg] in (4b) means, ihlikklihood, that the stressed vowel acquired ddiional mora, i.e. it
was lengthened.
" The other examples supplied by Kim (1993: 275etaktom Wright 1898; data appear as in the origieairce) hasp
[ha:sp],cast[ka:st] andfast [fa:st], are outside the frame investigated heengthening in monosyllables likeasp
[ka:sp] (as opposed to §sp]) is not a ME change at all. If it had been (assg the word had a bisyllabic
pronunciation in its oblique forms and thus a latgssed vowel) it should be [kf after the Great Vowel Shift,
which translates akéist/ in mainstream phonological representation.
See Ritt (1994: 2), for example, for an explamatbn why the Neogrammarian attempt failed. Parimady, it was
the very notion of ‘sound laws’ that initially spad off the non-intuitive thinking about (diachropilinguistic
changes in the first place, coupled with the ratharied picture of OE and ME sound changes thatenthé
unification attempt impossible: vowels undergoihg thanges were both long and short, they bothtHengd and
shortened in environments that simply could nosilgsumed under one all-encompassing rule.
For expository reasons, OE short vowel have Imearked with a breve. Traditionally, it is only tlmg vowels that
are philologically disambiguated with a macronclting ME data, breves and macrons are also usedxjositiroy
reasons. In neither of these periods is theretamsyic differentiation of long and short voweldtlie orthography.
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camb/a@dmb ombe/amb ‘comb’
feld feld ‘field’

This change seems to have taken place in late @&input vowels were short, the output vowels
long. The conditioning environment, in all tradited descriptions, is the voiced cluster after the
vowel, i.e. mb/, md/, g/, Ird/, Ird/ and tz/.** Note that although this change seems naturalein th
sense that a vowel before a voiced cluster is lotiggn the corresponding vowel in a voiceless
environment (cf. Kavitskaya 2002), a fact which bagn noted a long time ago and has become a
commonplace in many modern phonetically-orientezbants, the phonological structure is rather
marked: a long vowel is followed by a falling sompcluster, i.e. a coda cluster which creates a
closed syllable.

(6) MEOSL (Middle English open syllable lengthening

OE ME

wicu weke ‘week’
wudu wode ‘wood’
méte ngte ‘meat’
talu tale ‘tale’

Some aspects of this change have already beenecbwethe foregoing section.

(7) SHOCC (Shortening before consonant clusters)

OE ME

lzdan ~ &dde Ede(n) ~ édde? ‘lead ~ led’
fedan ~ €dde tde(n) ~ tdde ‘feed ~ fed’
metan ~ ngtte nete(n) ~ ngtte ‘meet ~ met’
softe fte ‘soft’

The following examples show a common ME charadieria the verbal paradigm: shortening of
the original long vowel before a consonant clustenfinitive ~ past tense alternations. This chang
is not bound to the class of verbs alone; it ocam®ss-the-board before all those clusters that
could not tolerate a long vowel, i.e. before nontH@usters. The vowel that appears in the past
tense, for example, is short as a consequence atiisonant cluster that follows.

% On the ME variation betweed (< OE a) and § (< OE 4), as well as their short counterpaa® in case they
underwent shortening, is a complex issue whichuis @ dialectal variation. The present-day Engfigtiure, as on
many other occasions, shows a ‘cross-contaminatat®, to use a metaphorical expression (see Ddl#6#8) §7 and
§71).

1 Campbell (1959) assumes some further voiced clirstate OE. These will not be discussed here bsethey are of
no relevance.

2 The vowel in the past tense is also recordedlasrt a’,ladde (see Moore 1929, for example). This alternativeraio
appears as a consequence of the time of the dihbggpearance of SHOCzdde points to an early shortening when
the OE vowel was not yet raised to MEhe shortening of OE resulted in MEa. This has no bearing on the present
discussion, however.

'3 There are other clusters, too, before which sinimg occurred, usually containing a velar as tfist member: e.g.
OE pohte > ME tho(u)ghte ‘thought’. The modern sound shows a ME diphthorgctv is due to the glide that
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There is yet another process that is not exclisneME provenance but also occurs in late
OE (see Luick 1914, Lahi& Fikkert 1999, for example), called TRISH.

(8) TRISH (Trisyllabic shortening)

OE late OE (early ME)

cicen dcenu ‘chicken, sg. ~ pl.’
h&ring heringas ‘herring, sg. ~ pl.’
siperne gperne ‘southern’

This process, which is responsible for the showalan the third last syllable, can also be seen at
work is compounds:

(9) TRISH in compounds

OE ME

halideeg holiday/haliday ‘holiday’

beoferlic Beverly ‘a personal name’
freondscipe fendshipe ‘friendship’

TRISH, as we will see below, counteracted MEOSLISHR has been a recurrent problem in the
history of English phonology and its consequenaas gtill be observed in etymologically related
pairs of words likesane~ sanity, divine ~ divinity, etc. The issue of whether TRISH is still an agtiv
process is intimately linked to the issue of howchieeway one allows etymology to have in a
synchronic analysis. There is little synchroniddi&} behind linking the stressed vowel of divirte t
that in divinity. Needless to say, an SPE-type ysiglcan readily come up with a rule that derives
one from the other, but the validity of such rubes questioned: in synchronic English phonology
there is nothing apart from the rule itself (TRISHat makes referencai/ and 1/, for example, and
not, say, v/ and 1/. The alternating vowels iflower /av/ ~ florid /o/ ~ floral />:/ can also be
related, but hardly in a synchronic sense of then teule’. With the advent of Lexical Phonology
(see Kiparsky 1985 and McMahon 2000 on the impbeast this has on historical phonology),
TRISH essentially became a Level 1 rule which ily @anstep away from the lexicon. As a lexical
rule it TRISH can show exceptionsbese~ obesity and it is also curtailed by the Revised
Alternation Condition which prohibits abstract SBfe representations that lead to absolute
neutralisation on the surface in case a word shawalternations (this is whyightingaleis stored
with underlying 41/ and cannot be fed into TRISH: TRISH cannot bévattd because the word is
underived). For further elaboration on how Natithbnology can handle the TRISH issue, as well
as how phonology has become lateralised and hovwuhden on the lexicon has increased as the

appeared between the ‘short 0’ (a consequence QfCSE) and the velar fricative (conventionally spejh> when
citing ME data) modified by later sound changehedtlusters before which SHOCC occurred are miffieudt to
assess because these clusters could support adwed before them in ME: e.g. OEng ‘seized’,fend ‘fiend’, frend
‘friend’, etc., of which the last two can still haa long vowel before the cluster (the clustewoi®nal), as opposed to
feng (the cluster is non-coronal and before such assbaly a short a vowel is possible in present-standard
English). In non-standard British dialects (as veallin American English), a long vowel can appesote )/ e.g.
long/I>:y/. This lengthening is a post-ME development (afbBon 1968: 853, especially Note 2).
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means of derivation and feature-manipulation haaenbimpoverished in the last few decades see
Scheer (2004; Ch. 3).

2. MEOSL - the details

The following sections will give an overview of hoMEOSL worked and in what way it was
blocked by TRISH.

2.1 The various ME ‘template’

One of the changes leading up to early ME is thelleg of unstressed vowels to a vowel spelled
<e> and, by common consent, pronouneédAlthough the actual phonetic reality behind <exs
not been contested, its phonemic status certaady(¢f. Minkova 1982, 1985, 1991). This issue of
the phonemehood of schwa, however, has no beanitigeodiscussion.

The table in (10) shows the only one point inphecess of MEOSL which can be taken for
granted: if the early ME stressed short vowel ifeed by schwa, lengthening will take place:

(10) OE stressed short vowels in th¢/@CV, (V2 = /o) template

OE INPUT | ME ouTPUT CONDITIONING EXAMPLES
SHORT LONG MEOSL talu > tale
méte > neat

This corresponds to the traditional formulationMEOSL. The rest of the picture, however, is less
straightforward and shows that original OE shod Emg vowels can end up both short and long in
ME. The tables in (11) offer a summary of the clemngffecting OE vowels in bisyllabic words
whose first vowel is either short or long.

(11) The CV(V)CV,C template

(11a) OE short vowels in ME in the\Z;CV,C template

OE INPUT | ME ouTPUT CONDITIONING ? EXAMPLES

SHOR1 SHORIT MEOSL vs. ofen >over
TRISH sadol > siddle

SHORT1 LONG MEOSL vs. &cer >acre
TRISH cradol > cadle

(11b) OE long vowels in ME §¥/V 1CV,C template

* The term ‘template’ in this section will be useddescribe superficially adjacent vowels and coasts) hence the

inverted commas.
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OE INPUT | ME OUTPUT | CONDITIONING ? EXAMPLES

LONG LONG original vowel vs |beacen > bakor
TRISH zfenn >gven(ing)

LONG SHOFRT original vowel vs | bosm > losorr
TRISH deofol > ckvil

The summary of changes in (12) below show thatmmalgOE short vowels in monosyllabic words
can surface as both short and long in ME.

(12) The GQVC template

OE INPUT | ME OUTPUT | CONDITIONING ? EXAMPLES

SHORT SHORT original vowel vs | god > god
MEOSL paac > thatch

SHORT LONG original vowel vs | hwal > whale
MEOSL hol > hole

As opposed to the indeterminacy of the ME outcooredE bisyllabic words with stressed short
and long vowels, as well as OE monosyllabic wordh & short stressed vowel, there is no change
affecting the original OE long vowels in monosylatvords:

(13) OE long vowels in monosyllabic words

OE INPUT | ME OUTPUT | CONDITIONING EXAMPLES
LONG LONG no ME rule car mzd > meac
apply fal > foul

The vowel cannot be shortened because it is nlmweld by a shortening cluster and there are no
disyllabic suffixes that could create a trisyllabitvironment with the original vowel.

2.2 Further details

The following declensional charts show how the @ffeof MEOSL were counteracted by TRISH or
by the original vowel. As can be seen, the MEOStppr is only found in cases where the original
short stressed vowel is followed by a schwa.

(14) unpredictable vowel length in th]a@CVZC template
(MEOSL vs. TRISH)
‘saddle/cradle’

Singular Plural
Nom. sidel/cradel dgideles/ciideles
Acc. @adel/cradel dgideles/ciideles
Gen. fddeles/ciideles ddeles/ciideles
Dat. didele/ckdele dideles/ciideles

(15) unpredictable vowel length in tCV2C template
(MEOSL vs. TRISH)
‘herring/beacon’
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Singular Plural
Nom. Fering/beken éringes/lékenes
Acc. Fering/ beken éringes/lékenes
Gen. Eringes/tékenes Bringes/lékenes
Dat. Feringe/Ekene léringes/lékenes

From the point of view of ME synchronic grammagh two tables are identical. They show that a
long vowel (either originally long or lengthened MgEOSL) can be counteracted by TRISH.

(16) unpredictable vowel length in th}aMC template

(MEOSL vs. original vowel)

‘hole/god’

Singular Plural
Nom. l/god holes/gpdes
Acc. hol/god holes/gpdes
Gen. lales/gpdes ldles/gpdes
Dat. fole/gode foles/gpdes

On the face of it, no detail in the environment explain why lengthening is preserved in one
word, but lost in the other. The examples thatolelishow those environments in which the ME
vowel length is predictable.

(17) predictable vowel length in t template

‘boat’

Singular Plural
Nom. lot botes
Acc. ot botes
Gen. ldtes dtes
Dat. lote otes

(18) predictable vowel length in ti&]V]CV, template ifV, =
(MEOSL proper)

‘tale’

Singular Plural
Nom. fale fales
Acc. ale tales
Gen. files files
Dat. fale fales

Strictly speaking, another table should be adddte @escription applies to original trisyllabic
words (with a short stem vowel, asvirdewe‘widow, or a long one, as iaende‘errand’). Such
stems are extremely rare in Germanic. Trisyllabienis are due to suffixation and, if they survive
into ME, they show no alternation as they satidRISH.

(19) predictable vowel length in original OE trisydic words

‘widow/errand’

Singular Plural
Nom. widewegrende videwesérendes
Acc. wideweérende videwesérendes
Gen. widewesérendes udewesérendes
Dat. widewegrendes udewesérendes
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2.3 Can this pattern be explained?

Lahiri & Dresher (1999; 4.4.) propose analogical restringjupecause there is simply no way in
which a phonological rule can be salvaged from dhernating patterns presented above. They
contend further that disyllables with an originahd) vowel surfacing with a short vowel (e.g. OE
wepen ‘weapon’) are matched in almost the same proporby disyllables with original short
vowels having long vowelscadol ‘cradle’). They discuss Kurytowicz’'s (1945-49) Hir law,
according to which a distinction is likely to beeperved in cases where it serves the purpose of
enhancing morphological distinctions between membefr related words. German offers an
example for this: umlaut as a marker of plutebgf ~ Képfe ‘head sg. ~ pl.’) is a process which
was generalised to originally non-umlauting plur@iepf ~ Topfe > T6pfe ‘pot’) where it now
enhances the difference between singular and plwhich is now doubly marked). In ME ,
however, this is morphological rule is not avaitablkcause lengthening does not go hand in hand
with number marking. The long vowel can be a prtypef both the singular and the plutalhus,

a morphological rule is not available either.

It is also assumed that late in ME schwas werkitoplural markers, first after vowels to
avoid hiatus tfee-g)s), later in polysyllabic wordsaggumentf)s) and finally across the board (cf.
Lass 1992: 111), and thus the once transparer@mnsysts disturbed leaving the learner at a loss as
to the phonological grounding of the process. ) (ahiri & Dresher’'s (1999: 698) Table 33 is
reproduced.

(20) Expected vowel length alternations before after schwa loss in plural

a) Before loss of inflected vowel
SG PL SG PL SG PL SG PL

stbn sbnes odi bodes ever bevees god  @des
b) After loss of inflected vowel

SG PL SG PL SG PL SG PL

sbn sbns Itbdi bodis lBver bevers god agls
As expected original OE monosyllables with a logvel will show no alternation. The rest of the
words will, in a bidirectional fashion, once the timation for the long vowel (as a result of
MEOSL) and the short one (as a result of TRISH) lwas ‘On our account, the language learners

despair of a rule, and opt instead to choose aistens vowel quantity on a word-by-word basis’
(Lahiri & Dresher 1999: 698). The modern pattern of shodt lang vowels vis-a-vis their OE

!> One must mention at this point thiaff- stavespair which, for some speakers, not only shows(ttloev lexicalised)
retention of the voiced fricative in the plural lal$o the length of the vowel. Note that in staddaritish English the
length of the vowel irstaffis a post-ME development. This would be a uniogxem®le for the retention of length as
an added plural marker (cf. the case of synchrdlpitaxceptional’ Dutch plurals, discussed in Lah& Dresher
1999: 681, such adag ~ da:gen‘day, sg. ~ pl.” where both lengthening and thgutar plural en marker coexist).
The only surviving diachronically regular patterhtbis kind is disturbed in English, howevestaff and staveare
differentiated semantically and both have acquiterl synchronically regular pluralstaffsand staves In English,
there are other, derivationally related, exampfehie patterngrass~ graze glass~ glaze etc.
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counterparts are reflections of patterns of quaieielling that followed MEOSL (counteracted by
TRISH: bodi ~ bodieg and TRISH (in the case of long vowelgver ~ beveres). In the case of
CVC stems, MEOSL could be counteracted by the maigrowel, as here there is no possibility for
TRISH to apply §od ~ godeg.* As can be seen, in this analysis both MEOSL antsHRvere ME
phonological rules obscured by the later loss diws; followed by analogical restructuring
(lexicalisation of one of the alternating forms) rasponse to finding a unique underlying
representation on the part of the speakers.

Lahiri & Dresher (1999) also tackle the various proposadero account for MEOSL.
They remark that Minkova’s (1982) account of MEQOSIlterms of compensatory lengthening (also
tackled in section 1 above) begs the question gf thb mora formerly associated to the lost schwa
is not salvaged by re-associating it to the wonglficonsonant. Hayes’ (1989) formulation of this
ME process is shown below:

(21) Hayes’ representation of MEOSL (simplified)

m m m

ta ) ta | tal

If schwa had been re-associated to the final cangoit would have made it moraic. Lah&
Dresher (1991) remark that a possibl¢at*would qualify as a minimal word, similarly to Ofwveel
‘whale’ andscip ‘ship’. They also assume that English word of @¥ size are sub-minimal, so a
word like shipmust contain a moraic consonant.

Against this interpretation, one can argue thatesiword-final singleton C’s allow both a
short and a long vowel before them (obt vs. heatshing, they do not make the preceding syllable
heavy (i.e. they do not form a complex rhyme witl preceding vowel(s), which essentially means
that there can be superficial super-heavy word-fisglables seen inheat for example.
Traditionally, this was analysed as word-final comant extrametricalityheatis actuallyhea<t>
and as such the phonotactic rules of English angl b its existence (z is later integrated into a
higher-level constituent, the foot, for examplelnce extrametrical material is only allowed at the
edges of words, this would explain why word-intédoag vowel/diphthong plus coda sequences
do not generally occur in English (apart from sogmeeptions involving coronal clusters). So, the
fact that the mora was re-associated to the vomather than to the word-final C, seems to be a
matter of parameter. If it had associated to ther@, would expect a change to have taken place in
English phonotactics, as a consequence of whicly vwel/diphthong sequence word-finally
would be banned from that point on. This, howewas not the case: during the ME period (and

'® In connection with OE CVC stems (usually a-stensenéine and neuter nouns, like god cited above)irLah
Dresher (1999: 700) say that “it is no mystery #@latost all CVC stems havingcalic endingsn the singular and
plural end up with long vowels, while the CVC amgwithno vocalic endingn the singular show more variation
due to analogy” [emphasis mine]. It is not cleaalatvhat the authors mean by this. All C\&Stem nouns (likéaole
andgod) would have had to have vocalic endings in boéhdingular and plural (e.gédes holes). Their Appendix 1
shows two such CV@-stem nounswhale (< hwee) andhole (< hol), both of which have a long vowehod is not
listed (ana-stem masculine/neuter noun), but it is highly kedly that this noun (and other CVC nouns of thiass)

should have had no vocalic ending(s) in the sirrgula
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continuing), English adopted a large number of wondich still allow superficial super-heavy
rhymes word-finally (e.gsane vain, etc.}’ in addition to those continued from OE (ébga).

Ritt (1994: 95f) working in a version of Natural ¢tfology tries to give a unified picture of
the various ME processes and offers an apologgptaeation for Luick’s failed Neogrammarian
account. He states the changes in a probabilmtnula shown in (15).

(22) ME quantity adjustment

The probability of vowel lengthening was propantbto
a. the (degree of) stress on it

b. its backness

c. coda sonority

and inversely proportional to
a. its height
b. syllable weight
c. the overall weight of the weak syllables in thetfoo

The probability of vowel shortening is inverselpportional to the probability of lengthening.

Ritt argues that this probabilistic formula accaumtore appropriately for the varying degree of the
implementation of the various ME changes as reptedeby the modern English reflexes.

Bermudez-Otero (1998: 176f) argues in favour ghpensatory lengthening in word of the
tale-type, i.e. in the only type which unfailingly sheviengthening after the loss of schwa. To
account for the variable degree of lengtheninghim d¢riginal CVC-type of words, he argues that
monosyllables with a long vowel were more harmofiibey better satisfied a proposed set of
constraint hierarchy. This strive towards harmdmpjoria lexical diffusion, provided a pressure for
original OE words of the CVC-type to assume a lgagel. Admittedly, this did not affect all the
eligible words in the lexicon at the timet, bath (the length in standard British English is not B M
development) antish still have a short vowét

Bermudez-Otero (1998) goes on to posit a thirdhaeism to account for the long vowels in
words like raven. He assumes that the second tylatvied between a syllabic and a non-syllabic
pronunciation of the sonorant, i.eaven/ ~ fravn/. If, ‘through an accident of performance’, the
listener perceived a stimulusafvn/, the listener's grammar could then parse thia all-formed
representation for originatdvon/. It seems that somehow the mora associated wéthunderlying
non-syllabic sonorant was attracted into the stetsgowel. The problems with this is that
something essentially non-phonological (performamceident) is used to explain something
essentially phonological (lengthening). In additidlavon/ went from a two-mora stage to
three-mora stage. If the same process is at wottkentale-type of words, one would expect a
non-syllabic pronunciation for the sonorant in ma\adter the mora-transfer (similarly to the lost
schwa in tale). This is not the case, however. dditon to this, this analysis goes against

" The observation that word-final C do not countcasla consonants has received an explanation in rGmeat
Phonology (X), where a word final singleton C isuatly the onset of the following unpronounced eusl.

'8 Some words suchen (OE <henr), cat (< catf), for example, can be exempted from this processilise presumably
at the time of MEOSL, these words still containegeminate and as such the stressed vowel was imeaeropen
syllable when the process was active.
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Bermudez-Otero’s own analysis that ME allowed moaasfer but not mora-insertion. He does not
account for the shortening of original long OE vésnather.

2.4 MEOSL — a summary of what we know and whagbae unnoticed

In what follows a short summary is given on whatnswn for fact about MEOSL.:

(i) MEOSL operates unfailingly only ind2Cs words alu > tal)

(i) OE GVVC (bat) words surface with a long V in ME; original trialbic words come down
with a short vowelwWidewg

(i) TRISH operates in OE #VCVC(C)VC words turning them into {/CVC(C)VC words
(heringas > heringes

(iv) TRISH counteracts the effects of MEOSL (M&dal ~ sadeles heringas > héringe9;* in
other words, the processes in (iii) and (iv) areamplementary distribution

The problematic areas concern the following isgokslso Starevic 2006):

(i) ME words in y (OE <ig or vocalisedd/ in a palatal environment) seem to inhibit MEOSL:
e.g. OEbels > ME belly ‘belly’, felg > felly ‘outer rim of a wheel’pyrgan > burye(n)‘bury’,
bisi¢g > bisy ‘busy’, bodig > body‘body’, myrig > mirry ‘merry’, etc.

In these words there is variation in ME (WrighatWright 1928, 891, Dobson 1968; Ch. VI):
both original long and short vowels appear as Isbttrt and long, respectively: e.qg. @&ig >

ME enylénylany ‘any’, bodig > body/body) but in standard English there are no long vowels
surviving before the OE suffiyg. One of the explanations for the prevalence oftslmwels in
these words is secondary stress on the suffix (1888: 73).

(i) There is another source of complications: the usaabn of OE w/ and §/ > hu/ or lo/
(Dobson 1968; 8§295).In such cases there is hardly any convincing exdefor long
vowels (Dobson 1968; Ch. VI): e.g. QE(e)we > arrow, sceadwe > shid(o)we belgan >
bell(o)we(n) ‘roar’, bélga > bellow ‘belly’, barg/birh > barrow ‘borough’, fealg/fealh >

19 Note again that, from the point of view of Miizringas can as well be taken to come from OBéting with regular
lengthening in open syllables (MEOSL). It is onlf£ @at disambiguates the situation.

2 The best formulation would be to say that @H (an allophone ofg/) merged first withw/ from where they share
the same path of development. Already in late OEt%axon texts (before the vocalisation of the v&laative) a
‘parasitic’ vowel (Campbell 1959; §365) kKi> or u/ <u> develops after a short syllable and bef@ireg> and v/
which later appears as <i> (or less frequently <ax <u> (which is also recorded as <o> or <e>gpeetively:
herigas (< hergas) ‘armies’, byrig (< byrg) ‘city, dat.sg.’,byrigan (< byrgan) ‘bury’, beaduwe(< beadwé ‘beetle,
dat.sg.’, seonuwa (< seonwa ‘sinews’, swaluwe (< sw(e)alwg ‘swallow’. Campbell says thatij/ can be
monophthongised tb(sic!): byriweard (< burgweard ‘townguard’,fylian (< fyligan < fylgan < *fylgjan) ‘follow’. It
is not clear whether he meaisar 4:/, but the ME developments (the stability of thts reduce to schwa, dielly <
belig < belg) suggest a long vowel. If this monophthongisatidnready took place in OE, then the long vowel may
also have joined the short vowels in the reducficotess between OE and ME, the only differencedottiat here
reduction meant loss of length. If so, this vovgeshort in ME. Campbell is silent on whether theasdappened to
law/ > fu:l. Yet, the ME developments show that this vowsbdiailed to become a schwa. Also, the <w> that

appears in spelling may simply show a hiatus fillélu(:)won/.
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fallow ‘fallow’, felga > fellow ‘outer rim of a wheel fealwe > fallow ‘red’, talg > tallow
‘tallow’, walwian > wall(o)we(n) ‘wallow’, spearwe > spirwe ‘sparrow’. etc.

These examples are usually grouped together uhddabel of “other words that present some
kind of special circumstance” (Lah& Dresher 1999: 694), such as the presence of @gans
cluster after the vowel or the presence of a tabyt form, which for MEshadwe'shadow’
seems impossible (shadwes ‘pl.’); there is no evidence (e.g. metrics andnsian) to support

a trisyllabic pronunciation. Secondary stress, yokmowledge, has not been claimed to account
for the absence of lengthening in (ii).

These two sources are the only native sources tBruhteduced unstressed vowels. The rest of
the unstressed vowels, i&.0, e andu, were levelled to schwa between OE and early M&E an
disappeared altogether in late ME. Note that ndmeawlern English word-final schwas is of ME
origin#*

(iif) One of the other overlooked or rarely discedsssues is the shortening of original OE long
vowels before MEi/ and {1/ (from the sources in (i) and (ii) above): eegig > any, sarig >
sorry, (ge)redig > ready, medwe > meadow haligdags > holiday, halybut (recorded in the
thirteenth century) >halibut (also asholibut) ‘flatfish’, haligdom > halidom ‘holy relics’,
halig > holly ‘holy, dial.”. These words also show a great ddalariation between short and
long vowels in ME.

The problematic areas listed in (i) - (iii) will backled in 3.

(iv) HOL is traditionally claimed to be counteradtby SHOCC: cfchild vs. children/'childer
(dial.), wild vs. wilderness/bewilderold vs. alderman‘high ranking council official’ (<a>
/>:/ is a later development). In view of a ‘naturdtigmetic account of lengthening in closed
syllables before a voiced cluster, it is diffictdt understand why another voiced consonant
(a sonorant, which is either syllabic or not, cbd3on 1968; 8§319-8332) should shorten the
very same vowel. If anything, it should support lregth of the affected vowel.

Closely connected to this is the absence of hemghg before OE sonorant
geminates: e.g. Omvilla, scllan, tellan, w(eill, sinne > ME s¢lle(n), telle(n), wall, sinne
‘will, sell, tell, wall, sun’. This also seems tarr counter to the expectations that a short
vowel was perceived longer (and later lexicalisedwch) in a (fully) voiced environmett.

It has also gone unnoticed that OE monomorphemas whose vowels would
qualify as input to HOL have not undergone lengthgrand there is almost no variation
recorded in the sixteenth to the eighteenth cenfafy Dobson 1968). Some modern

2L Apart from, for examplehorough/bara/, which is standard pronunciation now (but the aéshe words in this group
can also end in schwa in certain dialects or sects] especiallfellow). Even granting this, these schwas do not
originate in ME schwas.

2 One could argue that degemination postdates ME@8Lthe short vowel was in a closed syllable witen rule
operated. This would bring it in line with OE wordentaining a non-sonorant geminate (eagdd ME bed ~
bedde} as well as the class of newly created non-saniofi@onomorphemic) geminates (QBetan ~ métte >
mete(n) ~ mette ‘meet ~ met’). As can be seen, original obstrmmhinates fell together with the new geminates. The
absence of lengthening can be explained by clogiabke shortening. Yet, the question remains: wigye sonorant
geminates as opposed to sonorant plus voiced cansafusters (subject to HOL) less sonorous, notilg for
phonetic (and phonological) reinterpretation of shert vowel as long.
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examples follow:behind vs. hinder, climb vs. clamber, bound vs. asunder wild vs.
bewilder, etc.

(v) There is another source of indeterminacy édhtcome of the OE short vowel: saddle(<
sado) vs.cradle (< cradol). In Bermudez-Otero’s (1998) account, as pointedearlier, the
sonorant of the coda (cfraven/ ~ fravn/) contributed to lengthening. Ritt (1994), see
above, similarly, attributes the probability of ¢ghening to coda sonority. Jones (1989: 118)
comes to the opposite conclusion: when the codéhefsecond syllable is a sonorant,
lengthening is blocked. Whatever the exact phoncédgonditioning behind this change,
both approaches have to face the fact that legelliecurs in both directions. The
descendants of disyllabic nouns with a short stebs®wel and a sonorant coda are both
long and short in modern English (cf. Lah& Dresher 1999: 691). It seems as if the
theories on the relevance of the coda consonantridestwo disparate events. The
phonological reason (as opposed to various digpetsieories of individual lexical items)
for the varied modern English picture probably liea better understanding of how MEOSL
was implemented in the various dialects of EnglisNE.

These problems will not be tackled in this paper.

3. Was there a ME template in a phonological sen3e

In this section some evidence will be given in suppf a ME template. This template will be a
CVCV template. Now the word template is not undmdtas a description for surface-adjacent
vowels and consonants, but as a CVCV templatedrstitict sense of the term.

3.1 The background in a nutshell

The following sections will investigate whetheribexisted a ME template responsible for some of
the changes described in the foregoing section. artadysis will be couched in terms of CVCV
phonology which aims at being maximally lateralcdh non-derivational and doing away with
disjunctive contexts in favour of uniform phonologli explanations behind apparently disparate
contexts (such as ‘l-vocalisation happens wordHiinand before a consonant’). This means in
essence that complex arboreal structures chamstateof post-SPE decades revolving around the
rediscovery of the syllable as a unit of phonolaganalysis have been completely done away with.
CVCYV phonology is an offspring of Government Phagyl (Kayeet al 1985, 1990) but is even
more radical than its predecessor and brings somis aconclusions to a maximal level of
generality. Every string of adjacent consonants)@nd vowels (V’s) is only virtual (for a full
exposition of these ideas see Scheer 2004). Thehe iskeleton that is built of C's and V’s. Below
the skeleton is the melody that is responsiblestarth contrasts as//vs. b/, for example. Above
the skeleton there is government and licensingptig two ‘forces’ that CVCV phonology admits
into its toolbox. It is also assumed that these farces always operate from right to left.
Metaphorically speaking, licensing is a ‘good’ fer@as suggested by its name), it supports C’s in
their melodic integrity (a C which is targeted Ingehsing is backed up by the following V and is,
both synchronically and diachronically, more resmistto melodic decomposition; C’s are strong in
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word-initial position and after a consonafitkovernment, on the other hand, is a ‘bad’ forceciwhi
destroys melodic material and leads to lenitiodf the two phonological primes, it is pronounced
V’s that (generally speaking) can always licensd gavern; C’'s are less endowed: they cannot
license a V, nor govern it and C-to-C governmemt lcensing is a disputed issue (cf. Sheer 2004:
176 for a more elaborate discussion). Considefdl@ving representations of long V’s/diphthongs
and geminate C’s in (16).

(23) long vowel/diphthort§ geminate
C Vv C Vv T/C
e b

3.2 V-to-V licensing and government

\Y,

Licensing was described above as a force which@tgomelodic material (or, at least, make sit less
prone to reduction/simplification). Government,tbe other hand, was a destructive force which is
responsible for melodic decomposition. If governtrfeom a V hits another V, this V is expected to
undergo lenition, which in the case of a V meara thwill alternate with zero. This is called
syncope or vowel-zero alternation. This meansdhatwill disappear if hit by government, it if & i
followed by another vowel. In case it is not folkedvby a V, it will surface again, i.e. there wi# b
no syncope. Consider the examples shown in (24yenhieshows an unpronounced/syncopated or
zero vowel.

(24) V-to-V government (vowel-zero alternation/sype)

DESCRIPTION OPEN SYLLABLE CLOSED SYLABLE
PHENOMENON U V
examples/languages
English festiring /festrm/ fester/festoa/
Hungarian | karldJmot‘claw’ karom‘id. acc.’
Croatian |sajldma‘fair ground’ | sajam‘id. gen.’

% This may sound like a typical disjunctive contémbwn from SPE times, but this is merely a desimipwith a
unique explanation behind it: licensing, which t@nobserved word-initially and after a consonalsio(&nown as the
Coda Mirror in CVCV phonology).

24 This division of labour does not mean that a Cbigovernment will necessarily be less complearst given stage
of a language than a C targeted by licensing. At Gyhgovernment can be as complex as one hitdgnsing and can
survive as such for an indeterminate amount of t{fnem a diachronic perspective). The oppositionween
licensing and government means that one can predthiat will happen to a C and where (the when mleft out of
the equation, of course, because the actuatiompod@ess is beyond phonology as yet): word-initiathd after a C, if
followed by a V, C’s are strong and as such one madlict that these C’s will be relatively strondban their
intervocalic, pre-consonantal or word-final peersew a change sets in. The difference between tbestwrces
allows one to make predictions.

% The difference between the two is just a mattetarf many melodic ‘bundles’ there are: one (assedi&o two V's)
in the case of a long V and two associated to tvgirvthe case of a diphthong. A similar explanatpertains to full
(e.g. bb/b:) and partial geminates (e.gb): again, two C positions are occupied by eithee on two melodic
‘bundles’, respectively.
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As opposed to this, V-to-V licensing is the exagpaosite of the pattern in (17). Here, a long V is
found in an open syllable, i.e. when it is suppiidg the following vowel (recall: all forces apply
from right to left), and a short one in a closelliabje (i.e. when no support is possible). A setett
of examples is taken from Scheer (2004: 180).

(25) V-to-V licensing

DESCRIPTION OPEN SYLLABLE CLOSED SYLABLE
PHENOMENON VV V
examples/languages
Czech zaba/za:bal ‘frog’ Zab/zabl/ ‘id. gen. pl.’
Icelandic  |lGoa /lu:dal/ ‘halibut’ | harka/harka/ ‘severity’

ltalian | fato/fa:to/ fait” | parco/parko/ ‘park’
Southern |féter/fete/ (+ATR) |féte/fet/ (-ATR)
French ‘to celebrate’ ‘feast’

Scheer (2004) claims that open syllable lengthering tonic lengthening is the same process
because there appears to be no examples for oppeblsyengthening unless the vowel is stressed.
It is also claimed that open syllable lengthenimgoives the addition of an empty CV unit to the
stressed vowel in case this unit is licensed bydhewing vowel. The V part of this additional CV
unit will be the target of spreading of melody fréine preceding V: in other words, lengthening can
only be found in open syllables if the melody-toesul linked to V is stressédConsider the
representation in (26).

(26) Tonic/Open syllable lengthening in Italian

J

C Vl [C VZ] stress C V3
e 4

Licensing

spreading of meIodJ
f a t 0 /fa:to/

If ltalian allowed lexical words to end in consotgrthe expectations are that this vowel would
surface as short, i.e. &atl.”” This expectation is borne out in Czeghbavs.Zah As can be seen,

% |t is claimed (Scheer 2004: 176) that “it would tbewildering if closed syllable lengthening wereirid in natural
language”. It seems then that HOL in ME is a precesexpected. As we have seen, HOL seems to bé&edoc
exactly in those circumstances in which some cléniek (typically a homorganic voiced cluster coerhtas a single
C, as in Ritt 1994) could produce an open syllabfebehindvs. hinder. This aspect of the process will not be
discussed here.

" The issue if complicated by alternating and ndarahting long vowels, which coexist in Czech, daampleZaba~
Zab vs. flamové ‘Flemish person, nom.pl.” fldm ‘id. nom.sg.’, respectively. Date like this suggea different
representation for these two phonetically identicaiels. Scheer suggests a difference between fireddflam) and
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V-to-V licensing is CVCV phonology’s answer to ogmic syllable lengthening: d/licenses
(supports) the introduction of a CV unit into theusture onto which the original melody linked to
V, spreads creating a long V (superficially a/¥ structure).

3.3 Has there ever been a CVCV template in Erglish

The discussion of this topic would present too matta diversion at this point (for details see
Stakevi¢c 2007b forthcoming) because ME processes would avee evaluated against OE and
Germanic data.

There is, however, indication that OE shows a remalh regularities that are sensitive to the
so-called Germanic foot, proposed by Dreshdrahiri (1991). The Germanic foot is an attempt to
demonstrate that a heavy syllable (H) is phonataltyi identical to a sequence of a light syllable
(L) followed by either a light or a heavy syllablhis can be seen in (20)

(27) The Germanic foot
H =L X, whereX is eitherH orL
The proof for this equation comes from a numbesanfrces in OE:

(i) High Vowel Deletionthis process deletes pre-OEand “u if followed be either a stressed
H syllable or a L syllable and another syllableeyhemained after a stressed L syllable or a
stressed H syllable followed by a L syllable: evgrd (< *wordu H) ‘words’ vs. s¢ipu (<
*scipul) ‘ships’, fet (< *feti H) vs. hnyte(< *hnyti L, with <e> representing pre-Ok fot
lost to this process)we(o)rod (< * weorodu L L) ‘troops’, fereld (< *fereldu L H)
‘journeys’, heafodu (< *héafoduH L) ‘heads’. As can be seen, word (H) patterrgetber
we(o)rod(L X),? cf. Campbell 1959, §345-8354 for further det&ilSo, phonotacticall{d
is identical toL X.

(i) Main stress assignmertzafod wéorod etc.

(i) Resolutionin poetic meter (Sievers 1893, Kurylowicz 1948MA94tc.) discussed in
Lass 1983, Dresh& Lahiri 1991, Fulk 2002, Cable 2003, etc.

Lahiri & Dresher (1991: 261) claim that “The corresponddsetereen H and L X is evident
in the rule of Resolution [...] which plays a raheOld English verse: in a metrical pattern, a
light stressed syllable followed by any unstressgithble is considered equivalent to a
single heavy stressed syllable”. Their exampldseridrom Beowulf, arsel (H) =hete(L L)

= sigor/cyning(L H).

head-initial long vowelsz@bg. Note that this does not help in deciding what sé a long vowel Italianat/ is (it
cannot be tested).

% The stressed syllable wfeoroddoes not contain a diphthong, as suggested bypléing <eo>. These controversial
sounds are the so-called short-diphthongs that lyenence the notatiowe(o)rodat this point.

%9 Note thatheafodu (up to the plural suffixu) is H L and as such preserves the(H L L). Similar forms arenitenu
‘creatures’ magdenu‘girls’. A monomorphemic word having the H H pattefollowed by u where the second H is
supplied by a long V or diphthong is a possibitityconsider. Such examples are impossible to dmdinstressed
long vowels and diphthongs underwent shorteningr@zOE times. The expectations are th&turwould have been
lost in such cases as they are preceded by a &bwylThere are, however, examples where the sdd@yllable is
supplied by a consonant cluster, ésgrn‘iron’. Again, the loss of & is expected.
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Fulk (2002) comes up with a generalisation: (i) emgdrimary stress resolution is obligatory, (ii)
under secondary stress, it is optional, but ititws, it is only possible if the endings involadter
the stressed vowels are etymologically short aifdf(no stress, there is no resolution. The reknar
on etymologically short vs. long endings is in ardethis point: etymologically short endings come
historically from Germanic short vowels or long \&# with the so-called normal tone, whereas
etymologically long vowels come from the so-callegnoraic vowels of Germanic, those with
abnormal intonation or Schleifton (see Campbell2.%h. VII for further clarification}’

This distinction seems to have been preserved vemyl early OE and was later maintained
in poetic tradition although by the earliest wiittdocuments its phonological basis was probably
lost altogether (cf. Hogg 1992: 232). As a resiithes, in OE poetry there is no resolution in werd
like bora (OE a < *-0) ‘ruler’ and Dena (OE a < *-06m) ‘of the Danes’. The reason for this is the
(original) length of the second vowel. More prelyigben,bora andDeri. The question arises why
resolution (H = L X) is banned if the vowel to l@solved is long. CVCV phonology’'s answer that |
propose reads as follows: no sharing of licensetgvben vowel$'

(28) ‘No sharing of licensing’

@ (1) V-to-V licensing = long vowel
.

o
e

oo
mmv‘

; (2) V-to-V licensing = resolved ‘foot’

Fulk (2002: 333), discussing evidence from OE poeatemarks that unresolved sequences like
Dena Eodum‘to the Danish people’ in either half of an OE€iare vanishingly rare and can be
treated as textual corruption. This is not surpgsin view of the constraint proposed above.
Resolution is in fact impossible if there is a vboWé, above) that would have to straddle two
domains (a resolved foot and a long vowel). Thigl®esome evidence in favour of regarding some
phenomena of OE as templatid-or lack of space, other possible evidence indawd a template

%0 Some examples follow: short endingsstem nom. sg. fem. OFI < Germanic *3, i-stem nom. sing. masc. OE <
*-j < Germanic *z) vs. long endingsafstem gen. pl. OEa-< Germanic *m o-stem nom. pl. OEa < Germanic
*-06m). Probably, abnormal tone was reinterpreted agtierso vowels with abnormal tone counted as Idygthis
time, however, the original long vowels (with notrivgonation) fell together with the short ones.eT$hortening of
vowels with abnormal intonation is later (pre-OBan the West-Germanic shortening of long vowel$ wibrmal
intonation (cf. Campbell 1959, §331 and §355). eNihiat long vowels with abnormal intonation areydielund in
suffixes, never word-internally. As observed in girevious footnote, this is why in OE it is impddsito find long
unstressed vowels/diphthongs supplying the secoimdtiie Germanic foot.

3L A similar ‘no share’ constraint is proposed bydgtvari (1999). This one, however, bans a long Vdwedore a
coda-onset cluster, i.e. it explains a common phemmn in language, closed syllable shortening.

%2 Fulk also discusses resolution in Poema Moraleery early ME piece of poetry, which shows that tweyllables
were resolved and were equivalent to a H syllablihé same position. The possibility of resolutiotost altogether
in later ME poetry.
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will not be considered here. Yet, this argumentatall hopefully put in perspective the ME
changes.

4. MEOSL as template superimposition

The following sections will try to account for MEQ$ terms of a CVCV template inherited from
OE.

4.1 What we know and how we can account for it
It would be impossible to assess the changes adfgtite various dialects of English, but what we
do know about standard British English is that éh&re no long vowels beforew in words of OE
origin (cf. wallow, fallow, borough etc.j® and there are also no long vowels in mononmorptiemi
words before y (belly, felly, body). Dobson (1968) does record ME variation befgreontinued
into the sixteenth century, but variation befomv-is almost non-existent. This fact could be
explained by the fact thabw was never regarded as a suffix (which is certainkg from the
diachronic perspective) and words containing itevanalysed (or rather, were continued to be
analysed) as morphologically simplex since there n@a ground for morphological reanalysis. As
opposed to this, words having the suffixcould have been subjected to morphological rearsly
under the influence of the suffiy {< -ig) in which case, regardless of the fact whetheribed
was originally monomorphemic likeodyor morphologically complex likaoly, a greater degree of
variation is to be expected. Even granting thisre®wf variation, standard British English shows
no long vowels before monomorphemic words ending.in

If one assumes that a monomorphemic word showddngihening in open syllables, this
can be an indication of a ME template that lookadnfielodically specified vowels to ‘hook onto’.
Melodically specified here means a vowel other themva (which stands for a melodically empty
V which is not governed and thus has to be pronedncThis is disputed by Scheer (2004) but is
not directly relevant for this analysis.

If two melodically specified V's were found, theVCV template was superimposed and
there was no lengthening. The only two melodicapigcified V's word-finally in disyllabic words
were 1/ and (/. The templatic account is shown in (22).

(29) ME beli/ and falu/ < bel(i)¢ andfealg

C Vq ‘C Vo
b e 1 i

f a 1 u
C V1 C \3

This would explain one of the often-cited excepsitm MEOSL.

% A word like halo (forming a ‘minimal pair’ withhallow) was first recorded in the sixteenth century (OPHEE
probably entered the language with a long stregsea!.
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In case, the word-final vowel in disyllables waschwa, the template looked for the nearest
melodically specified V, which could only be founebrd-initially, as the continuation of the
original OE stressed short vowel. In this caseretheas an additional CV to be occupied (shown as
¢V, belowy* and the melody of the initial vowel was free taegul onto it creating thus a long
vowel. Note that this is only possible if thereaipronounced vowel (a schwa in our case) after the
template that licenses the template and, indirettly spreading of melody. This is reminiscent of
Italian Tonic lengthening. The ME vowel was a h&atal vowel under this analysis.

(30) MEOSL ‘proper’
Before the application of the template

C V]_ C V2

t a 1 35

After the application of the template

This case of MEOSL was referred to above as MEQ@bper’, i.e. lengthening that applies
unfailingly.

This process explains why there is no templatiegogposition in monosyllables. There is
no schwa to license the template. Of course, orleeoproblematic areas of MEOSL is presented by
OE monosyllabic words that end up with a long voineéVIE (e.g. OEhsl > ME hols). This class of
words was analysed by Lah&i Dresher (1999) as analogical levelling from thécuie forms (cf.
hol ‘nom. sing’ ~halas ‘nom. pl.’). Under the analysis suggested heré, @iowing phonology to
explain phonological effects, one has to admit thatOE wordhol was lexicalised abola before
MEOSL became active. After this momehd)a is just liketala (< talu). Monosyllables, under this
account, are just apparently problematic.

4.2 Shortening in sorry-type words
The problems concerning words likeorry (< sarig) and meadow (< medwe will not be

exhaustively described here because it seems tonkeof those problematic areas that are
intertwined with the notion of TRISH, both in naiand French loan words.

% In VC phonology (Szigetvari 1999) ‘c’ representsempty, i.e. unpronounced consonant, as this omedfinside a
long vowel.
% The absence of an association line above schwatiaccidental: schwas can be considered toéeetiisations of
V’s having no melodically specified melody, as abtg discussed.
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In the previous section the direction of templksu@erimposition was not mentioned, but it
was assumed that it proceeded from the left edgefword. This would be in line with the
Germanic pattern of stress placement which is fixed the stem of the word in case of
non-compound words. Whether the suggested CVCV l@mpnd stress placement are coextensive
still awaits further research, but there is indarathat OE secondary stress depended on the vowel
that followed the actual secondary-stressed voWel details see Campbell 1959, 887-892): it
seems that secondary stress only appeared on vdalelered by a vowel. This suggests that
primary and secondary stress were calculated diffgr. primary stress was fixed (and dependent
on morpho-syntactic information, such as noun esb) whereas secondary stress was calculated
from the end of the word if the right environmerdasamet (i.e. if there was a following vowel after
an eligible unstressed one). The calculation @asstin English in the ME period was disturbed by
French loan words whose stress pattern in some waseradically different from the Germanic
pattern: generally, it was more back-stressed fbasstressed (the usual pattern in OE). Some
aspects of TRISH are discussed in La&irFikkert 1999. Romance loans had a great impathen
pattern of stress placement and this is mirroratieory by the fact that stress is calculated fthen
end, i.e. the right edge of the word (cf. Ho§gMcCully 1987 and the references cited therein)
involving extrametricality that works differentlpif nouns as it does for verbs. Actually, Germanic
words hardly ever feature prominently in such asedybecause they are simply too short to be
subjected to various tests.

One impact that Romance loans might have exer@sedlE was the change in which the
inherited ME template was superimposed. This c@xplain the shortening in monomorphemic
words like sorry and meadow (shown below). This issue cannot be taken up Hertesome
discussion, albeit not in terms of a template,fisred in Kim (2002) who takes up the problem of
the simultaneous application of the Germanic aredNlorman French stress rules to native and
borrowed words. It is argued, in essence, thaethers a tug of war between the old Germanic and
the new Romance accentuation pattern with the vabkr drive to place primary stress on the first
syllable. It is conjectured here that this may diage resulted in changes in the native vocabulary
(contra Kim who claims that native words can ondydubject to the Germanic stress rule and as
such are always stem-stressed or, less typicakyfixpstressed). The relationship between the two
stress rules and the supposed templatic superitiggosannot be satisfactorily answered here.

(31) Shortening isorry andmeadow

C V1 c \Z C Vs

N

m € d u
C \Y C \2 C V,
m d u

As can be seen, the template is applied from tjig Bdge and as a result the vowel is shortened.
This also involves re-lexicalisation, because thal CV slot is now empty and gets deleted. This
Is a diachronic process which is reflected in tinechronic reality of the language. This analysis
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leaves many questions open, e.g. (i) how exactlygsnaterial found under the first C moved to the
originally empty c, (ii) was this right-to-left tgutate superimposition a feature of some dialects
only, (iii) can TRISH in ME be re-analysed alongsttemplatic line (note that sanity was originally

stressed on its last syllable when adopted into 84t still is in French, and was preceded by two
syllables, of which the stressed one comes dowshad in modern English). Some doubts about
TRISH are tackled in Steevic 2006.

4.3 The cradle/saddle ~ beacon/herring problem

This is also one of the problematic areas thatordy be mentioned in passing here. If one believes
that phonology still deals with phonological madtat the stage when a process is active (thisseave
disturbing background noises such as analogy aedikk out of the picture), then one has to
assume that modern English shows a ‘cross-cont&eanatate which translates into how and
when, if at all, the various ME dialects implemehtihe suggested CVCV template. This is
probably one of the aspects that no account canheyee to handle satisfactorily. The predictions,
however, can still be salvaged and this is whanhplagy is about. Note that OE final vowels were
all merged into schwa. If we accept that the temeplaoked for melodically specified V'’s, then
saddle(< sado) can come from a dialect which had not levellesduibstressed vowels into schwa
when the template was superimposed. If such adfialgsted, it treated belly and sadol alike. This
explains the short vowel in saddiéradle (< cradol), on the other hand, comes from a dialect
which levelled its OE unstressed vowels into sclefore the template was superimposed. The
issue is also connected to syllabic consonant foomaa process which had already begun in OE,
was continued into ME and later stages. The issdescribed at length in Dobson (1968: 887-915).
A similar assumption can be made abbeacorherring. The details of this analysis are still in its
infancy.

4.4 Conclusion: what is MEOSL then?

This discussion has hopefully shed some new light¥i&OSL.: it may be a ME process but it is far
from being purely an instance of OSL. The data §inspeak against it. It has been argued that
MEOSL is actually a templatic change that hadotsts in OE and was continued into ME. In the
absence of melodically specified vowdtelfy/shadow, the CVCV template looked for the nearest
vowel which was lengthened as a result of melodreading to the empty CV slot. This spreading
was only possible if the template was licensedHgy following vowel (schwa in our case). The
template explains why lengthening never fails & triginal vowel is followed by schwa and also
why there are no long vowels in standard Englisloeeow and y. The rest of the data still defy a
unified analysis, but some signposts for furtheeegch have been set.

59



Attila Stagevi¢

REFERENCES

Anderson, S. (1974 he Organization of Phonologiew York: Academic Press.

Bermudez-Otero, R. (1998prosodic optimization: the Middle English lengthjustment English
Language and Linguistic®: 169-197.

Brunner, K. (1970)An Outline of Middle English Grammabdxford: Basil Blackwell.

Cable, Th.(2003)Kaluza’s law and the progress of Old English mefria: P. Fikkert and H.
Jacobs (eds.Prosodic SysteméStudies in generative grammar 58). Berlin and Néovk:
Mouton de Gruyter. 145-158.

Campbell, A. (1959)0Id English GrammarOxford: Clarendon Press.

Cyran, E. (2006)A lateral theory of phonologyy Tobias Scheer. The Linguistic Review 23: 505—
542.

Dresher, B. E. and A. Lahiri (1991)he Germanic footmetrical coherence in Germanic
Linguistic Inquiry 22: 251-286.

Dobson, E. J. (1962/1963Middle English lengthening in open syllahl&ansactions of the
Philological Society124-148.

Dobson, E. J. (1968):nglish Pronunciation 1500-170®&ol. 2: Phonology. 2nd edn. Oxford:
Clarendon Press.

Fran, C. (1994)0n the morphology of Old English word strdssgua 93: 141-181.

Fulk, R. D. (2002)Early Middle English evidence for Old English Met&esolution inPoema
Morale,Journal of Germanic Linguisticd4: 331-355.

Harris, J. and G. Lindsey, (1999)he elements of phonological representation). Durand and F.
Katamba (eds.frontiers of Phonology: Atoms, Structures, Derigag Harlow: Longman. 34—
79.

Hayes, B. (1989)Compensatory lengthening in moraic phonoldggguistic Inquiry 11: 47-73.

Hogg, R. M. (1992)A Grammar of Old Englishvol. 1: Phonology. Oxford: Blackwell.

Hogg, R and C. B. McCully (1987Metrical Phonology: a Coursebookambridge: Cambridge
University Press.

Jones, C. (19894 History of English Phonologyondon: Longman.

Kaye, J, J. Lowenstamm and J-R Vergnaud (198bg internal structure of phonological
representations: a theory of charm and governpiénbnology YearbooR: 305-328.

Kaye, J, J. Lowenstamm and J-R Vergnaud (19@0)stituent structure and government in
phonology Phonology 7: 193-231.

Kaluza, M. (1896)Zur Betonungs- und Verslehre des AltenglischentsEbgft zum siebzigsten
Geburtstag Oskar Schadédnigsberg: Hartung. 101-134.

Kavitskaya, D. (2002)Compensatory Lengtheningondon: Routledge.

Kim, M. (1993),0n lengthening in the open syllables of Middle EsigLingua91: 261-277.

Kim, Y. (2002), A synchronic and diachronic analysis of Middle Hslgl stress,Studies in
Phonetics, Phonology and Morpholo@y 39-63.

Kiparsky, P. (1973)Phonological representations: how abstract is pHogg?, in: O. Fujimura
(ed.),Three Dimensions in Linguistic Thepiyokyo: TEC. 5-56.

Kiparsky, P. (1985)Some consequences of lexical phongl&iypnology2: 85-138.

Kurytowicz, J. (1948/1949).atin and Germanic metr&nglish and Germanic Studi@s 34-38.

Kurytowicz, J. (1945-1949),a nature des proces dits ‘analogiquei: (reprinted) E. P. Hamp, A
Householder and R. Austerlitz (eds.) (1968eadings in Linguistics2nd ed. Chicago:
University of Chicago Press, 158-174.

Lahiri, A. and B. E. Dresher (19990)pen syllable lengthening in West Germarhianguage75:
678-719.

60



Middle English Quantity Changes

Lahiri, A. and P. Fikkert (1999)Trisyllabic shortening in English: past and preseknglish
Language and Linguistic3.2: 229-267.

Lass, R. (1983)Quantity, resolution, and syllable structuieolia Linguistica HistoricalV: 151—
180.

Lass, R. (1985)Minkova noch einmal: MEOSL and the resolved,féotia Linguistica Historica
4: 245-265.

Lass, R. (1992)Phonology and morphologyn: N. Blake (ed.)The Cambridge History of the
English Languagevol. 2. Cambridge: Cambridge University Press15%-

Lieber, R. (1979)On Middle English lengthening in open syllablesguistic Analysis: 1-27.

Lowenstamm, J. (1996;V as the only syllable typén: J. Durand and B. Lacks (ed€urrent
Trends in Phonology: Models and Methp#siropean Studies Research Institute, University o
Salford Publications, 419-442.

Lowenstamm, J. (1999) he beginning of the wordn: J. Rennison and K. Kihnhammer (eds.)
Phonologica 1996Syllables The Hague: Holland Academic Graphics, 155—-166.

Luick, K. (1914),Historische Grammatik der englischen Spracford & Stuttgart: Bernhard
Tauchnitz.

Malsch, D. L. and R. Fulcher (1973)ensing and syllabification in Middle Englidbanguage51.:
303-314.

McCully, C. B. (1996)Domain-end phenomena and metrical templates inEDiglish versgin: C.
B. McCully and J.J. Anderson (edsBnglish Historical Metrics Cambridge: Cambridge
University Press, 42-58.

McMahon, A. (2000),Lexical phonology and the history of EnglisGambridge: Cambridge
University Press.

Minkova, D. (1982),The environment for open syllable lengthening irddi® English Folia
Linguistica Historica3: 29-58.

Minkova, D. (1985)0f rhyme and reason: some foot-governed quantiéayngas in Englishin: R.
Eatonet al (eds.)Papers from the Fourth International Conference Bmglish Theoretical
Linguistics Amsterdam: John Benjamins, 163-178.

Minkova, D. (1991),The history of final vowels in EnglisiBerlin and New York: Mouton de
Gruyter.

Moore, S. (1929)Historical Outlines of English Phonology and Morpdgy (Middle English and
Modern English, Michigan, Ann Arbor: George Wahr.

Murray, R. W. (2000)Syllable cut prosody in early Middle Engljdlanguage 76: 617—-654.

ODEE = Onions, C. T. (ed.), (1966Jhe Oxford Dictionary of English Etymolag®xford:
Clarendon Press.

Prokosch, E. (1938)A Comparative Germanic GrammaBaltimore: Linguistic Society of
Baltimore.

Ritt, N. (1994),Quantity adjustment: vowel lengthening and shortgrin early Middle English
Cambridge: Cambridge University Press.

Ségeéral, P. and T. Scheer (199Bhe coda mirroy Ms. Université de Paris 7 and Université de
Nice.

Scheer, T. (2004)A Lateral Theory of Phonology: What is CVCV and \8hpuld It B& (vol. 1).
Berlin: Mouton de Gruyter.

Scheer, T. (2008-forthcomingp Lateral Theory of Phonologgvol. 2). Berlin and New York:
Mouton de Gruyter.

Scheer, T. and P. Szigetvari (2008)ified representation for stress and the syllalitbonology
22: 37-75.

Sievers, E. (1893Altgermanische MetrikHale: Max Niemeyer.

Suphi, M. (1988)0Id English stress assignmehingua75: 171-202.

61



Attila Stagevi¢

Stakevi¢, A. (2006),Middle English Quantity Changes—Further Squilss The Even Yearbook 7
(2006), Department of English Linguistics, Eo6tvosordnd University, Budapest,
http://seas3.elte.hu/delg/publications/even

Szigetvari, P. (1999)VC phonology: a theory of consonant lenition ancbmitactics PhD
dissertation, Budapest: MTA/ELTE.

Szigetvari P. (2002)Why CVCV in: L. Varga (ed.)The Even Yearbook @002), ELTE SEAS
Working Papers in Linguistics. Budapest: SchoolEoglish and American Studies, English
Linguistics Department, 117-152.

Trubetzkoy, N. S. (1939%;rundziige der Phonologi&aéttingen: Vanderhoeck and Ruprecht.

Wardale, E. E. (1958An introduction to Middle Englishith ed. London: Methuen.

Wright, J. (1898)The English Dialect DictionaryLondon: G. P. Punam & Sons.

Wright, J. and E. M. Wright (1928An Elementary Middle English Gramméind ed. London:
Oxford University Press.

62



Morpho-Syntactic Competition in Germanic
and Romance Compounding

SUSANNA PADROSA TRIAS

Abstract

This paper provides more evidence for the view ating to which different order of
constituents implies different semantics (cf. 8ghun, 1984, 1986; Sadock, 1986; Rosen,
1989; Pinkster, 1990; Rice & Prideaux, 1991, a.o.).

The competition analysis between syntax and mdwgkipas put forward by Ackema &
Neeleman (2004, 2007), can be partially assimildtedhe earlier analyses which seek to
explain the coexistence of analytic and synthetioctures (syntactic and morphological
structures in Ackema & Neeleman’s terms), which,tlo® morphosyntactic competition
account, is explained either by appealing to aeddhce in the semantics of the two
structures or by a different merger of categori@$he two constructions.

Several types of compounds in Germanic (Englismj &omance (Catalan and
Spanish), together with their syntactic counterpartare examined to asses the
morphosyntactic competition. It is argued that tuerent understanding of the competition
analysis cannot account for all the data.

1. INTRODUCTION

It has very often been claimed that there are laggs with completely free word order. Latin
has been claimed to be a case in point. Mainly tduthe presence of cases, it has been
argued that Latin shows no restrictions on worcenrtiowever, it has been proved that such
a statement is not correct. Its word order is deieed by several factors, such as the
interaction of sentence type (e.g. imperative,rioggative) with the distinction between main
sentence and subordinate clause. Metrical anded&sthctors can also play a role. They can
override the syntactic principles of the languageé ehange their default word order. In short,
Latin shows that a sentence is dependent on thd wmler of its constituents to convey a
particular semantics (see Pinkster, 1990 for dsounsof Latin word order, a.0.). The same
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happens in languages closer to our days. For exampllanguages like German (1) and
Catalan (2-3), the constituents will occupy diff@r@ositions in a sentence depending on
whether they present old vs. new information.

(1) a.lIch habe gestern ein Auto gekauft
| have yesterdaya car bought
‘I bought a car yesterday’
b. Ich habe das Auto gestern gekauft
| havethe car yesterday bought
‘Yesterday | bought the car’

In German, an OV language, the new information teiid to immediately precede the V,
whereas the old information will be further awagrfr the V. Accordingly, the car is usually
interpreted as new information in (1a) but as afdrimation in (1b). Notice that, in addition
to the different position of the internal argumenthe sentence, the difference between the
indefinite vs. definite article introducing the fmlving N (i.e. ein Auto vs. das Autd
reinforces the idea of new vs. old information.

A similar contrast is found in the following Catal@entences. (2a) represents the
unmarked order of constituents when they all ctutstinew information, whereas in (2b) the
placement of the P® Blanesbefore the internal argument makes the phedshibres ‘the
books’ more prominent and is taken as the new in&ion the hearer is interested-in.

(2) a.LaJoana ha enviatels llibresa Biane
The Joana has sent the books to Blanes
‘Joana has sent the books to Blanes’
b. La Joana ha enviata Blanes els llibres
The Joana has sent to Blanes the books
‘To Blanes Joana has sent the books’

Another contrast in interpretation given by thefat#nt word order of constituents is
presented in (3):

(3) a.La Joanava enviarel noi a Bo$amy passat
The Joana went send the boy to Boston the-tgsta
‘Joana sent the boy to Boston last year’

b. La Joana l'any passatva envianel a Boston
The Joana the+year last went send thddBpston
‘Last year Joana sent the boy to Boston’

In (3a) it is not clear whether the boy who wast derBoston is still there or has returned,
whereas in (3b) it is assumed that, by the timesdmence is uttered, the boy has already
returned from Boston.

The minimal pairs of sentences presented so liastihite the intricate relationship
between the word order of constituents in a seetemd the semantics available for such
sentence. That is, a specific word order of camstits will derive a specific semantics.
Notice that some specific semantics can also beirsddd by the presence or absence of
incorporation in incorporating languages. It hasgldoeen established that incorporation has

! Notice that no detailed analysis of word ordeintended here. The main point of the examplestitated in
this section is to show that the different wordesedof constituents have an effect on the resuititegpretation.
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an effect on the semantics of the resulting constrm (cf. e.g. Mithun, 1984, 1986; Sadock,
1986; Rosen, 1989; Rice & Prideaux, 1991). Irrespeof whether the compounded form is
a result of syntactic movement (cf. Sadock, 198&)falirect merger of the simple forms in

morphology (cf. Mithun, 1984, 1986; Rosen, 1989%eR& Prideaux, 1991), the different

analyses which have been proposed in the literalliegyree that the incorporated form is not
equivalent to its syntactic paraphréses Mithun’s (1984, 1986) puts it:

4) (...) all languages which exhibit such morphologistuctures also have syntactic
paraphrases. (..I} would certainly be inefficient for languages pioeserve exactly
equivalent expressions so systematicallype fact that productive morphological
constructions of this type never exist in a languagthout syntactic analogs indicates
that the morphologization itself must be functianAl comparison of the process
across languages reveals that, in fspggakers always incorporate for a purpdgse).
<emphasis mine: SPT>
(Mithun, 1984: 847-848)

(5) A basic point is thaincorporation is not an arbitrary formal alternagvto a syntactic
paraphrase; rather, the different structures sethféerent functions(...) The point is
thatthere is a differenceNVhether an incorporated form or its analytic couptet is
more idiomatic in a language (s..) not an arbitrary switch in the grammaln many
instances, the only idiomatic way to express aaaertfact is, indeed, with
incorporation<emphasis mine: SPT>
(Mithun, 1986: 33)

Let us consider one of the examples provided byiuit(1984) to illustrate the difference in
semantics between the incorporated and nonincdagzbfarm.

(6) Ponapean (example from Rehg, 1981, cited imdvutif 1984)
a. | kanga-la wini-o
| eatcomP® medicine-that
‘I took all that medicine’
b. I keng-winih-la
| eat-medicineomp
‘I completed my medicine-taking’
(Mithun, 1984: 850)

2 There are different versions as to how many tygfeSloun Incorporation (NI) exist. For example, Mith
(1984) identifies four types of NI, each of whiclittwa distinct discourse function. Her first typefars to a
name-worthy institutionalized activity; her secdyge is used to background an argument within asgdavhile
giving more prominence to an otherwise oblique argot. Mithun's third type of NI is also used to kgwund
old information but now within portions of discoarsFinally, her fourth type of NI is used to clégsan
external NP. Contrasting with this four-way distino, Rosen (1989) argues for a two-way NI clasatfon.
She groups Mithun’s first three types into one tf@mpound NI’ in her terms) while leaving Mithunfourth
type as a distinct type in her classification (whghe calls ‘Classifier NI'). A different approachtaken by
Rice & Prideaux (1991), who do not classify theatiént types of NI, but identify several motivatifagtors for
incorporation, such as analogy, newspaper styke ctethesion, metaphorical interpretation, metalistijci value
and speaker preference. | will not examine the gibdlity of each approach to NI, since it is ortbogl to the
present discussion, but see Mithun, 1984, 1986gR0%989; and Rice & Prideaux, 1991, for examplad a
details of each account.

% Comp stands for a completive suffix.
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From the examples in (6) it is clear that havinghot having incorporation of an object has
consequences for the final interpretation of th&tesgce. With a non-incorporated object, the
sentence means exhaustion of the medicine; with@nrporated object, it indicates that the
activity has been completed, regardless of whetiere is still some medicine left in the
bottle or not.

Mithun (1984) also provides some examples to skitat some compounded forms
contrast with their syntactic counterparts in tese that they are not compositional but have
taken on some specialized meaning. Some exammdsij@ntaro-gi ‘ask’ + sotia ‘soldier’
> ‘enlist’ (from Arms, 1974, cited in Mithun, 1984852) and Comanchwaa-hima (lit.
cedar+tree.take) ‘to celebrate Christmas’ (from @wye, 1958, cited in Mithun, 1984: 855).

In addition to the difference in meaning betweecoimporated and non-incorporated
forms, there are also some semantic constraintosetp on both the element which
undergoes incorporation and the V which hosts tledrporated element. For example,
according to Mithun, animate nouns are rarely ipocated, except for her first type of NI
(cf. see footnote 2), where the N can be very gemerexamples like ‘to be a good person’
(Mithun, 1984: 863); or verbs which have narrowpdend to incorporate less than those
that are very vague by themselves and take theanmng from their arguments. In short,
semantic factors, like animacy and agentivity, séefme crucial for the existence or absence
of NI.

The main goal of this paper is to assess the ctigpeanalysis between syntax and
morphology as put forward by Ackema & Neeleman (ARQ04, 2007), by examining some
morphological constructs, generally termed ‘compsinin Germanic and Romance along
with their syntactic counterpart€English, on the one hand, and Catalan and Spamisthe
other, will be the languages considered in thiglstan which some conclusions will be
drawn regarding the morphosyntactic competitioris ompetition analysis can be seen as a
similar enterprise to the one undertaken by Mit(il®84, 1986) in the sense that it also tries
to account for the coexistence of syntactic and pimological structures, which, on the
morphosyntactic competition account, is explainidee by appealing to a difference in the
semantics of the two structures (similar to Mithg)ror by a different merger of categories in
the two constructions.

The paper is structured as follows. Section 2aastthe theoretical framework within
which this study is framed and the basics of thenmetition analysis between syntax and

* There is a debate in the literature as to howditision between derivation and compounding shddst be
treated. For some linguists, these two processesvar distinct word formation processes (e.g. twiterknt
levels in a stratal model, cf. Allen, 1978; for maoecent approaches, see e.g. Anderson, 1992 nFe4ifi5). If

the distinction between derivation and compoundindefined in terms of bound affixes vs. free menples,
some items change their status historically. Sonsedsv become affixal and some affixes become words
(although change in this direction is rarer), giyvirise to the processes known as grammaticalizaiwh
degrammaticalization. For example, the former carekemplified by the bound formgypein English (e.g.
blue-type versionandmal in Spanish (e.gnalherido‘badly injured’), which are based on the free fertype
and mal ‘badly’ respectively (cf. see Bauer, 2005 for cmte cases of grammaticalization and
degrammaticalization in English, and Buenafuen2®§1-2002 for the grammaticalization process unegg
by the Spanish wordnal ‘badly’). The processes of grammaticalization arejrammaticalization do not
necessarily mean that there is no real differemtesden derivation and compounding, but simply iaticthat
some forms change status. At some point in timg baeve affix-like properties and at some other pirtime
they behave like free morphemes. In contrast @éovibw according to which derivation and compougdhne
two distinct word formation processes, some authmeleve that the boundary between derivation and
compounding is not clear-cut in the sense thatdxinits and affixal morphemes have the same ifiometnd
should be treated equally. Such an approach istd&eexample, by Construction Grammar (see fgr Booij,
2005) and cognitive models (e.g. Stekauer, 200B)ave this debate open since it has no bearinheresults

of this study.
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morphology, as is understood by AN (2004, 2007tiSe 3 presents the data against which
the morphosyntactic competition is assessed. Téteskction provides the paper with the
main results of this study and opens up some aurestor further research.

2. THEORETICAL FRAMEWORK: THE MORPHOSYNTACTIC COMPE TITION

2.1 Theoretical Framework

| follow AN (2004, 2007) in the sense that | assumemodel of grammar in which
morphology is distributed across three independeatiules, i.e. syntax, semantics and
phonology. Each contains two submodules, which gg#eephrasal and word-level
representations (cf. Jackendoff, 1997).

By assuming a model of grammar in which syntax twas subcomponents: one for
phrasal syntax and one for word syntax (which balreferred to as S for ‘syntax’ and M for
‘morphology’ for expository reasons henceforthle tuestion of where complex words are
formed arises naturally. S and M can be seen apbtential components in which complex
words can be generated. On the one hand, therthewaes like those of Roeper & Siegel
(1978), Baker (1988), Hale & Keyser (1993), Halledv&arantz (1993) and Brunelli (2003) in
which complex words are formed by syntactic movetmrard which do not postulate an
independent morphological system. On the other hidwede are theories like those of Selkirk
(1982), Di Sciullo & Williams (1987), and AN (200£007) which have independent
components for S and M and claim that complex waais be generated by an independent
morphological system. The two different theoriesnaird formation can be illustrated with
the following trees: (7) illustrates that the coeplword is derived by head-to-head
movement of Y, which adjoins to the higher head(&); shows how the complex word is
derived in an independent morphological componedtisithen inserted into S (cf. AN 2004:
18).

(7) C
XP SYNTAX SYNTAX
/ \ XP
Spec X [\
/ \ Spec X
X YP [\
[\ [\ X Comp
Y X Spec Y’
/ \ A
i tComp
X MORPHOLOGY
[\
Y X

Several factors like stranding, referentiality, gibke functions of non-heads, prototypical
features of incorporating languages, headednessdandational economy provide some
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evidence for the view according to which complexrdgare generated by an independent
morphological system.

In short, S and M are seen as two different compisneith their own principles, some
of which may be shared by the two modules (cf. dadkff, 1997; AN, 2004, 2007). This
position is shared by a number of authors. For gtanRalli & Stavrou (1998) argue that
morphological and syntactic expressions share spriteiples, such as headedness and
binary branching. Similarly, Bok-Bennema & Kampé&tanhe (2006) believe that S and M
respect the same rules and principles of UG andidenthat the morphological component
is an impoverished version of the syntactic companglthough some authors also argue for
two distinct modules of S and M, they add a thirddole in between them to account for
certain constructions which have both word and sdh@operties. For example, Booij (1990)
claims that particle verbs in Dutch are dealt withthis intermediate component. On AN’s
(2004, 2007) account, though, there is no needostutate a third module to account for
Dutch particle verbs. In their competition modéle tword and phrase properties associated
with such verbs follow from their non-uniform readtion, i.e. particle verbs will be
underspecified with respect to the locus of meret competition will establish whether
they are realized in S or M in each case.

2.2 The Morphosyntactic Competition (AN, 2604)

AN endorse a view according to which S and M are tempetitive generative systems,
since they argue that in principle two lexical itelwan be combined in either component.
Whether there is a syntactic or morphological pesfee to combine lexical items depends on
the type of language. In languages like Englishasstic merger will be the unmarked option,
whereas in polysynthetic languages morphologicatgerewill be the preferred option.
Although AN propose that all else being equal imglaages like English and Catalan S wins
over M, morphological merger is also possible uraitain conditions, i.e. when there is no
syntactic competitor. There is competition betw8eamd M when both the categories merged
and the semantic relation obtained are the sartteeigsyntactic and morphological structure.
AN (2004: 51) provide the constraint in (9), whisbmmarizes the formal and semantic
conditions just mentioned.

(9) Letay anday be syntactic representations headed.hy blocksas iff
(i) in oy (a projection ofp is merged with (a projection off)in syntax, while in; (a
projection of)a is merged with (a projection off)in morphology, and
(if) the semantic relation betweerandp is identical ina; andas.

When AN establish the morphosyntactic competitiorierms of semantic identity between
the morphological and syntactic structures (cfi)X9they initially refer to the fact that the
elements forming part of the two structures must lee same argumental or adjunct relation
in the two derivations. For example, it cannot e ¢ase that a N is an argument of the V in
the syntactic construction, and an adjunct in therpmological construction. If the latter
scenario were the case, there would be no congpetdnd the two structures would be

® For discussion of these factors as applied tol@ateerbal compounds and to English adjectival aexbal
compounds, | refer the reader to Padrosa-Trias7(2@tho shows that the Catalan and English comp®aine
best treated as being the result of direct menmyer inorphological component, rather than beingrésalt of
syntactic merger.

® This section is a slightly revised version of $&t8 in Padrosa-Trias (2007).

" The examples and tree representations of thisoseate taken from AN (2004).
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allowed to exist. However, it will be seen that ANnitial proposal for semantic identity has
to be refined to account for the coexistence dfagersyntactic and morphological structures
sharing the same argument structure. | will takehgpissue of refining the semantic part of
the constraint in (9) in Section 3.2. For the tibeng let us consider AN’s initial proposal
for the constraint in (9), which is illustrated (h0) abstractly and in (11) with a concrete
example.

(10) Va. oP b. o (11) Va. They drive trucks vsb. They truckdrive
/\ I\
o PP B a VJa. VP b. Y,
| /I \ X
B V. NP N V
drive| truck drive

N
trucks

In both (10) and (11) there is competition betwdantwo structures. As for (10), the same
categoriesq andp, are merged and the semantic relation between ihéme same in the two
generative systems. Similarly, in (11) the samegates merge, i.e. a N and a V, and in both
structures the N is interpreted as the object ef\th Competition is at work and gets the
syntactic structure to be the winner.

As already said, morphological merger is allowedertain circumstances, i.e. when
different categories merge or the semantic relabetween them is different in the two
structures. AN (2004: 52) express the differencesé@mantics in the following terms:
“Morphological merger ot andp may result in a semantics that cannot be exprdsgdide
result of syntactic merger of the two”. (Recalltttieey associate having the same or different
semantics with having the same or different argunsémicture in the two structures). To
illustrate how the constraint in (9) works, letlaek at some examples. First, let us consider
the syntactic derivation in (12) and contrast ithwis morphological counterpart in (13).

V(12) NP V(13) N
[\ [\
N RP \/ N
/\ [\ [\ er
VN F NP N V
drive er of | truck drive
N
trucks

Although they both involve the same semantics {iitek is understood as the internal theta-
role ofdrive in the two cases), the merger of different categon the two structures makes
the morphological merger viable. In (12) the mengfedrive and -er results in a N, which in
turn merges with the NKrucks (functional projections do not count). In contrast(13), the
merger oftruck and drive crucially results in a V, which subsequently mergeth the
nominalizing suffix er. To put it differently, only in (13) areuck anddrive merged directly,
which is what makes the morphological structuresjime.

Let us consider (12) again and now contrast it \{d#), another possible morphological
derivation.
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V(12) NP V(14) N
/ \ I\
N R N N
/A Y A truck / \
V N F NP V N
drive er of | drive er
trucks

In this case, the two structures have the samgaa¢s merged. That is, in the two structures
the V drive merges with the nominalizing suffief resulting in a N, which is subsequently
merged with the Nruck in the two tree representations (recall from abitna the functional
projectionof does not count). However, (12) and (14) diffethair semantics, which allows
the existence of the morphological derivation. Vastruck is interpreted as the internal
argument ofirive in (12), it is a modifier in (14). In short, (14)only allowed ifftruck is not
the internal argument afrive, but a modifier. The compourtduck driver could refer to a
driver of a car who has a picture of a truck onTahirt (cf. Lieber, 2003: 250).

Focusing now on the two morphological represematif.e. (13) and (14)), there are
some arguments, such as inheritance, which favwusstructure in (13) and not the one in
(14) for synthetic compounding. Put it differentlytruck is the internal argument aifive,
the correct morphological derivation is (13) and ia!). AN (2004) show that “compounds
do not allow inheritance of arguments of their neads” (see AN, 2004: 57-58, for
discussion and examples) and assume that the sagteamsm is at work with derivational
morphological processes. This is illustrated in)(14 the derivation oflriver, the nonhead is
drive, which means that its argument cannot be inherAsda consequence, thetiick in
(14) must necessarily have unpredictable semariigsause otherwise it would be blocked
by (12), the syntactic counterpart which has thenesamerger of categories but has
compositional semantics.

AN adopt the general assumption that lexical s@rsigould be the minimum, with the
consequence that only unpredictable informatiot el stored. Given that syntactic merger
blocks morphological merger where both can applysphological merger must be triggered.
The trigger may be related to unpredictable ornditc readings of the morphological
derivation. AN specify the morphological locus oémer with the diacritic M, as iny<af3>.
This will suspend the M-S competition and the motpgical merger will be possible. That
is the case with the root compourwlour codein English. Contrast (15) with (16).

(15) VP (16) \Y;
[\ [\
V N N V
code colours colour code

The structure in (16) is possible becausour code due to its unpredictable semantics, is
stored in the lexicon, which gives the possibilitly being morphologically realized. The
semantics involved in (16) can only be derived m&the Pwith. The expressionode with
coloursis not in competition witltolour code due to the fact that different categories merge
in the two derivations. The syntactic derivatiomizons the lexical prepositiomith, which is
absent in the morphological structure (see AN, 2008-88 for the details of their
morphosyntactic competition analysis).

The following section presents the morphosyntacbimpetition interacting with some
English data in Section 3.1 and some Catalan aadiSipdata in Section 3.2.
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3. THE MORPHOSYNTACTIC COMPETITION REVISITED

3.1 English

Given the competition model just outlined in thepous section, if two lexical items can be
combined both syntactically and morphologicallygyttshould have different semantics, or
the two derivations should involve merger of diffletr categories. This seems to be the
general picture for English, a language in whichtagtic merger is the preferred option. Let
us consider some examples.

(17) a. a child-molester
a’. a molester of children
b. a story-teller
b’. a teller of stories
c. the child-bearing
c’. the bearing of the chifd
d. the gum-chewing
d’. the chewing of gum
e. the habit-forming
e’. the forming of habits
f. a trendsetter
f'. a setter of trends
(Examples (a-e) from Roeper & Siegel, 1978)

(18) a. a time-saver
a’. a saver of time
b. the cake baker
b’. the baker of cakes
c. the trash removal
c’. the removal of trash
d. the housecleaning
d’. the cleaning of the house
e. the consumer protection
e’. the protection of the consumer
f. the task assignment
f'. the assignment of the task
(Examples from Selkirk, 1982)

The morphological merger of the lexical items irY)(land (18) is allowed in each case,
because the compounds are not in competition witir t corresponding syntactic
counterparts. The two derivations involve mergeditierent categories, as can be seen in the
following representations (which are the same pr@tions as those given foriver of
trucksandtruck driverin (12) and (13)).

8 For those speakers who interpitee bearing of the childs ‘putting up with the child’ rather than ‘as raya
child’, the difference in semantics between the photogical and syntactic structures further suppdine
suspension of the M-S competition.

71



Susanna Padrosa Trias

V(19) NP (20) N

/ \ [\
N RP \Y N
/\ I\ /I \ ing
V N F NP N V

chewing of | gum chew
N
gum

The element responsible for having different mergercategories is a category-changing
suffix (i.e. the nominalizing suffixesef, -ing, -al, -tion and -mentin (17) and (18)). In the
case of (19), the nominalizing suffixng merges with the underived dhew the result being
a N, which is crucially merged with another N suhsetly; in (20) the suffix merges with a
compound V (i.egumcheW, the result of merging the §limwith the Vchew In short, only

in the morphological representation glamandchewmerge directly.

Other examples in which syntactic and morphologmatgers of lexical items involve
different categories are those in which the fitstreent of the compound is not the internal
argument of the base V but an adjunct which iduced by a lexical preposition in S, as is
shown in (21).

(21) a. home-grown
a’. grown at home
b. handmade
b’. made by hand
c. feather-filled
c’. filled with feathers

The preposition introduces a new category in thetagyic derivation and prevents the

morphosyntactic competition, which explains why twe derivations (e.g. 21a vs. 21a’) are
possible. There are also some cases which presanttare of the properties found in (17-

20) and (21) in the sense that there is a categfuapging suffix in the two derivations and

also a lexical preposition in the syntactic defimat The second factor suspends the
competition between the morphological and syntagttigctures, thus allowing both of them.

(22) and (23) include some of these cases, andaf@dl)25) illustrate the first example (22a-
a’) with tree diagrams.

(22) a. water-repellent
a'. repellent to water
b. germ-resistant
b’. resistant to germs
c. hand washable
c’. washable by hand
d. machine readable
d’. readable by machine
(Examples from Selkirk, 1982: 23)

(23) a. sea-going
a’. going to sea
b. cave-dweller

72



Morpho-Syntactic Competition in Germanic and Ronea@ompounding

b’. dweller in a cave

c. apartment-living

c’. living in an apartment

d. schoolteacher

d’. teacher in a school

(Examples (a-c) from Roeper & Siegel, 1978: 207)

\(24) AP \(25) AP
/ \ I\
A PP N A
[\ [\ water / \
vV A P NP vV A
repel ent tol repel ent
N
water

As can be seen, the two derivations involve diffiermerger of categories. Only in the
syntactic structure (24) does the adjecti@pellent(the result of merging the adjectivalizing
suffix —ent with the V repel in the two structures) merge with the lexical m&pon to,
absent in (25), thus necessarily giving rise togeeof different categories.

All the examples in this section so far illustrdteat the formal condition of the
constraint in (9) seems to be really at work whiear¢ are two possible structures (one
morphological and one syntactic) with the same sd¢icea When it comes to the semantic
part of the constraint, (9ii) also seems to colyedistinguish between those morphological
structures which are allowed from those which a® by comparing their semantics to that
of their syntactic counterparts. Let us consideg erample to illustrate how the semantic
condition of the constraint in (9) explains the xisgence of (26a) with (26b).

(26) a. to manhandle a referee
a'. to handle a man

In this case, the two structures are allowed berdhe V manhandleis not interpreted
literally, which is how the syntactic alternant(26a’) is interpreted, but roughly as ‘handling
roughly’. The idiosyncratic meaning attached to ¢benpound V allows it to be listed in the
lexicon, which in turn gives the possibility of hgimorphologically realized.

Rice & Prideaux (1991) reach the same concluse®id (2004): they observe that
compound stems of the form NV rarely show up agtefiverbs. They illustrate their
observation with sentences like those given in,(@/yvhich verbs used in present simple and
past tense (b), infinitival form (c) and presenogressive (df are ungrammatical, while

° Even if the two derivations of (26a) could be ipteted literally, one could then argue thenhas a different
function in the two structures, namely a modifier(26a) (given that the V is still transitive andeds an
internal argument present in S) and an argume(®6a’). Because the semantic relation between lgraents
merging would be different in the two derivatiotisere would be no competition between the two &tires
and both would be allowed.

19 The speakers consulted find this sentence ungréicahdn addition, a google search for the progies of
piano-movewvas unsuccessful.
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those in participial constructions (e, f) and noatimations (g) are acceptable (Rice &
Prideaux, 1991: 284, ex. 3).

(27) a. They moved pianos during the music festival
b. *They piano-move/piano-moved during the musktit/al.
c. *They used to piano-move during the music tedti
d. ?They’re piano-moving during the music festival
e. The piano-moving company was hired during dstial.
f. Piano-moving is hard work.
g. The piano-movers were well paid.

The paradigm established in (27) is exactly whatabmpetition model predicts to exist. On
this model the ungrammaticality of (27b, c, d) plained because there is a syntactic
counterpart with the same meaning and merger @goaes. Rice & Prideuax (1991: 284,
ex. 1), though, present some more controversia fibatthe competition model and for their
own conclusion that compound verbs of the type M¥tty ever show up as finite forms.

(28) a. He lifts/lifted weights professionally.
b. *He weightlifts/weightlifted professionally.
c. ??He used to weightlift professionally.
d. He’s weightlifting as part of his training pragn.
e. The weightlifting competition is next.
f. Weightlifting is a good complement to aerobxeecise.
g. He’s a champion weightlifter.

The grammatical judgements given in (28) for (b)l 40) do not quite match those of the
speakers consulted and the results of a googletsesome of which follow:

(29) a. He weightlifts and jogs every single dayok healthy and fit.
b. He weightlifted for approximately 7 years andemtly completed 4 years in the
Marine Corps (...).
c. | used to weightlift and do lots of hiking iretinountains out west (...).

These finite verbs with an incorporated N are mtedi not to exist because they involve the
same merger of categories as their syntactic etpnisa Rice & Prideaux (1991: 285-288)
provide more examples which present the same proble

(30) a. He bullfights for a living.
b. He lipreads because he can’t afford a heaiithg a
c. Next Tuesday, they'll sightsee.

d. He bartends for a living.
e. He beachcombs every morning before work.
f. He stagemanages the compahy.

™ This sentence as such would not constitute a pealem for the M-S competition analysis. Recal th
discussion fomanhandlen footnote 9. The wordtagein the compound (30f) seems to be a modifier sthee
compound V still requires an internal objetttg compan)y which contrasts with the syntactic counterpsot (
manage the stagein whichstagewould be the internal argument of themanage This difference in argument
structure between the two derivations is sufficiensuspend competition between them. Note, thothut,
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g. He's deerhunting regularly now.

h. As on previous Christmas Eves, they’ll be cainging for appreciative audiences.

I. (...) the generous members of the public who sujgg the Scouts when they were
carol singing*?

To rescue the M-S analysis, one might appeal tofdlee that some of these verbs are
defective in the sense that they cannot bear pasttinflection (e.g.bullfough) or that new
formations on the basis of some of these wordsddfieult to create (e.g. rhapcombps
Having said that, one would still want to explaihywssome compound verbs can coexist with
their syntactic counterparts if the compounded fbas transparent semantics and there is no
category-changing affix present in the structunee ©ould also try to explain the existence of
such unexpected morphological constructions byrriefg to the fact that most of them can
only express habitual action of the event. Howeagpealing this semantic restriction may
seem, it does not cover all cases. Consider theal/éorms in (30g-i), which clearly make
reference to a specific occasion. In addition,a®that the generic reading is also available
to the syntactic constructions: all compound venb&0) can be paraphrased as V+N with a
generic interpretation (e.d¢de fights bulls for a living; They sing carols orhritmas Eve
every yea). There is no consistent semantic difference betwthe morphological and
syntactic structures to account for their coexisten

To account for (30g-i) one might also appeal tofthenal condition of the constraint in
(9) and try to argue that théng ending of (30g-i) is a category-changing suffixapar with
the suffix -er and -ng found in (17), (18), and (23). There are, thougtime differences
between the two types of suffixes. While the latiearly change the category of the items
they attach to (i.e. they are nominalizing or aftij@tizing suffixes: e.g.molesy —
molestek), the role of the former is not so clear. Theg-suffix attaches to a V to derive
another V, which together with thebéforms the progressive. In such cases, thg ending
seems to be best treated as a functional categithyne repercussions on the categorial
structure of the base it attaches to. If such aggiras correct, forms like (30g-i) are also left
unexplained on the competition mod&|.

Some examples of the final set of English datawileconsider are given in (31).

(31) a. well-written
b. carefully-considered
c. smartly-dressed
d. beautifully-danced
e. frequently-noticed
f. wide(ly)-spread

there is one use of the compound verb which is mddfeult to accommodate within the competition ded.
Consider the sentend®hn stagemanages for the Royal Thealinethis compoundtageseems to act as the
internal argument of the verb in the same way deds in its corresponding syntactic structure.

12 A google search for the past progressive of ‘twlksing’ showed that such a form is widely attds®ne of
the results is the sentence in (30i), which cafobed athttp://www.greatnotley.com/news27.html

13 peter Ackema (p.c.) observes that there are sarieational affixes which can be considered headme
though they are non-category changing. For exanmpke suffix -hood can be considered a (semantic) head
because the semantics éighbourhoodis different fromneighbour which can only be attributed to the
presence of the suffix. If the suffixing in (30g-i) could be considered a head on a pahn wibod then the
existence of the verbal fornageerhuntingandcarolsingingwould no longer be problematic for the competition
model. Further study of such a suffix may confitms thypothesis, but for the time being it is naarlto me
how the -ng suffix of such forms can be argued to be a head.
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g. quick(ly)-dried

h. nicely-articulated

I. oft(en)-heard

(Examples from Roeper & Siegel, 1978)

At first sight, all the forms in (31) constitute wwderexamples to the morphosyntactic
competition analysis. They all seem to have symamunterparts with the same meaning
and merger of categories (i.e. a V in its partaliporm seems to be merged with an adverb).
Contrast (32a) with (32b).

(32) a. a well-written book
b. a book written well

Closer inspection of these forms, though, reveal®real difference between the two
participial forms, which explains why the two stures are allowed. As will be seen next,
some tests show thatitten is an adjective in (32a) but a V in (32b).

Wasow (1977) and Williams (1982) provide someecidt to distinguish between two
distinct past participles in English: one adjedti@ad one verbal. One testus-prefixation.
The non-changing category affix- can be attached to both verbs (éogock/to unlockand
adjectives (e.gunhappy. Whenun-prefixation is applied to the past participialrfe in (31),
the result is as follows:

(33) a. *to unhear vs. unheard
b. *to unconsider vs. unconsidered
c. *to unwrite vs. unwritten
d. to undress vs. undressed

Although un- can be attached to the d&fessand it could be suggested that the preiix
attaches to the verbal and not adjectival basesdhee explanation cannot hold for the other
prefixed forms, which means thlaeard consideredandwritten must be adjectival and not
verbal participles.

Another criterion which distinguishes between tie past participles is the different
types of degree modifiers each participial form take.Very can modify adjectivesyery
much can modify verbs. When this test is applied to finens in (31),very is the only
modifier accepted.

(34) a. a very well-written story
b. *a very much well written story

(See Wasow, 1977 and Williams, 1982 for other tediech distinguish between the two
distinct types of participles in English and Ackert@95 for an application of these criteria
to Dutch, a language which also shows that a veradiciple must be differentiated from an
adjectival one). In short, the compounds in (31d #reir syntactic counterparts are not real
counterexamples to the competition model. The forame the result of merging an adverb
with an adjectival participle and the latter are tksult of merging an adverb with a verbal
participle.

To recap, most of the English data consideretisigection pose no problem to the M-
S competition analysis. There is either a diffeeemt semantics or a difference in the
category merging in the two structures. Howeveerdahis a set of data (28-30) which is
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difficult to accommodate within the competition nebdFurther examination of such forms
may be needed to prove that there is a differemted®en the morphological and syntactic
structures, but as it now stands these forms reora@mnplained in the theoretical model under
study.

In the following section, some Catalan and Spacmimpounds will be considered to
further assess the M-S competition model.

3.2. Catalan and Spanish

Padrosa-Trias (2007) concludes that the competédimalysis between S and M (AN, 2004)
cannot be really tested by looking at Catalan [IN¢pmpounds, mainly due to their low
presence in the language. This section presenthemtype of Catalan compounds, i.e.
[AdvV]y, which together with their syntactic counterpavit also be used to further test the
competition theory.

Authors such as Cabré & Rigau (1986), Mascar6 §1,9%nd Adelman (2002) list the
compounds below as being [Adwtompounds. Several subtypes of compounds can be
distinguished among them, though.

(35) a. benparlat a'. palar bé
well+spoken speak well
‘of somebody who speaks without swearing’

b. benestant b’. estar bé
well+being be well
‘well-being’

c. versemblant c’. semblar ver
truly+seeming seem true
‘credible, plausible’

d. primmirat d’. mirar prim
thinly+looked look thinly
‘of somebody who is really meticulous’

(36) a. menystenir a'. tenir per menys
less+have for
‘to undersestimate’

b. viltenir b’. tenir per vil

vilely+have for

‘to underestimate’

(37) a. carcomprar a’. comprar car
expensively+buy
‘to buy at an expensive price’
b. carvendre b’. vendre car

expensively+sell
‘to sell something for more than it is worth’

c. primfilar® c. filar prim

14 Note that the adjectival participfgimfilat (thin+spun) (derived fronprimfilar) is possible and used in the
language. Recall that such a form does not cotestiduproblem for the competition model, because the
adjectivalizing suffix present in the compound mnets competition from taking place.
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thinly+spin
‘to be really meticulous’

The first set of compounds (35) are deverbal bataaly be used as adjectival participles.
The corresponding infinitival and conjugated verldakrms are ungrammatical (e.g.
*benparlar (to well+speak), benparlo (well+speak.l). As a result, the category-changing
suffix (i.e. the adjectivalizing suffix) in eachrstture explains why each compound is
allowed under the competition theory. In the cqoesling syntactic structures an adverb
merges with a V and not an adjectival participlg.(Ell parla bé‘He speaks well’). Similar
results have been found for Catalan [N\dompounds (cf. Mascard, 1986; Padrosa-Trias,
2007).

The same explanation is valid for the compoundg36), i.e. the syntactic and
morphological structures have different merger afegories. In the two structures a V
merges with an adverb, but the syntactic strudtasean additional merger due to the lexical
prepositionper, which prevents competition between the two stmas.

The data in (37) might seem more controversialthBsyntactic and morphological
structures involve the same merger of categoriels according to dictionaries (e.g. DIEC)
and speakers” intuitions, the two structures hheesame semantics. Accordingly, examples
like those in (37) should be taken as real courterples to the M-S competition theory. The
actual use of these expressions, though, showsttlikapotential competition between the
morphologically and syntactically derived expreasigs non-existent. Let us consider why.
The compoundsarcomprar carvendreandprimfilar are hardly ever used if used at all, and
when they are used, they contrast with their symtamunterparts in the sense that both
derivations are used in different registers. A®masequence, the competition analysis cannot
be activated, thus explaining the existence of lmathphologically and syntactically derived
forms.

There is a further set of data which is formedHh®/adverbmal and a V (or a derivative
of it).’® Buenafuentes (2001-2002) identifies four differemanings of the advennal in
Spanish compounds of the same form, which are gaawe, privative, intensive and
gualitative. The same four readings can also bedan Catalan. Some examples of each
type are given in (38).

(38) i. Quantitative
Cat. a. malmenjat

badly+eaten
‘to be undernourished’

5 These compounds should not be mixed with formse li€at./Sp. malaventurat/malaventurado
(badly+ventured) ‘unfortunate’ amdalhumorat/malhumorad(badly+humored) ‘bad-tempered’. In these cases
mal is an adjective which modifies the underlying M, which the compound is based. This type of comgdoun
will not be considered here, but note in passirg the examples just given are not problematic tifer
competition theory.Malaventurat/malaventuraddias idiosyncratic semantics, which allows morpgial
merger independently of whether there is an egentadyntactic expression with the same merger tefgoaies;
the syntactic counterpart afialhumorat/malhumoradavould bede mal humor(of bad humor), the result of
merging an adjective with a N, which contrasts wiith merger of two adjectives in the compound.

'8 In addition to the different semantics mifal when found in some compounds in (38) and in thgittactic
counterparts, some compounds also have a diffenenger of categories. For examphealmenjat(38ia) and
malagrait (38iia) only exist as adjectival participial form§he adjectivalizing suffix of such forms is not
present in the syntactic merger.
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a’. menjar malamett
eat badly
‘to eat badly, which can be attributed to the féeit the food was not good
enough, or because you were standing while eatinfpecause you ate in a
hurry (among many other possibilities)’

Sp. b. malcomé?

badly+eat
‘to eat little because of the bad qualitytted food’

b’. comer mal
eat badly
(the explanation in (38a’) also applies here)

ii. Privative

Cat. a. malagrait
badly+been grateful for
‘to be ungrateful’
. agrair malament
thank for badly
‘to thank somebody for something improperly, mapeeause you shouted at
the person, or you used swearwords (the bad manneghich you thanked
somebody is not specified)’
b. malencertar
badly+get right
‘to get (something) wrong’
b’. no encertar
no get right
‘to get (something) wrong’
c. malfiar-se
badly+trustL
‘to mistrust’
c’. no fiar-se
no trustL
‘to mistrust’
Sp. d. malograr
badly+achieve
‘to fail’
d’. no lograr
no achieve
‘to fail’
e. malparit®
badly+to give birth
‘to have an abortion’

7| takemal andmalamentas being two variants of the same form.

¥ The Spanish examples are taken from Buenafue?®&4{2002).
9 Some speakers do not accept the compaonaigarir.
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e'. parir mal
to give birth badly
‘to have a complicated delivery (the reason fordbmplicated delivery is not
specified)’

iii. Intensive

Cat. a. malferir
badly+hurt
‘to hurt badly’
a'. ferir malament
hurt badly
‘to hurt not in the way it was planned’
Sp. b. malherir
badly+hurt
‘to hurt badly’
b’. herir mal
hurt badly
‘to hurt not in the way it was planned’

Concerning the first three meanings (i.e. quamigatprivative, intensive)mal can be
interpreted as having one of them only when comgdednThe difference in interpretation
between these compounds and their syntactic cquarter(when existing) is sufficient to
suspend the M-S competition and allow the morpholdgforms. Notice that some
compounds, especially those with a privative meg(@8ii), have no corresponding syntactic
paraphrases with the same lexical items. In thesescit is clear that there cannot be any
competition between the two derivations even thahely have the same semantics.

Let us now consider [Adv\jJcompounds with a qualitative meaning.
iv. Qualitative

Cat. a. malvendre a’. vendre malament

badly+sell
‘to sell (something) cheap’

b. malgastar b’. gastar malament
badly+spend
‘to waste money’

c. maltractar c.
badly+treat
‘to ill-treat’

d. malcriar d.
badly+bring up
‘to spoil (sb)’

e. malparlar e
badly+speak
‘to speak ill of somebody’

f. malpensar f'. pensar malament
badly+think

tractar malament

criar malament

. parlar malament
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‘to think badly’

g. malencaminar g’. encaminar malament
badly+direct
‘to misdirect’

h. malacostumar h’. acostumar malament

badly+get used to
‘to spoil (somebody)/to get sb into a bad Habit
i. malentendre I’. entendre malament
badly+understand
‘to misunderstand’

Sp. j. maleducar J’. educar mal
badly+raise
‘to spoil (sb)’
K. malinterpretar k'. interpretar mal
badly+interpret

‘to misinterpret’

The compounds with a qualitative meaning are a peablem for the morphosyntactic
competition if the semantic condition in (9) is mefined (recall the discussion in Section
2.2). In other words, a V merges with an adverbcWwhian be taken as a modifier both in
compounds and in their syntactic equivalents, #isalt being that the same lexical items and
argument structure are shared by the two componiéit® semantic condition is not refined
beyond identity of argument structure, all the egka® in (38) are problematic for the
competition model. AN (2004) are aware of thisidiffty and assume that, despite having
the same merger of categories and the same argustertture, some syntactic and
morphological counterparts can coexist because,ek@mple, the syntactic structure is
interpreted literally while the morphological onguratively or because, despite having the
same exact meaning, the morphological structunesed for official documents while its
syntactic counterpart is used for more informalaions. They illustrate the literal/figurative
contrast with some verb-particle constructionsve8ish (from Holmes & Hinchliffe, 1994
321). The syntactic derivation in (39) is interpittiterally while the morphological structure
is interpreted figuratively.

(39) a. Jag bryter av kvisten.
| break off the-branch
‘| break off the branch’
b. Jag avbryter samtalet.
| off-break the-conversation
‘| interrupt the conversation’

However, if one wants to maintain AN’s (2004) theoeven finer refinements of the
semantic constraint are needed to account for #iel& and Spanish data in (38iv). As will
be seen shortly, the compounds in (38iv) can bigleldvinto three subgroups.

One could argue that some syntactic derivatiolmsvah wider range of interpretations
than the morphological derivations. In other wortleg semantics of the morphological
construct can be viewed as a subset of the possa@blef interpretations associated with the
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syntactic derivatio® That is the case @halvendre Compare the semantics of the following
sentences.

(40) a. Els propietaris vanalvendre el cotxe.
‘The owners sold their car cheap’
b. Els propietaris van vendrelamentl cotxe
‘The owners sold the car {cheap / inaal lzondition / in an unprofessional manner
(e.g. maybe the seller was swearing)}’

Even then, one would like to know why the two dations are not competing for the shared
reading.

In some other cases, although the two expressieas to have identical semantics,
they cannot be freely exchanged in some contextschameans that there is a semantic
difference between them, not visible at first sigftte Spanish verimaleducarwould belong
to this second subgroup. Consider (41).

(41) a. Quan surts sempre {malgastes (badly+spayabtes malament} els diners
‘When you go out you always waste ymaney’
a'. Ell va {malgastar (badly+spend) / #gastar madat} la joventut
‘He wasted his youth’
b. No {maltractis (badly+treat) / tractis lanr@ent} el nen
‘Don't ill-treat the child’
b’. No {#maltractis (badly+treat) / tractis malamntela taula que és molt cara.
‘Don’t damage the table because it is an egiperone’

Again, one would like to know why the reading sldalyy M and S is allowed under the
competition model. Note that one might argue that data in (40) and (41) are not a real
problem for the competition model on the followiggounds. In principle, one would expect
the same range of interpretations in the two déawa if both have compositional semantics.
If the compound has one particular reading out hed possible readings the syntactic
derivation has, this can be taken as evidencehiiisting of the compound, which will be
due to its idiosyncratic nature. Bear in mind thetepting such argumentation implies that a
really fine-grained semantics analysis is neededife M-S competition theory to work,
which clearly shows that identity vs. distinctne$sargument structure (AN’s (2004) initial
proposal for the semantic constraint in (9ii)) & sufficient.

Finally, there are some compounds, like Catatatentendréto misunderstand’ (42a),
malacostumar ‘to spoil (somebody)’ (42b, b’) anda&iphmalinterpretar ‘to misinterpret’
(42c), which cannot be distinguished from theirtagtic counterparts in any semantically
relevant way.

% This subset relationship could be related to Kigs (1997: 482-483) distinction between thosebsehat
are named after a thing, which involve a canonisa of the thing, and those that are not named aftking
and can have interpretations other than the onerjestioned. Contrast the semantics betweesaddle a horse
andto put the saddle on a hortsehe denominal verb can only mean that you havehmusaddle in such a way
that now you can ride the horse. Although thisrimtetation can also be derived frutting the saddle on a
horse this expression can also have other interpretat{e.g. the saddle is on the horse but you caiu®the
horse because the saddle is not fitted in the gpiate/canonical way). The denominal V (the morphaial
derivation in our case) seems to have prototymiaabnical semantic features associated with itpnesent in
the analytic variant (the syntactic derivation ur terms).
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(42) a. Ells ho han {malentes (badly+understoashtés malament}
‘They have misunderstood it’
b. No {malacostumis (badly+get used to) / acostumagament} el nen
‘Don’t spoil the child’
b’. Un nen malacostumat (badly+got used to) / acnat malament}
‘A spoilt child’
c. El pablico lo {malinterpreto6 (badly+interpretedjnterpreté mal}
‘The audience misinterpreted it’

Further examination of the two derivations may ed\& difference in their semantics. Note
that even if such difference is found, the argunsénicture between the two expressions will
remain the same. A change in the original definittd AN’s (2004) semantic constraint is
needed anyway, as they themselves acknowledge imyingp out that, for example, the
contrast between formal and informal registersnisugh to suspend competition between
morphologically and syntactically derived expreasio

4. CONCLUSIONS

This paper has provided more evidence for the vameording to which the order of
constituents different from the unmarked one iovedld only because it has different
semantics, a long established generalization (¢f. Mithun, 1984, 1986; Sadock, 1986;
Rosen, 1989; Rice & Prideaux, 1991).

The competition analysis between S and M, asqudrd by AN (2004, 2007), can be
partially assimilated to the earlier analyses wigebk to explain the coexistence of syntactic
and morphological structures, which, on the morghtactic competition account, is
explained either by appealing to a difference ssbmantics of the two structures (similar to
Mithun’s) or by a different merger of categorieghe two constructions.

It has been shown that the M-S competition thewag explain most of the data
examined in this paper provided the semantic candiof the constraint in (9) is refined.
There were a few cases, though, which were leftxpiaged both in the current
understanding of the competition model and eveer dfte semantic constraint was refined.
More data should be taken into account to furtlssess the morphosyntactic competition
theory. To this end, the Catalan and Spanish [N&gmpound could be contrasted with its
syntactic counterpart (e.g. Catalan noi cama-llarg(a boy leg-long) ‘a long-legged boy’
with un noi llarg de camega boy long of legs), which for space reasons mesconsidered
in the present study (cf. Garcia Lozano, 1978; €a%rRigau, 1986; Mascaro, 1986;
Gavarro, 1990; Rainer & Varela, 1992; Gracia & &od, 1999; Gil Laforga, 2006)
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Disharmonic word-order systems and the Final-
over-Final-Constraint (FOFC)
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Abstract

This paper focuses on a disharmonic word-orderguatthat has not previously received specific aditen

in either the generative or the typological litemet, namely that in which a superficially head-miphrase

is dominated by a superficially head-final one. ikalthe opposite disharmonic pattern (head-initaker
head-final), final-over-initial appears to be cuasly absent in various clausal and nominal contexid in
unrelated languages/language families which peraitange of word orders (e.g. Germanic, Finnish,
Basque). On the strength of this observation, astamt is formulated which rules out final-oveiitial
orders: the Final-over-Final Constraint (FOFC). Tharimary aim of the paper is to gain a better
understanding of the nature of FOFC and also tosider what insights it may offer in respect of the
structure underlying disharmonic orders and the memin which such structures are linearized.
Consideration of both cases conforming to FOFC truse which apparently do not do so (e.g. headhlnit
DPs and PPs in OV languages like German, clausd-fparticles and final negation in VO languages,
circumpositional structures) suggests that a phasel LCA-based analysis may facilitate understagdin
the relevant gaps and occurrences. More specificall is proposed that phase-heads determine the
linearization properties of categorially non-distinheads in their phasal domain. Unattested FOFC-
violating structures like *VOAux and *SVOComplenwmsrt are therefore ruled out, while the
counterexamples are shown to be derivable by vidilker of the categorial distinction between the
dominating and dominated phrases or of the fact the head of the dominating phrase is deficient,not

a phase-head. The conclusion is therefore thatapgnly formulated version of FOFC seems to holémas
absolute principle across languages, and that naw®iled and systematic study of FOFC may, in aoldit
to its typological interest, (a) reveal a great tedoout the linearization of syntactic structuredacb)
provide an empirical basis for developing a greataderstanding of the nature of syntactic categorie
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1. INTRODUCTION

So-called “harmonic” word orders, which reflectheit consistent head-initial or head-final order
(cf. Hawkins 1983, Dryer 1992), have received mattention in both the generative and the
typological literature. Thus, for example, it iswavell known that some of Greenberg’s “word-
order universals” represent robust generalisatiwhgh hold across the majority of languages
surveyed to date (cf. Dryer 1992, Haspelmath et2@D5). The generative account of these
recurring patterns is also well-established: asagrthie hierarchy-governing X-bar principle in (1a)
and “across-the-board” unidirectional setting of timearization-determining Head Parameter (HP)
in (1b), we expect head-initial structures (e.g. eNdj-O(bject), Aux(iliary)-V(erb),
C(omplementizer)-Sentence and prepositions pregeitieir complements) to cluster together in
VO languages, while the opposite clustering is etgobto be found in OV languages.

Q) a. Principle: X {X, YP}
b. The Head Parameter: X > YP (head-initial lan@sag
YP > X (head-final languages)

As noted i.a. by Dryer (1992: note 17), “disharnodrgystems or those exhibiting a mix of head-
initial and head-final orders, in fact, outnumbarrhonic ones among the world’s languages, a state
of affairs which clearly raises questions as tortile of (1b) in these languages, and possibly also
more generally. One possibility suggested by thstemce of disharmonic languages is that the HP
may not in fact always be set in the acategoradrdss-the-board” manner proposed above, but that
it may, at least in some cases, be differentlyfeedifferent syntactic heads. Thus German and
Dutch instantiate two languages which have, sinast& (1975), been assumed to exhibit
category-sensitive HP settings: while CP, DP andaN® most PP are head-initial, VP and IP and
also some AP and PP are head-final. Allowing f@s gossibility, then, it can be seen that the HP
does not require languages to be consistently haorend that disharmonic orders are readily
generable if one postulates a(n at least optionediegory-sensitive linearization parameter.
Allowing this possibility, however, still leaves maus questions unanswered. As Baker
(forthcoming) notesalwaysrelativizing the HP — or a feature-based “micrapagetric” equivalent —
to categories leads us to expect “a relatively sma@ontinuum of languages” in the context of
which harmonic languages have no special statuselyneonstituting systems for which the
relativized HP happens to have been set identid¢atlyall categories. This approach is clearly at
odds with typological findings, which do indicateesvings in favour of certain harmonic patterns
(see Baker, forthcoming for further discussion)sifilar question arises in connection with the
small number of head-complement pairs that hava beewn to be responsible for the majority of
the inconsistencies in disharmonic systems. ThugemDfibid.), for example, notes that N(oun)-
Rel(ative) is the crosslinguistically preferred erdindependently of the relative ordering of V and
O and the consistency of the other dyads.OV pluReN-then, is a very common disharmonic
pattern, but it is not clear why this should bénéad-complement ordering can always be either
initial or final. Evidently, then, there are skewsin favourof certain patterns, both harmonic and
disharmonic, that require explanation. Similarhgre are also skewingsvayfrom a given pattern,
but these have, to the best of our knowledge, vedefar less attention to date than the former.
Accordingly, this paper will focus on a disharmomiord-order pattern which is readily generable
if we employ a category-sensitive HP, but whichgistently fails to surface and which therefore
appears to constitute a gap in the range of straicaptions available in language. In short, our
aims are to:
(i) formulate and motivate a generalization about dislbaic systems which we conjecture has
universal validity for word-order typology; and to
(i) show how this generalization can be derived fromesu notions of cyclicity and linearization.
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The following section introduces the generalizatiordescriptive terms. Section 3 then illustrates
its operation on the basis of data from a ranggynthronic and diachronic varieties, while section
4 focuses on apparent counterexamples. Sectione&emis a minimalist analysis of both the
generalization and the instantiations of and exaeptto it, and section 6 concludes.

2. THE FINAL-OVER-FINAL CONSTRAINT (FOFC)

Holmberg (2000: 124) states the following descvipgieneralization about word-order patterns:

(2)  The Final-Over-Final Constraint (FOFC)

If ais a head-initial phrase afids a phrase immediately dominatiag thenf must be head-initial.
If o is a head-final phrase, afids a phrase immediately dominatimgthenp can be head-initial or
head-final

(2), which we dub th&inal-Over-Final Constrain{FOFC), rules out structures like that in (3):

3) * p’
S
aP B
T

o yP whereP is the complement @gfandyP is the complement of

As (3) clearly shows, the problematic structure@m® in which a head-initial XP is immediately
dominated by a head-final one, i.e. a structureciwline can very straightforwardly generate by
appealing to a relativized HP: all that is requirgthat the category to whiechbelongs be one that
is head-initial, while that to whicf belongs be head-final. As we shall see below,admbnic
orders of the opposite type — wheras head-final ang is head-initial as in (4) are commonly
attested. The absence of (3)-type structures therebnstitutes a noteworthy asymmetry within the
context of disharmonic word orders.

(4) p’
/\
B aP
/\

yP a whereoP is the complement @fandyP is the complement of

3. EMPIRICAL MOTIVATION FOR FOFC

3.1 Clausal Word Order Gaps

Germanic varieties, both synchronically and dianfgally, exhibit a mix of head-initial and head-

final orders (cf. i.a. Travis, 1984, den Besten8@,%Kiparsky, 1996, Pintzuk, 1999, Hrdarsdottir,
2000). Thus, for example, it is well known that #glements O, V and Aux may be ordered in a
range of ways relative to one another in theseetias. These are listed in (5):

(5) a. O-V-Aux or consistently head-final order in VP and TP: i@&n and dialects of German,
Dutch and its dialects, Afrikaans; Old English, Gldrse
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b. O-Aux-V or so-calledverb-raising/VRstructures (cf. Evers 1975): Swiss German dialects
Dutch and its dialects, Afrikaans; Old English, Gldrse

c. Aux-O-V or so-calledverb-projection raising/VPRtructures which involve a head-initial
TP and a head-final VP (cf. Haegeman & van Rierkstl§86): Swiss German dialects,
Dutch dialects, spoken Afrikaans; Middle Dutch, ®Glidh German, Old English, Old Norse

d. V-Aux-O: required for CP-complements in German, Dutch k@afins and their dialects;
possible with PP-complements in Dutch and Afrikaand, to a lesser extent, German; also
possible with DPs in Old English and Old Norse

e. Aux-V-O or consistently head-initial order in VP and TPgksh, Mainland Scandinavian,
Icelandic; also possible in Old English and Old $¢or

We see here that disharmonic orders are not extlpelese the VPR ordering in (5c) requires a
head-initial TP dominating a head-final VP, i.ee thtructure illustrated in (4) above, and is
frequently attested. Crucially, however, the regepattern, with head-final TP dominating head-
initial VP, fails to surfaceV-O-Aux is a pattern which is strikingly absent among tkteséed
ordering possibilitiesn Germanic (cf., among others, the works citedvapoAs illustrated in (6),
this pattern is the one which violates FOFCdoer V andp = T:

(6) * I
T
VP I
S
\Y O

As noted by Holmberg (2000: 128), the “Germanicp gaalso found in Finnish. In this language,
the unmarked ordering of V, O and Aux is considjemead-initial Aux-V-O. OV order is,
however, possible where a category is frontedvby or focus-movement. Thus both disharmonic
Aux-O-V orders and also harmonic O-V-Aux ones octufocused andvh-structures, with the
latter showing that VP-fronting across Aux is a@blie in Finnish. Significantly, however, VP-
fronting is unavailable in structures where theeasbjhas remained in situ/to the right of V. Thus
FOFC-violating V-O-Aux ordering is once again bdrren Finnish. The relevant pattern is
illustrated in (7) (object underlinedux bold; V italic):

(7 a. Milloin Jussblisi Kirjoittanut romaanir? [Aux-V-O]
when Jussi would-have  written novelber

b. Milloin Jussiolisi romaanin kirjoittanut? [Aux-O-V]
when Jussi would-have nowsrF written

C. Milloin Jussi_romaanin  kirjoittanut olisi? [O-V-Aux]
when Jussi nova&leEr  written would-have
“When would Jussi have written a novel?”

d. * Milloin Jussikirjoittanut romaanin olisi? *[V-O-Aux]
when Jussi written nowet+ would-have

As illustrated in (8), Basque exhibits a similarttpem: (harmonic) V-Aux ordering in

affirmative clauses (cf. (8a)) and (disharmonic)xAl ordering in their negative counterparts (cf.
(8b); data from Haddican 2004):
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(8) a. Jon-ek Miren-i egiasan dio [O-V-Aux]
Jon-ERG Miren-DAT truth say-RRF Aux
“Jon has told Miren the truth”

b. Jon-ek ezdio Miren-i _egia esan [Aux-O-V]
Jon-ERG not Aux Miren-IAT truth say-BRF
“Jon has not told Miren the truth”

In negative clauses, VO-ordering is also a possibilelivering a consistently head-initial Aux-V-
O structure. In the affirmative, however, VO is iosgible, as shown below:

(9) a. Jon-ek ezdio esan Miren -i _egia [Aux-V-0O]
Jon-ERG not Aux say-BRF Miren-DAT  truth
“Jon has not told Miren the truth”

b. *Jon-ek esan Miren-i _egiadio [V-O-Aux]
Jon-ERG say-RERFMiren-DAT truth  Aux
“John has told Miren the truth”

Thus Basque, like Finnish and Germanic, permits bairmonic and disharmonic word orders, but
systematically bars the FOFC-violating V-O-Aux atdg.

3.2 Ordering Gaps in Other Domains

A frequently observed fact about VO-languages iat tthey do not permit sentence-final
complementizers (cf. i.a. Dryer, 1992: 102, 2008, Bawkins, 1990: 256-7). Thé&/orld Atlas of
Language Structure@VALS, for example, registers just 2 VO-languages ¢E3® showing final
“adverbial subordinators” and Zwart (2007) inveates 214 of these languages and finds no “true”
final co-ordinating conjunctions at all (cf. hisla 3), noting that the few elements apparently
serving as clause-final Cs are either comitatig®irmental markers (i.e. case-markers or
postpositional elements; see discussion in se&idelow) or summary/linking markers of some
description (e.g. pronouns, quantifiers, pluratloal number markers, copulas, force-markers, etc.).

Based on what we have said so far, it is not cidgr VO-languages should be incompatible
with final complementizers: the constraint in (2Jyoexplicitly rules out a head-final phrase which
immediately dominates a head-initial one and CRoisgenerally thought to directly dominate VP.
Closer consideration, however, reveals that VOdaggs necessarily violate FOFC at some point
in their structure. Consider (10) in this conneatio

(10) a. *cpltr[vp VO] T]C]-- violates FOFCo(=V,p=T)

* C’
/\
TP C
/\
VP T
/\
v o
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b. *lcp[tp T [vp V O ]] C ] -- violates FOFCo=T, p=C)
* C’
T
TP C
T
T VP
TN
\Y O

As shown in (10a), VO-languages with a head-findland CP violate FOFC in the same way as
the languages discussed in sections 3.1-3.3: headTiP illegitimately dominates head-initial VP
in this case. Languages with head-initial TPs, tik& one diagrammed in (10b), meanwhile, violate
FOFC at the TP/CP level: head-final CP Iillicitly dimates head-initial TP. Regardless of the
directionality of TP, there is therefore no FOFQGnagdiant way for VO-languages to feature clause-
final complementizers. It is, however, worth notithgt this is not true for analyses which do not
appeal to HP-based linearization, instead poshgdinassive” or “clausal piedpiping” in order to
derive head-final orders (cf. the sorts of analyted have been proposed in particular by those
working within the so-called “Kaynian” paradigm, thin which Kayne, 1994 is the point of
departure). In this case, “massive piedpiping” dfiead-initial TP into Spec-CP will, of course,
derive the impossible structure. We return to gasnt in section 5.

Looking beyond the clausal domain, we see par&@FC-related gaps in the nominal
domain. Consider Finnish once again. This langdag&ures both prepositions and postpositions
and also permits nominal complements to surfacén lppe- and postnominally. A range of
orderings are therefore possible in the nominal alamas illustrated in (11) (O = nominal
complement here):

(11) a. P NO: kohti kuvaa Stalinista [harmonic head-initial]
towards picture StalinBL
“towards a picture of Stalin”

b. P O N: kohti Stalinin kuvaa [disharmonic head-initial over head-final]
towards StalinseN picture
“towards a picture of Stalin”

C. O N P: Stalinin kuvaa kohti [harmonic head-final]
Stalin-GEN picture towards
“towards a picture of Stalin”

d. N O P:*kuvaa Stalinista  kohti [disharmonic head-final over head-initial]
picture Stalin-ABL towards

As shown above, all orderings of P, N and O aresiptes except the one which violates FOFC for
a=Nandp =P:

(12) * P’
/\
NP P
/\
N o
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Further, FOFC also seems to operate in the morgloalbdomain. So-calledracketing paradoxes

in the context of which the semantically motivagddictural analysis of a compound lexical item in
fact clashes with that imposed by regular morphokigconsiderations, famously arise in the
context of compound nominals likgenerative grammarian, historical linguiahdrocket scientist

As also noted by Ackema and Neeleman (2004: 16dif8cketing paradoxes do not arise wherever
the base-form denerative grammar, historical linguisticand rocket scienceabove) is
N+complement. Consider (13) in this connection:

(13) *[history of sciencelist]; *[philosophy of sEncel]ist]

If the suffix in (13) isp and the head-initial NP ig in (3), these examples all constitute FOFC-
violations which are therefore expected to be rdatl Ackema and Neeleman (op.cit.) propose a
specifically morphological analysis to deal witlesle gaps, but the wider absence of structures of
this type opens up the possibility that the morpbmal gaps may in fact represent just another case
of a more generally unavailable pattern. Regarddésghether this is the case or not, however, we
have seen in this section and in the one preceatthgt FOFC-violations do appear to be curiously
absent in a range of syntactic domains.

3.3 FOFC in the diachronic domain

The discussion in section 3.1 of the word-ordersjimlities available in Germanic varieties has
already shown that FOFC-violating orders do noteappo have been available at any stage of any
Germanic variety’s history. Here we note the fdttFOFC makes two very strong diachronic
predictions: firstly, that change from head-finalltead-initial order must proceed “top-down” as
given in (14a), and secondly, that change in theosipe direction must follow the “bottom-up”
route diagrammed in (14b):

(14) a.  [[[OVITIC]>[C[OV]T]] >[C[T[OV]] > [C[T[V O]l
b. [C[T[VOII>[C[T[OV]>[C[[OV]T]>[[OV]T]C].

Let us firstly consider the case of a language Wwhindergoes change from head-initial to head-
final ordering. If the change were to start at ble¢tom, with VP, we would have a period during
which head-final CP dominates head-initial VP. 8&tues of this type are, however, ruled out by
FOFC, as shown in (10a) above, with the FOFC vimhain this case being at the VP/TP level. If
the directionality of TP were to be the first toadge (i.e. if the change were to start “in the
middle”), we would, in turn, have a period duringieh head-final CP dominates head-initial TP,
another FOFC violation. And the same would be faneany other intermediate categories that one
might need to postulate in addition to T. The oobnsistently FOFC-respecting possibility with
this type of change, then, is for CP to changd, fiteereby resulting in head-initial CPs which
dominate head-final TPs — as noted in section B, riépresents a legitimate structural option,
despite the fact that it is disharmonic. Thereafié® may change and only then may VP change.
For changes in which head-initial systems beconazlHimal, the opposite is true: if TP changes
before VP, there will be a stage in which the laaggi in question permits head-final TPs to
dominate head-initial VPgpontraFOFC; and so on.

In contrast to Lightfoot's (1999) proposal that tatic change involves a “random walk
through parametric space”, the proposal made Hereefore defines a “pathway” of diachronic
changes which is determined by synchronically inspgmde stages. To the extent that evidence is
available to us at this stage, the predictionsl#) (vould seem to hold up. Thus both the earliest
attested stages of Germanic (Gothic, Old NorseQlddEnglish) and of Romance (Latin) exhibit C-
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TP order, i.e. clause-initial complementizers stirfg while the TP and VP are (at least optionally)
head-final. Consider (15) in this connection:

(15) a. ef han hefdi pat vilad faga [Old Norse]
if he has it wanted clean
“if he had wanted to clean it”
(from: Guom cited in: Hréarsdottir, 2000: 178)

b. ...paethie mihton swa bealdlice Godes geleafan bodian [Old English]
that they could so boldly God'sthai preach
“... that they could preach God’s faith so boldly”
(from: The Homilies of the Anglo-Saxon Chut@B2, cited in: van Kemenade, 1987:179)

C. .. gQipandans patei sa manna dustodida timbrjan .. [Gothic]
..saying that thisman began build
“... saying that this man began to build ...”
(from: Luke 14:30Q cited in: Ferraresi, 1997: 36)

d. accidit perincommodgquod eum nusquanidisti [Latin]
happened-8G unfortunately that him nowhere sasG2
“It is unfortunate that you didn’t see him anywie
(from: CiceroAt. 1, 17, 2)

As noted in section 3.1, TP and VP in Germanic glsonitted mixed orderings, but the FOFC-
violating V-O-Aux order (i.e. head-final TP domimag head-initial VP) is never attested in any of
these languages. Furthermore, detailed studiedhefhistory of English and the Scandinavian
languages have also shown that mixed VP orderirgge gtill possible at the stage at which IP had
become consistently head-initial (cf. i.a. PintziR99, Kroch and Taylor 2000, and Hréarsdottir,
2000), i.e. IP became head-initial before VP, adioted. Available evidence from Germanic in
particular therefore seems to point to the diacierpredictions made by FOFC being borne out.

3.4 Conclusion

In sum, then, there appears to be a wide rangeidémce pointing to the existence of a systematic
gap in the range of word-order patterns permittetthé world’s language: while harmonic and non-
FOFC-violating disharmonic orders surface readiyen in the same language, there appears to be
one order which is not possible — that which viedaFOFC. As the following section will show,
this statement is not actually exceptionlessly ane therefore requires modification.

4. APPARENT COUNTEREXAMPLES TO FOFC

Many OV languages feature head-initial DPs and Wilsh will therefore be dominated by head-
final VPs wherever they occur as verbal compleméaésman is a very familiar case in point:

(16) a. Johann ha{d [pp den Mann] gesehen |
John has the man seen
“John has seen the man.”

93



TheresaBiberauer, Andersiolmberg and lan Roberts

b. Johann istp [pp nach Berlin ] gefahren |
John is to Berlin driven
“John has gone to Berlin.”

As illustrated in (17), the structures in (16) ai@ (2) fora = D/P and3 = V and therefore appear to
constitute counterexamples to FOFC:

(17) VP
/\
D/PP %
/\
D/P NP

Further apparent counterexamples can be found enntimerous VO-languages which feature
clause-final force particles. The Mandarin Chinesamples in (18) illustrate (data from Li, 2006):

(18) a. Xiay le ma?
fall rain PART Q
“Is it starting to rain?”

b. Hufei chi-le shemee
Hufei eataspthing Quu
“What did Hufei eat?”

C. Zanmen kuai om bal
1PL quick go EXcLAM
“Let’s leave immediately!”

If the highlighted particles above and their coupéets in other languages permitting similar
structures are C-related particles, these examyplegiolate FOFC (cf. (10) above).

Similarly, if the VP-final aspect particles in largpes like Mandarin, Lugbara, Mamvu and
other VO-languages and the final modals that haenhkdentified for Viethamese (cf. Duffield,
2001) are v or T-elements, they will also viola@HE. Relevant cases are illustrated in (19):

(19) a. Wo-men daoda shung- diag [Mandarin Chinese]
1sGPL reach mountain-topPART
“We have reached the top of the mountain” (d&td in Soh and Gao, 2004)
b. bs sa ja ga [Bagirmi]
dog eat meatOMPLETIVE
“The dog has eaten the meat.” datq cited in Dryer, 2006: 56)
C. Znas dé baasé Ranti [Mumuye]
ZNnasoPERF mimic RantilMMED. FUT
“Znaso is about to mimic Ranti” (dateedtin Dryer, 2006: 57)
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d. Ong Quang mua cui  nhawoc [Viethamese]
PRN Quang buycLAasshouse can
“Quang can/is able to buy a house” (data cited in Duffield, 2001: 1)

Further, clause-final negation of the kind that $ele (2002) and Dryer (2006) have noted as a
phenomenon that is particularly strongly represgimiePapuan and Austronesian languages and in
many VO-languages spoken in central Africa woukbatonstitute a counterexample to FOFC if
these negation elements can be shown to be fiaalshtiaking VP, TP or CP as a complement. Four
points are, however, worth noting in connectiorhvi@nguages exhibiting clause-final negation.
Firstly, there are languages, like German and Gleinehich only permit negation to surface
clause-finally in certain structures, but not oth&€onsider those in (20) and (21), for example:

(20) a. Er hat das Bugcticht gelesen [German]
he has the book not read
“He hasn’t read the book”

b. Er las das Buaticht
he read the book not
He didn’t read the book”

(21) a. Zhangsan mai shibu mai shu? [Mandarin Chinese]
Zhangsan buy book not buy book
“Did Zhangsan buy the book or not?”

b. Zhangsan mai shubu [matshu]?
Zhangsan buy book not
“Didn’t Zhangsan buy the book?”

As the examples indicate, negation may surface blatlse-internally and finally in both German
and Chinese. In both cases, final positioning igwéwver, only possible under very specific
circumstances. In Germanijcht is merged at the left edge of VP (cf. Weiss 20QBgrefore
negation will only surface finally where the verashundergone raising to second-position (C) and
the object has undergone scrambling out of theStRictures of this type do not, however, violate
FOFC as Neg does not dominate the head-initial @G&sgive rise to surface SVO (=V2) order;
thus the example in (20a) does not instantiateROGE&C-violating configuration. The Mandarin
example in (21b) illustrates a further superfigidOFC-violating structure that does not in fact
pose a problem: it is well known that some langgageotably, the various Chinese dialects (cf.
Cheng et al., 1996) feature a so-calfediot-A question strategy in the context of which negative
guestion particles can end up surfacing in clausa-position as the consequence of what appears
to be an ellipsis operation (cf. Huang et al. 200®)e possibility that negative markers may surface
clause-finally as a consequence of ellipsis alscefiore has to be borne in mind.

A second point worth noting about clause-final riegastructures is the intriguing fact that some
of the VO-languages featuring clause-final negatwoa in fact mixed OV/VO-languages which
could, like Basque, have avoided SVO ordering igatige contexts, but do not do so. Ma’'di and
Lugbara are two cases in point, systematically ireqguSVONeg order in negative clauses, despite
the fact that OV ordering is available in theseglzages. Lugbara examples in (22) illustrate:

1 It should, however, also be noted that there miised OV/VO African languages which behave more Basque in barring VO in
negative contexts. Various Surmic (Nilo-Saharamgleges exemplify this state of affairs, with nagatclauses necessarily
showing SOVNeg ordering. The following Me’en exaswlllustrate (data cited in Dryer, 2006: 40):
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(22) a. drus maza paard
tomorrow | meat eatAFFIRMATIVE
“Tomorrow | will eat meat”

b. drus a paazad ko
tomorrow | eat meateG
“Tomorrow | will not eat meat” (data cited in el & Nurse, 2000: 208)

As (22a) shows, SOV orders are available in affireacontexts in Lugbara; negative clauses,
however, obligatorily require SVO ordering, withetmegative particle occupying clause-final
position.

Thirdly, it is also worth noting that many of theOManguages with clause-final negation either
obligatorily or optionally feature so-callddpartite negatiorstructures (cf. Bell 2004) in which the

clause-final negator is in fact paired with a “feagator which linearly precedes it. In these sase
then, the final negator is a concord element.

Finally, and once again of greater relevance inctir@ext of languages that systematically require
clause-final negation, there is the fact, note®byer (2006: 54-5), that “WONeg languages tend to
be VOQ (i.e. have clause-final question partictes -+ TB/AH/IR)” and, additionally, that VOAux
ordering where “Aux is a particle indicating tense aspect” is a further phenomenon that
frequently occurs in these languages. In the cdsdaidi at least, this last consideration
undoubtedly determines the placement of the negaaoticle, which always surfaces in inflected
form in the position usually reserved for auxiliaparticles. The latter are accordingly not
independently realized in negation structures. T$idlustrated in (23) (cf. Blackings & Fabb,
2003: 469):

(23) m’- awi déti kuru
1sG open dOOINEG.PAST
“l did not open the door”

For present purposes, the primary significance yePs observation is that it highlights the fact
that FOFC violations may cluster within a singledaage.

Returning to the nominal domain: it is worth notihgt the Finnish adposition-complement
pattern illustrated in (11) is not one that is @nsally instantiated; languages like Slovene, for
example, permit all the possible P and N-Complen@ntorderings with the adpositiomsisproti
(“towards”) andnavkljub (“despite”) (M. Hladnik, p.&). This is shown below:

(24) a. PNO: nasproti slik - Stalin-a
towards pictureeAT StalinGen

a. ede or kobu- o [SyO
they see chicken-PL
“They see the chickens”

b. ede kobu- o or-on [SOV]
they chicken-PL see-NEG
“They don't see the chickens”

2 It is worth noting that Slovene is a very stronghgpositional SVO language which does not feapastpositional
elements other thamasprotiand navkljub (M. Hladnik, p.c.). As such, it contrasts sharplgh Finnish, which, while
also SVO, is predominantly postpositional.
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“towards a/the picture of Stalin”

b. PON: nasproti Stalin-ov -ioslik i
towards StalirPOSSFEM-GEN pictureGEN
“towards Stalin’s picture”

C. ONP: Stalin-ov i slik - nasproti
Stalin-POSSFEM-GEN picture<GEN towards
“towards Stalin’s picture”

d. NOP: slik -i Stalin-a  nasproti
pictureDAT Stalin-GENtowards
“towards a/the picture of Stalin

Remaining in the nominal domain, circumpositiortallgtures of the kind found in West Germanic
and also quite commonly in a wide range of unrela@nguages represent a final apparent
counterexample to the generalization in (2):

(25) a. auf den Berg hinauf [German]
up theacc mountain DIR-Up
“up onto the mountain”

b. Asibéa zé kiv do6 tavo & i [Gungbe]
Asiba take-BRF money Rep table DET Pos1P
“Asiba put the money on the table” (datactin Aboh, 2004: 117)

In sum, then, it is clear that (2), as stated, oaine viewed as an exceptionless constraint, even
though it is also clear that it accurately chanaoés a wide range of structures that are

systematically absent from languages. The followsagtion aims to propose a theoretical account
of both the gaps and the fact that (2) appears todb restrictive.

5. ACCOUNTING FOR FOFC

5.1 The FOFC-respecting cases

Our analysis is formulated within current Probe/lBagree minimalist theory (Chomsky, 2000 et
seq.) and rests on three core theoretical assunsptieirstly, we assume that linearization is
cyclically determined by phase-heads in accordawd@ (the strict version of) the Phase
Impenetrability Condition (PIC) given in (26):

(26) TheMinimalist InquiriesPIC (Chomsky, 2000: 108)
In a phaser with head H, the domain of H is not accessibl®perations outside; only
H and its edge are accessuble to such operatlons.
ie.kp. Z0xp oo X2 e oo [HO [wp oo Y0 [ o [WP L
where onlybold material is acceSS|bIe to ‘3( 2, etc material inoutline font has
already been sent to Spellout

In terms of (26), then, material within the compéto a phase-head is sent to Spellout upon
completion of that phase. Thus, for example, if assume minimal functional structure, the
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complement of v, namely VP, will be sent to Spdilopon completion of the vP-phase, leaving the
heads merged within the next (i.e. CP) phase urntaljjeobe material located in VP. Crucially, we,
unlike Chomsky and others, assume that completica ghase leads to thradical removalfrom

the computation of the material in the spellout domassociated with that phase (VP, TP, etc.).
Thus VP in the example mentioned above is, for @lemo longer present in the computation
after the completion of a (nondefective) vP ph&ensequently, it cannot be moved into the TP-
domain if vP undergoes movement to Spec-TP; instdats sent to Spellout and linearized
immediately, resulting in its being spelled outadause-final string.

Our second theoretical assumption is that phrasetate is uniformly head-initial and that
linearization proceeds in accordance with Kayn@89¢) Linear Correspondence Axiom (LCA),
with asymmetric c-command determining linear preceg. Finally, we assume that any head may
independently have a movement-inducing linearizateature. In current terminology, movement-
triggering features are generally referred t&B&-featuresbut it is worth highlighting the fact that
the features we have in mind here are purely linadon instructions and, as such, do not need to
“piggyback” on operations such as Agree in the rearthat is often assumed for EPP-features.
Essentially, they may be thought of as movementrdiies which may, when associated with a
particular probing feature (e.g. thefeatures on T), trigger Agree-related movement which can
also function independently of an Agree operationthis latter case, the movement diacritic in
qguestion (henceforth represented as a subscrpgedignals that the material in the complement to
the head with which it is associated must be morpeathat head’s specifier, thereby resulting in
the phrase-final occurrence of the heads in questibis is illustrated in (27) below:

(27) wepp=V bearing a linearization instruction/movemeiaicdtic

vP
N
VP V'
A Py
v* VP
T
\ O

VP-movement

Clearly, this proposal raises the question of how i3 to deal with A’-movement, which is, within
the Probe/Goal/Agree framework, often thought teedirom A-movement in precisely the manner
that we have proposed our linearization-driven muset does, i.e. in not involving an associated
Agree relation (cf. Chomsky, 2004 et seq. for dsston of the Agree-independdftige Features
assumed to drive A’-movement). The specifics of tpiiestion fall beyond the scope of this paper,
but it is worth noting that linearization featui@® diacritics which areonsistentlyassociated with
the heads on which they occur, whereas A’-moventeggers will necessarily only surface in
structures featuring A’-movement. For present psgso however, it is sufficient to note that we
draw a distinction between linearization-deterngniieatures and those which bring about A’-
movement.

Against the theoretical background sketched abovelace, we now propose (28) as a
generalization aimed at capturing the constrairg2)n

(28) If a phase-head PH has a linearization-detengi EPP-feature, then all the heads in its
complement domain must bear this linearizatiotuiea
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Applying (28) to the vP phase, we arrive at théofwing:
(29) a. ¥ Vepp 2 [[w OV] Vv ] (consistent head-final order)

b. v Vepp 2 [V p OV] ] (disharmonic non-FOFC-violatingder)
C. % Vv 2> [v W VOI] (consistent head-initial order)

d. *Vepp V 2 [[w V O] Vv]] (FOFC-violating order)

The FOFC violations in section 3.1(*VOAux) cleafBll under (29d): for \|p V O] to precede an
auxiliary, it must move either to or through theegifier of vP, i.e. v must have an EPP-feature,
while V does not, in violation of (28). If auxiligs are exponents of v, VOAux therefore violates
(29d) directly, as shown in (30) (elements in bedsk ) indicate moved elements and material in
bold indicates structure that violates FOFC as stat€d9d)):

(30) vP
/\
VP v’
N T
\Y @) \% (VP)
[Aux]

If auxiliaries are exponents of T, (29d) and thiis structure in (30) above clearly cannot be an
intermediate stage of the derivation. A VOAux staue such as that in (31) is therefore ruled out
(formatting as for (30)):

(31) TP

T [Aux]

Given the above, the only possibility for deriviW@Aux ordering is via raising of a consistently
head-initial vP as in (29c¢) to Spec-TP. This pabsibs, however, precluded by the fact that, unde
the phase-based linearization assumptions outkfede, head-initial VP will be spelled out and
linearized upon completion of a (non-defective)plfase. Wherever a consistently head-initial vP is
attracted to Spec-TP, it will therefore no longentain the head-initial VP that has already been
linearized and that will thus appear clause-firaifpon, having been “frozen in place” by the PIC;
the only material that will undergo raising willettefore be v and its edge. This is illustrated3id) (
below (formatting as for (30) and (31), withtline font here indicating material that has already
been sent to Spellout and linearized):
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(32) TP

spellout domain

VOAux therefore cannot be derived if (29d) and kingarization assumptions are to be respected, a
desirable outcome in the context of section 3.lvabdVe return below to the counterexamples
discussed in section 4 and also to the matter ofdgiealization structures, which seem, at this
point, to be incorrectly excluded by our proposals.

Turning now to the case of clause-final complemzens: we saw in section 3.2 that these
structures would necessarily involve a head-inMBl, with a TP which could then either be head-
initial (FOFC violation involving CP and TP; cf.@f)) or head-final (FOFC violation involving TP
and VP; cf. (10a)). On the system assumed herdattez violation is ruled out in the same way as
that just outlined for SVOAux with Aux in T: unless head-initial VP is fronted under A’-
movement (cf. discussion below), it will necessable spelled out and linearized string-finally
wherever vP is consistently head-initial (VO). Laages in which SVOAuxC is a discourse-neutral
structure are therefore underivable, even on a Smagiedpiping” analysis of the kind mentioned
in section 3.2. Likewise, SAuxVOC languages, orsthéeaturing a head-initial TP, but final CP,
are equally underivable as they once again rednedead-initial VP to be available for raising to
Spec-CP. Regardless of the superficial “headednaisIP, therefore, the proposal outlined here
will rule out final complementizers in VO-languagesce again a welcome result. We return to the
matter of the apparently clause-final C-element&kvimevertheless do occur in VO-languages in
section 5.2.

Before we turn to the unattested nominal strustuliscussed in section 3.2, let us briefly
address the matter of VP-topicalization structundsch, as we noted above, would seem to be just
as underivable as the actually unattested strugtarthe clausal domain. As noted in the discussion
of our theoretical assumptions, we crucially asstina¢ the linearization diacritics associated with
phase-heads and therefore also with non-phase-headseir domain are distinct from the
movement diacritics which trigger A’-movement. Vilsiting to the edge of vP, even of a head-
initial VP, is therefore not ruled out where itiggered by an A’-movement trigger. Our prediction
is simply that VP-fronting structures in VO langeagare necessarily associated with interpretive
effects as the movement trigger would have to bA’anovement trigger. This certainly appears to
be correct for English. Also worth noting in thisnmection is that the availability of A’-driven
fronting of head-initial VPs means that our anaydbes notompletelyexclude the possibility of
VOAux and VOAuxC orderings, as suggested aboveé’4ifiriven VP-fronting is available in a
null-subject language, VOAux ordering will be pddsi and if it is possible in a null-subject
language with final complementizers, VOAuxC wolleWise be expected to surface. Importantly,
though, these structures would not be discourséralgthanks to Olaf Koeneman for bringing this
point to our attention). Krzysztof Migdalski pointsit that the VOAuXx structures that are possible
in Macedonian do in fact meet this expectation,sgigntly requiring a topicalization reading, as
illustrated below:
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(32) kupeno knigite gi imame
buy-PARTboOksSBEF themeL have
“Buy the books we did!” (datarmdMigdalski, 2006: 136)

To conclude on the matter of the missing structtinas we discussed in section 3.4, let us finally
consider the nominal case exemplified by Finnishe Bbsence of NOP structures such as that
illustrated in (11d) once again follows from (29th)e only difference here is that the categories in
qguestion are n and N. (11d) is therefore barreithwsuld, on the system proposed here, require an
EPP-bearing n (the postposition; Finnish postpmsstiare distinctly nominal categories) which fails
to determine the EPP-property of the N in its ca@ngEnt domain.

In sum, then, the gaps highlighted in section |3appear to be amenable to an explanation
which appeals to the very simple phase-based lzstam system stated in (28). Obviously,
however, it cannot account for the observed exoaptiwhich were the focus of section 4 and to
which we now turn.

5.2 The counterexamples

The central observation regarding the exception@}as that many of them appear to involve a
categorial distinction between the phase-head hadrtoved category. This is very clear for the
German cases in (16): PP/DP are generally viewetasnal categories, serving argument-related
functions, whereas v and V are verbal. Given thssght, let us modify the generalization in (28) as
follows:

(28") If a phase-head PH has an EPP-feature, theheaheads in its complement domdiom
which it is non-distinct in categorial featuresmust have an EPP-feature.

It is worth noting that (28’) is very much in theist of Chomsky's (2005) idea that the phase-head
determines many of the properties of the headss iphiasal domain, including their ability to act as
probes and/or movement triggers. Here we spedificdsume that phase-heads determine the
linearization properties of categorially alike hgdal their domain.

Given (28’), we would expect the following patterhcases conforming and not conforming
to FOFC (n/N and v/V are simply intended to indéceategorially like or unlike heads here):

(34) a. ‘e N -- FOFC violation
b. Vepp V -- FOFC violation
C. Neep V -- allowed
d. Vepp N -- allowed

With one obvious exception, all the counterexamptesection 4 would seem to fall (at least
partially) under (34c,d). The German case in (6¢learly an instance of (34d), where we would
not expect EPP-bearing (= “head-final”) v to detmnthe linearization properties of nominal
categories in its domain. As regards the clausa-force and other markers that appear to be final
C-elements occurring in VO-languages (cf. (18-18)we), it is worth noting that it has previously
been proposed that C may be either nominal or Venbaature (cf. i.a. Holmberg 1986). We
therefore predict FOFC violations wherever (i) Gianinal and the associated clause is clearly not
and (ii) nominal categories are strictly head-fiia¢. n-pp Whereas verbal categories are not (i.e.
V). This latter state of affairs seems to hold iandarin and the other Chinese varieties that we
have considered so far; therefore the existeneecategorial distinction between the clause and the
relevant C-particles could be the factor underlyihig exception (although see below for further
discussion). As regards the final negation elemsnt$acing in VO-languages, at least some of
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these also seem to be good candidates for nomiaalss In bipartite negation structures, the
clause-final negator is, as mentioned above, fretlyia polarity element, i.e. one which could very
plausibly be viewed as nominal (cf. Bell, 2004 @&iderauer, 2007 for discussion). Furthermore, it
has also been observed that the final “auxiliariasat least some of the languages which permit
VOAux ordering are uninflected elements which iotfaave nominal origins (e.g. copulas derived
from pronouns) and which still reflect the “headdi” behavior of nominals in the language and/or
express only part of the information usually encbd@& the auxiliaries familiar from European
languages (tense, agreement, mood, aspect, etw3}. We observe that Ma’'di auxiliary-elements
express only tense, but never agreement (cf. @2J) further, that some of the VO languages
featuring clause-final tense-aspect particles Haotl inflected and non-inflected auxiliaries, with
only the latter, but never the former occupying B@FC-violating clause-final position. Consider
the Bwe Karen example in (35) by way of illustratio

(35 a. w- ca dyo b
1sGsee pictur@ART
“I am looking at a picture”

b. cedo nu p-kh3d phi méa m (*j o-khs)
3- say COMP 3-FUT take what
“What did he say that he would take?” (dated in Dryer, to appear)

As (35b) clearly shows, the inflected future awtiijo-khs necesarily surfaces preverbally, while
tense-aspect particles likein (35a) obligatorily appear clause-finally. Ingltonnection, Dryer (to
appear: 16) notes that “the position of words iatlig tense-aspect relative to the verb correlates
with the order of object and vednly if these words are themselves vellal if they are auxiliary
verbs), in contrast taonverbal tense-aspect particlegiose position does not correlate with the
order of verb and object [our emphasis — TB/AH/IiT. also Dryer, 1992 in this connection).
Clearly, then, at least some of the offending teasgect-encoding elements are rather different in
nature to the Germanic, Finnish and Basque auiatiscussed in section 3.1, all of which have
their origins in inflecting elements expressingseermnd agreement and, where relevant, mood, i.e.
in fully fledged verbal elements. Given this obsgion, it seems plausible to propose that
languages permitting SVOAux structures feature lenes which are fundamentally different in
nature to those found in the languages in which AWOis barred: sometimes these elements are
nominal; sometimes they appear to be “deficientSsome sense, a matter to which we now turn.

The one structure for which postulating a nomireatsal distinction does not appear to offer
any obvious account is the circumpositional onestliated in (25). Postulating a categorial
distinction between the head-initial and head-fieleiments in these structures does not seem very
plausible, particularly given the fact that postposs frequently appear to be nominal elements (cf
the discussion of Finnish above). Worth noting, beer, is the fact that the postpositions occurring
in circumpositional constructions appear to betheranon-uniform set of elements, with adverbial
or particle-like intransitive prepositions featgiwvery prominently. According to Svenonius (to
appear), these elements are very clearly not pheads and, as such, we would not expect them to
dictate the linearization properties of specifiatie in their domain. Similarly, Aboh (2004: 120)
explicitly analyzes the postpositional elementsGungbe as “fake postpositions” which “fail to
assign case”. Assuming circumpositional structut@sinvolve nonphase-heads, we can then
postulate a second reason for apparent nonconfotmiEOFC, namely the presence of a lexical
item which is not a phase-head, but which nevesi®ebears an EPP-feature indicating that it is to
be linearized to the right of its complement (2Bl§) above).

In this connection, it may also be significant teatne of the clearly non-phasal elements
that surface in clause-/phrase-final position assndphonous with elements which do not appear
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clause-/phrase-finally and, in this alternativeipias, serve an entirely different function. Thaisr,
example, Afrikaans features circumpositional sues involving phonologically identical
adpositional elements which, however, contributey wdifferent meanings to the structure (cf.
prepositionain which is a locative element meaning “in” and postfmalin which is directional
and means “into”). Similarly, clause-finld in Mandarin Chinese has been said to play a eiffier
role to immediately postverbdd (cf. Soh & Gao, 2004 for discussion), and the \aetese modal
illustrated in (19d) can in fact appear in threedent positions, each time contributing different
types of modal meaning, depending on its positignithin the clause (cf. Duffield, 2001 for
further discussion). Given these facts, it may e ¢ase that lexical item-specific linearization
instructions which serve a lexical disambiguatiemdtion can result in a language exhibiting
structures which appear to violate FOFC. Alterreiiyit could also be that some of the relevant
phrase-final elements are defective phase-headshwhould then, once again, not necessarily be
expected to dictate linearization properties. Qyeaif the particle-like elements, “deficient”
auxiliaries, aspect markers and negation elemersisussed above can also be shown to be
nonphase-heads, this explanation could also extetiibse cases. These are, however, all matters
requiring a great deal of further research. Newdeds, it seems fair to say that they are matters
which are highlighted in an interesting and pothtiilluminating way by the phenomena with
which we have been concerned here.

6. CONCLUSION

This paper has sought to highlight the widesprdtetts of a constraint which specifically relates
to the word orders found in disharmonic systemsp@ny formulated, this constraint (FOFC) bars
the generation of structures in which a head-inXiR is immediately dominated by a categorially
identical head-final XP (cf. (28’)). FOFC is thesed assumed to hold as an absolute principle
across languages, with apparent counterexamplexgfaut under three possible circumstances:

(a) the presence of a final element which is @t &ructurally lower than the head-initial XP theat
spelled out adjacent to it;

(b) the presence of a phase-head which is catélgatistinct from its complement; or

(c) the presence of a nonphase-head or a defautiage-head which independently bears an EPP-
feature (=linearization instruction) which it needt pass onto the head(s) it dominates,
regardless of whether these are categorially idehtir not.

If the above is correct, the study of FOFC (boshviblations and nonviolations) may, in addition to
its obvious typological interest, tell us much abthe linearization of syntactic structure. What
already seems clear at this stage is that the llC#ome form must be assumed: FOFC cannot be
stated by appealing to the Head Parameter as @imsonly rule out non-occurring patterns via
stipulation and it is also not obvious how a umifizccount of the violations and nonviolations
could be formulated in terms of this parameter.afyn the study of FOFC may provide an
empirical basis for distinguishing those categovibsch are phase-heads from those which are not
and it may even provide a useful and previouslyxpteeed basis for developing a greater
understanding of the nature of syntactic categories
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LF-Negation Raising in Double Modal
constructions

VINCENZO MOSCATI

Abstract

The overt realization of sentence negation is wesip realized across different languages
and even languages that share many common featftea differ with respect to the
structural position where the negative marker socef This variation raises the question of
whether those surface differences have an effddf.alin order to try to answer this question,
this paper will explore the possibility that the Hrealization of negation corresponds to its
logic scope. This hypothesis will be tested agamstial constructions, showing that surface
variations of NegP are not relevant in the compotabf the scope of negation with respect
to intentional operators. Direct empirical suppdor the possibility to covert move negation
at LF will be given considering double modal couostions in German.

1. SURFACE VARIATION AND LOGIC MAPPING

It is relatively uncontroversial in the literatutat languages show a great variability in their
means to express negation. It is well known, foanegle, that some languages convey a
negative sentential meaning by using a verbal aftixch directly attaches to a verbal host,
while other languages adopt a self-standing negatisich can be separated from the verbal
complex and which shows characteristics similarthte ones of adverbials. Among the
romance languages, Standard French is famous reeg#ites a sentence showing both the
affix en- which is part of the verbal morphology and the eatiypas which surfaces in a
different and lower structural position

(1)Jean n'a pas lu
J.  Negaux Neg read
Jean didn't read’

This is a clear case of redundancy, probably dudidgohronic variation (Jespersen 1917),
which reveals that even a single language may bviietween two different settings of the
mechanism governing the expression of the negapeeator.

" University of Siena
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The duplication ofne- and pasin French also illustrates another important cttarsstic,
which is the possibility of negation to surfacedifferent structural positions. In the case of
French, the difference in the positioningn&- andpascan be related, following Haegeman
(1995) to the X/X' difference which allows the hewsa to move together with the auxiliary
in the functional projection hosting this latteemlent. Even if it is possible in French to
support an analysis which base-generates two diffeelements in a unique structural
position between TP and AgrP (Belletti 1990, reingi Pollock's 1989 proposal), a single
fixed position is not sufficient to account for thead cross-linguistic variation related to the
position of NegP.

This is clear if we compare negative markers of shme kind, both head or both
adverbials, in languages with a similar syntadtiagure. Ouhalla (1991) notes, for example,
that Turkish and Berber express negation by meéaasverbal affix, but he also notes that
this affix appears in reverse order with respedidnse in the two languages:

(2) a. Jan elmarlar-i ser-metdli- (Twski
J. apples-ACC likeegpast-agr

b. Ur-ad-y-xdel Mohand  dudsha (Berber)
negfut-agr-arrive M. tomorrow

In (2a) the negatiomeis closer to the verb stem than the affix expreg$last, while in the
Berber example (2b) the situation is the oppositth the Future affixad being closest to the
verb with respect to the negative morphameThis contrast is hard to account unless we do
not assume that the structural position where NisgRealized is subject to parametrical
variation. This claim is further supported if wengpare negative markers which are both
adverbial like and show ordering differences wehpect to the position of the past participle
and other adverbial elements. Consider the othemmai pair from Zanuttini (1997):

3)a.la sempgragano i tas (Milanese)
s.cl. has always paid neg the taxes
‘It's always been the case that he hasn't paiddax

b. da ‘ntlura, a I'ha phensemprevinciu (Piedmontese)
from then, s.cl. s.cl. has more neg always won
‘since then, he has no longer always won’

In sentence (3a) from Milanese, the sentential thaganarkerno follows the adverbial
semperoften’ and the past participp@aga ‘paid’. In (3b) instead, the negatinan precedes
the adverbial and the participle. Once again twaetias, in this case two Northern Italian
dialects, which share all the relevant syntactaidees, show a difference in the order of the
negative marker with respect to other elementsofplete survey of the syntactic range of
variation is not possible here but there are maogstinguistic data (see Moscati 2006) in
support of the idea that negation may be syntdbticaalized from positions as low as the
VP, as in the case of Milanese, up to position @Brnal, as in some Irish varieties
(McCloskey, 2001).

This variation in the PF realization of NegP opepsa series of questions regarding
the interaction between this level of representasind the semantics. One of those questions
which | will address here is how the mapping betwB& and LF might be done, given that
PF is subject to a great degree of cross-linguistigation. The null hypotheses is that there
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exists a direct mapping between the two levelepfasentations, but this view is extremely
problematic, as | will try to show, both on conaegtand on empirical ground. Firstly, given
the fact that languages differ in their PF realmaiof NegP, we will be forced to conclude
that languages also differ in the logic scope thatnegative operator might have, with all the
consequences that derive from the idea that lareguagry in their logic representation and in
their expressive power. However, this view canretdjected priori and, if the observation
that two different PFs trigger two different LFsrisade, we should carefully consider the
null-hypothesis of an isomorphic PF-LF mapping. tBa other hand, if differences in the
surface realization of negation do not reflect agons in meaning, we have to discard the
idea that LF is sensitive to variations of NegP.

In the following sections | will provide evidence favour of this last possibility, supporting
the idea that it is the correct approach and thatlégic representation of negation is not
bound by its surface realization.

2. INVERSE SCOPE OVER MODALITY

One standard argument in favour of movement in €é&@irm has traditionally been built on
the presence of the ambiguity stemmed from theepies of two scope-bearing elements
within a single clause. This has been the caseQimntifier Raising (May 1985) which,
independently of its specific formulations (Beghé&ll Stowell 1997, Hornstein 1995, Fox
2000, Reinhart 2006) can be characterized as dspigmsable syntactic operation able to
multiply at LF the interpretable sites available ¢uantificational elements. In the presence
of an ambiguity, one resort is to formulate the spreee of two competing logic
representations, where a semantic operator mighipycdifferent structural positions. This
logic might be applied to account for sentencesravtee modal operator is combined with
negation, a combination which in certain casesgi®e to an ambiguity solvable only by
admitting that some covert operations apply at L&ill focus next on a sub-case of this
more general problem and | will consider the ingescope readings of negation over
modality.

In order to found the desired configuration whaeegation has inverse scope over
modality, it is necessary to individuate a languatpere negation surfaces in a low structural
position, below the syntactic projection where theression of modality appears. | will
consider here two cases, from Milanese and fromdatal German. Both languages have an
adverbial negative marker which surfaces in a sirat position immediately above the vP
and which is overtly C-commanded by a modal. Caerdidst Milanese:

(4) Elga de studia no
s.cl must of to-study neg
a. he is not required to study o >0
b. he is required not to study o>

Sentence (4}, taken from Zanuttini (1997) results ambiguousneen the two readings (4a)

and (4b), where the first reading is the inversgpeaeading. In sentence (4) the modal verb
ga, similar in meaning to the English quasi-modalhi&wve' overtly c-command the negation
no. We already saw in (3) that this particle folloleg verbal forms such as past participles
and low adverbial like 'always', two facts that gesf that among Romance varieties,

! Thanks to Leonardo Gatti and Federico Misirochijfmigments.
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Milanese belongs to the group with the lowest esgion of negation within the Inflectional
System. The structural representation of (3), regokas (5), is the following:

(5) 'a semper pagao i tas
PP ac Ttk "Psemper  [*Fpaga MTno Y7[t t, itas T]IIII

The representation in (5) results from standardrapsions on verb movement. For example,
the possibility that the modal verb is originatedai ModP situated below NegP is excluded
since under this view the auxiliagyneeds to cross the past participggawhich is another
head element. This possibility is not desirableegithe presence of intervention effects on
movement (Head Movement Constraint Travis, 1984)osE considerations ultimately
favour the order ModP > NegP in (5). Under thislygsia, which straightforwardly applies
also to sentence (4), is problematic to derivarikierse scope reading presented in (4a).

The second case | wish to discuss is given byntieeaction of negation and modality
in German, whichmutatis mutandiglosely resembles the problem posed for Milan&se.
German the sentential negative marker is realizechadiately above the vP but when
presented in combination with a verb expressingatityd it can take wide scope over this
latter element:

(6) Hans muss Julia nicht sehen
H. must J. neg to-see
a. Hans is not required to see Julia -0
b. Hans is required not to see Julia o>-

(7) ..dass Hans Julia nicht sehen muss
that Hans Julia neg see-inmust
"...that it is not necessary that Haresslulia'
a. Hans is not required to see Julia P
b. Hans is required not to see Julia o> -

In sentence (6) the modal verb appears in V2 positihus c-commanding negation but
taking narrow scope below it at LF. The preferrdchet the only- reading is the inverse one
given in (6aj. If we cancel the V2 effect by embedding (6) anansforming it in a
subordinate clause, again negation might take say@® the same modal (7a). Many
different analyses for SOV languages have beenoserh stemming from the original head-
final analyses or from Keynefemnant movemeranalisys (Zwart 1993, Den Dikken 1996,
Haegeman 2002, Koopman & Szabolcsi 2000) but a aemfeature is that there is a
substantial agreement in considering the positiggéred by Object-Shift below ModP and
above NegP. For the point at issue here, nothimggés if we derive (7) through remnant
movement (Moscati 2006) or adopting the head-famallysis as long as this choice does not
have consequences on the relative ordering ofelewant functional projections ModP and
NegP. Let us adopt the head final analysis and gspméence (7) the following representation:

2 Thanks to Christian Biemann, Patrick Grosz andfgésif Meyer for judgments and discussions.
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(7)
CF
—

dass AgrS

Hag?\
ModP

mus$,
Agg\
T

Julia, NegP U
T~
nicht VP
ts/w\
to sehen

Looking at (7') it is evident that we are in thengasituation already presented for Milanese:
negation is c-commanded by modality at PF, butightnbe interpreted with wide scope at
LF. At this point the problem posed by the exiseen€inverse scope readings (4a) and (6a-
7a) should be clear and it is evident that thoselings cannot be accounted for by the
representations given in (5) and (7).

We need a mechanism that can create a configaratiovhich the negative operator
c-command the modal operator at LF. In principkeréhare two means to achieve this result:
either reconstructing the modal in a position belmegation or raising negation above the
modal operator. Next | will consider the first hypesis, showing that it is not void of
problems and it faces at least one important eggiproblem in double modal constructions.

3. RECONSTRUCTION OF MODALITY

Let us explore the first of the two possibilitieepented in the previous paragraph. As just
said, one way to derive the problematic inversgpeageadings is by reconstructing the modal
verb in a position below negation. If this solutisron the right track, it follows that negation
does not play any special role in the derivatiomwérse scope readings and that it is instead
the operator expressing modality that will be aHedoy some kind of covert movement. We
may refer to this hypothesis as tReconstruction Hypothesi$his hypothesis relies on the
possibility that there exists at least one posibelow NegP where the modal can reconstruct
and | will show that this prerequisite has impottaonsequences on the analyses of modal
verbs.

Moreover, if we assume that the mechanism requoeaterive inverse scope is based on the
reconstruction of the modal, we also expect thatnelwver such a mechanism cannot apply,
also inverse scope should be impossible. We cate she following prerequisite and
consequence for the Reconstruction Hypothesis:

i) there exists a reconstruction site below thetmrswhere NegP is realized
i) the inverse scope readings are impossible wheanstruction is blocked
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In order to evaluate Reconstruction, in this sectiowill consider if there is evidence
supporting i) and if the empirical prediction ipis borne out.

3.1. VP-internal reconstruction

If we want to derive the inverse readings in (4&) é6a-7a) by diminishing the scope of the
modal operator, one way to obtain this result angiccounter-cyclic lowering movements is
to recur to the reconstruction of the modal verla ilmwer position. This is an alternative to
the representation given in (7'), where the moglblaise-generated in its functional projection
ModP, which is the view proposed by Cinque (1999).alternative is that the modal has
been moved in this position through possibly susiweshead movements (Lechner, to
appear). Aprima faciethis seems to be a tenable position, but | widvghhat it encounters
several problems when we try to determine the maigposition from where the modal verb
has been moved.

One possibility is that modals are lexical verbsginating within the vP, but this
solution has important consequences on the treatofiéestructuring constructions'.
It is known that sentences with a modal verb selgan infinitive clause show certain kinds
of monoclausal effect (Rizzi 1976, 1982). This tenillustrated looking at some properties
of Italian:

(8) a. *lo odio fare dinotte
obj.cl. I-hate to-do by night

b. lo posso fatali notte
obj.cl. I-can to-do by night
'| can do it by night'

Sentences in (8) show that clitic climbing, a phaeaon that is considered to be clause
bounded (8a), might be found with a special cldsgedos as the ones expressing modality,
volition and motion. This observation, togetherhwdther special properties of the verbs
belonging to this set (Rizzi 1982, Burzio 1986, giia 1988, 2006) suggests that modals in
sentences such as (8b) are 'transparent’ withddgaa series of syntactic phenomena. In
their original formulation, monoclausal effects weterived through a 'restructuring rule’
which takes a bi-clausal construction and whicmdfarms its input in a monoclausal
sentence. | will not refer to this formulation herather but | will consider a more recent
proposal by Cinque (2004) according to which modatbs are functional heatsn
opposition to a competing analysis which consiaeoslal verbs as being lexical verbs base-
generated in vP. Wurmbrand (2004) refers to thisosftion as one betwedsnxical and
functional restructuring. Since the discussion here will bsdad on Wurmbrand's original
work, | will maintain this denomination.

According to a lexical restructuring analysis, mloderbs are normal lexical verbs
originating within the vP and taking as complemameduced clause. Thus the transparency
effects related to the lack of a clause boundaeyaaconsequence of the properties of the
selected complement:

3itis possible to re-cast the restructuring mecéranin terms of functional projection (Cinque, 2Q06)will
empirically differ only with respect to the optiditg of restructuring (Rizzi p.c.).
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lexical restructuring

vP
—
Subj VP
/\V'
—
modal VP
T
v
/\
v Obj

The hypothesis of modal reconstruction is direcdiated to the lexical restructuring just
presented, since lexical restructuring makes dvlaila vP-internal site where the modal
might reconstruct. In this way the semantic integfdnas access to an additional position
constituted by the lower trace of the modal withanly further need to covert-move the
negative operator in order to generate the invecepe readings.

Therefore, an alternative for (7) is the followirepresentation with the presence of different
traces left behind by the movement of the modabver

7"

AgrS
— T
Hans  Agr
—
ModF muss,
— T
AgrO tm
— T
Julia, NegF
T
nicht vP
/\
ts V'
/\
VP tmn
/\
VP tm
— T
to sehen

If the representation (7") is on the right tragke can straightforwardly account for the
inverse scope interpretation (7a). As it is posstbl see looking at (7"), the modal moves to
ModP leaving behind a certain number of traceseddimg on the richness of the functional
structure we assume. The crucial observation igeler, that the lowest of those traces is
inside the VP, in a position lower than NegP.
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The inverse scope readings are then problematig fonlthe first representation we have
given in (7", which is instead consistent wifainctional restructuring Functional
restructuring, in fact, assumes that modals aredfiand base generated in the functional
domain. Under this view, there are no traces agdgcdmsequence, no other interpretable
sites.

At first sight, the hypothesis of lexical restruitiyg seems to be superior to the functional
restructuring alternative in deriving the inversme readings with respect to negation,
proviso that head-movement of the modal comesri®.fOne might argue that this is the
case, since modals must rise in order to reacheelspad configuration with the subject in
AgrP. But notice that if this is the only reason feoving the modal out of the vP, it will not
be easy to explain the ordering restrictions aativenodals.

(9) a. Edurfte zu Hause seimiissen
He might at home be must
‘He might have to be at home’

b. * Ermul3wieder singemlurften
He must again sing might
‘It must be the case that he mighgsgain’

This pair shows that modals cannot be freely odlared that the linear order is constrained
in some way. If modal movement is motivated by s@o of general syntactic mechanism
(i.e. Subject criterion, Rizzi 2004), it will be puassible to explain why only one modal can
be attracted in the relevant position. A soluti®moi consider that modal movement is feature-
driven in dedicated structural positions (a propassailar to the one of Beghelli & Stowell
for QR). But notice that if we resort to this megisan, modal movement is not free anymore,
but additional stipulations have to be made. Theoltyesis of functional restructuring, on the
other hand, might account for the facts in (9) aseg the same extended ordering of
functional projections but without movement.
The real argument against base-generating mod#snwiP comes, however, from a series
of empirical facts presented in Wurmbrand (2004)iclv strongly argues against the lexical
restructuring hypothesis which relies on two assiuonp: firstly, that modals, being lexical
verbs, express thematic relations; secondly, tloatats take a (reduced) clausal complement.
With regard to the first assumption, it is at duws that modals are capablebefole
assignment. It is not easy to determine if modagehan internal object, given that they
obligatorily select an infinitive complement, bubh&n we turn to the external argument, there
are clear indications that they behave as raisheglipates. Consider the case of German.
Here unergatives intransitive predicates can bsiyiasd whereas unaccusatives cannot

(10) a. unergative
Es wurde einen Abend lang getanzt
it was anevening long danced
‘they danced for an evening’

b. unaccusative

* Es wurde am Flughafen angekommen
It was at the airport arrived
‘They arrived at the airport.’
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This difference seems to be a diagnostic for tlesgmce/absence of the external argument. In
(10a) the verlianzen'to dance' selects an external object, allowingspaation, while in
(10b) such possibility is blocked with the unacdiveaverbkommento come'. Modal verbs
behave exactly like unaccusatives with respecatsipization:

(11) * Der Wagen wurde (zu) reparieren gemusstsaii
the car-NOM was (to) repair ~ mustR/INF
‘they had to repair the car’

In (11) the transitive verleparierenis embedded under the modal, but despite of the
possibility of having long-passives in German istnecturing context, passivization is not
allowed in constructions involving a modal matrirk as (11)

Support for the raising predicate analysis for nhagabs comes from the possibility to have
non-thematic subjects ageather-itsubjects:

(11) a. Es mul3 morgen schneien
[t must tomorrow snow
‘It must snow tomorrow"

b. * Es plante zu schneien
it planned to snow
‘It planned to snow'

In (11a) the modal verb, similar to functional rasturing verbs and raising predicates in
general, is compatible with the expletigs'it' while a non restructuring verb (11b) which
assigns an externdkrole cannot appear with a vacuous expletive. Thpossibility of
passive constructions, combined with this last olad®n that a semantically vacuous
expletive subject might be licensed by modals,datdis that modal verbs lack an external
argument.

What is harder to demonstrate is that the inteamgument is also absent. In fact
modals always take what can be considered a claasgblement and one can always assume
that this complement absorbs theole assigned to the internal object. But rementhat the
lexical restructuring analysis considers the comglet of the modal verb as being clausal.
We can than check if this complement has clausgiesties. One way to do so is to consider
the possibility to pied-pipe a relative clause. sThossibility is given in German with non-
restructuring verbs, but is blocked in restructgnnodal context:

4 The ungrammaticality of modal passives does nomseebe limited to German, but appears to be a more
general property of modals (Aissen and Perimut@B83] Burzio 1986). Also in Italian passivizationsha
degraded status, as shown in the following sentence

i. *L'esercizio & stato dovuto riscrivere
the exercise is been required taitew

ii. *Quel tramonto non fu  piu potuto enere
that sunset not was anymore caee-again

Again the ungrammaticality of (i-ii) might be redat to the purely functional role expressed by madainque
(2004) suggests that the ungrammaticality of (§1ue to the fact that modals are base generatsidl@the vP
shell, above the functional projection VoiceP rasible for passivization.
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(12) a. ...der Roman [den zu lesen JINFHdans plante
... the novel [ that to read ]IMie John-NOM planned
. .'the novel that John planneddad’

b. *...der Roman [ den lesen ]INF nar lans muf3
.. .the novel [ that read ]INF ptthe John-NOM must
. .'the novel that only John mresd’

The contrast seen in (12) follows if we assume omdy full-clauses can pied-pipe and that in
(12b) the pied-piped element is only a fragmenthef main clause, in conformity with the
functional restructuring hypothesis.

To summarize, the idea that modal verbs originatside the vP allows us to explain i) all
those properties as the lack of passivization aedptesence of expletive subjects related to
the absence of the external argument, ii) the isipdgy of pied-piping the infinitival
complement of a modal verb, and iii) the orderiesgtrictions in force on the relative ordering
of modals. From this discussion, it seems that ethey no evidence —but instead
counterevidence- that modals reconstruct VP intlgtna

3.2. Double modal constructions

Even if we have several arguments against the tilamodals originated within the vP-
shell, this is not enough to exclude the possybilitat modals reconstruct in a some other
position lower than negation. Next | will presentargument against this last possibility and
against reconstruction in general.

So far we have focused on some specific propediegnodals, but a more general line of
reasoning might be followed to exclude loweringhe modal operator. Remember that what
we want to account for is the inverse scope readiogsentences (4), (6) and (7). We repeat
(7) as (13):

(13) ...dass Hans Julia nicht sehen muss
that Hans Julia neg see-infust
a. Hans is not required to see Julia - >0
b. Hans is required not to see Julia m

What we want to check is if whether the inversedireg (13a) can be derived through an
operation able to reconstruct the modal verb bategation. Obviously this configuration
must obey general principles of syntax. For examible idea that there exists a ban for a
linguistic object to establish a distance rela@noss another object of the same kind is less
controversial. This principle, which has taken sal/éormulations in the literaturéviinimal
Link Condition Chomsky 1995Relativized Minimality Rizzi 1990), should also govern the
reconstruction of the modal operator. Thereforeewpect that if another modal operator is
present, reconstruction (or raising) will be impbks

(14) Oanoda OROOB ? Rodx

This expectation is confirmed if we consider doulledal constructions, and in fact, in cases
where there are two expressions of modality, scefsions are rigidly fixed and the only
possible reading is the one visible at PF. Thisolaion seems to exclude any instance of
covert movement. Consider the following Italianteeces:
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(15) Gianni deve poter parlare

G. must can to-speak

a. it is necessary that G. can talk >0

b. *it is possible that G. must talk *O >
(16) Gianni puo dover parlare

G. can must to-speak

a. *it is necessary that G. can talk >0

b. it is possible that G. must talk o>

In (15) the linear order is the modddve'must’ precedingoter ‘can' and the logic scope of
this sentences is isomorphic to the observabledpFesentation, with the only possibility
being to interpret the highest modal as taking ecoper the lowest one. This is not an
idiosyncratic property of the moddbverebut seems to hold in general. In fact, if we reeer

the linear order, the inverse interpretation haldg16). This suggests that some kind of
intervention effect is really in force on the imgestation of double modal constructions. This
observation is not restricted to Italian, but soadeen in German. Consider (17):

(17) ...dass ich einschlafen kbnnen muss.
..that | fall.asleep can  must
a. ..that| must be able to fall asleep >0
b. *...that | can necessarily sleep 0>

The only interpretation possible is the one giver(li7a), where the modatusswhich c-
commands at PF the other modal viedinnenasymmetrically takes scope over it. Again this
shows that the possibility of disjoining the LFaryretation of a double modal sentence from
its surface realization is impossible. This dirgdtllows if we assume that this is due to a
violation of the Minimal Link Condition.

Given this state of affairs, we expect that if tleeonstruction of the modal is the
operation responsible for the inverse wide scoperpnetation of negation, this reading will
be unavailable when reconstruction is impossiblat Bis conclusion is disproved by
negative double modal sentences:

(18) a. Karl muss nicht schwimmen kénnen
Karl must not swim can
it is not necessary that Karl is abbeswim' >4 >0

b. ... dass Karl einen Kilometer nicht schmen kdnnen muss
| believe that K. one Kilotr& not to swim able must
"... that it is not necessary that Kiarhble to swim one kilometre' = 3>0

Sentences in (18) present the two modélisnenandmusserthat are interpreted, as already
shown for sentences (15-17), in accordance witin seface scope. But those sentences also
present another scope bearing element, the negatar&er nicht, which occupies the
specifier of the low projection NegP, crucially lemthan the position where modals surfaces
(see 8 1). The low position of NegP is also condidnby Austrian German (as pointed out to
me by Patrick Grosz) where the position of negaisociearly situated in a low portion of the
middle-field, as suggested by its position follog/the low-particlga:
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(19) a. Der Karl musg nicht schwimmen kénnen
the Karl mustja not swim can
'‘Karl (as you know) doesn't have to be able to swim

b. ...dass dja nicht einschlafen kdnnen musst
...that you PRT not fall.asleep camust

'that you are (as you know) not required to be dbl&ll asleep’

Sentences in (19) also show that in this varietyatien does not obey with an isomorphic
mapping between LF and PF but instead it is in&tgat with the widest scope among the
three logic operators. The interpretation of (1&) §19) is then unexpected if it relies on the
reconstruction of the modal. | suggest that they ovdy to derive the wide scope reading of
negation over the modal complex is to covert-moegation in a position where it c-
commands at LF both modal verbs. | will refer tis thperation as LF-Negation Raisin} is
now possible to derive the interpretations in (a8) in (19) without any need to move the

modal and in conformity with the functional restiwing hypothesis. The mechanism is
illustrated in (18b") below:

(18b")

ModP1

N

ModP1'

N

ModP2  musst
ModP2'
NegP konnen
/\ N
nicht VP

N

The dashed line in (18b’) indicates the impos$ybib reconstruct the modal in ModP1 in a
position below ModP2 while the black arrow expressE-Negation Raising in a position c-
commanding ModP2.

Adopting this derivation, we can capture the faett tthe scope relations between two modal
verbs are fixed by their superficial c-command ardgand that this constraint doesn’t apply
to the negative operator. It is reasonable theassmme an operation as the one illustrated in
(18b”) which raises only negation. This alternatali®ws us to straightforwardly account for

® This operation is different froegative RaisingHorn 1989) and actually it is the exact invefdegative

raising has been proposed to account for scopaihment of sentences as i., interpreted as equitvd ii.:
i. I do not believe that John will come

ii. | do believe that John won't come
In sentence i. the negative marker surfaces irsiipo higher than the one where it could be intetgd.
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the problematic sentences (4) and (7) presentdukifirst paragraph. We repeat here (4) and
(7) as (20) and (21):

(20) ...dass Hans Julia nicht sehen muss
'that Hans is not required to see Julia’

(21) Elga de studia no
'he is not required to study’

Remember that the problem is to establish how tBeséences can receive the interpretation
with negation taking wide scope. The solution psgzbhere is to adopt a derivation similar
to the one presented in (18b’), moving at LF thgatiee operator in a position where it c-

command modality. The two representations givermvwethoe how inverse scope reading
might be derived moving the negative operator legpkfixed the position of the modals:

(21") ...dass" """ [Hans "[Opneg T 9" Julia ¥ nicht topney” [sehen] 1] ORwd ] muss]
(22) "9El g& *P[Opneg ™™ ti ™" [de studia™*® notopneg" T ...11111]
In those representations negation is dislocateal pnojection generically labelled XP while

the modal is left in the position where it is bagmerated, allowing us to avoid all the
problems related with modal movement previouslgulsed.

CONCLUSIONS

The account proposed here for the inverse scomingsaof negation allows us to derive the
problematic interpretations without assuming any-nhévement for modal verbs. This
proposal has the advantage of being consistenttivittobservation that modal heads respect
strong ordering restrictions, with regard to baiiface order and logic scope (Cinque 1999).
If this observation holds, this implies that in ttese of modal verbs there is an isomorphic
mapping between LF and PF that must be respectes.s¥# that, aside from this
consideration, there are also several empiricablpros that make the option to lower the
modal operator at least problematic. All those dragks can be avoided if we allow the
negative operator to raise, with the welcome comsece of having a unified explanation for
other phenomena (see Rullmann, 1995; De Swart, ;2080ka, Doris & Hedde Zeijlstra.
2005) involving negation and modality.

Another advantage related with the introductiorNefgation Raising is that it allows us to
unify the scope of the negative operator regardiésbe broad parametrical variation found
across languages since variations in its realimatight affect only the superficial level but
its logic scope is free to be widened at LF by nse@frcovert movement.
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On the semantics ote-predicates in Mexican
Spanish

A NAVARRO-IBARRA’

Abstract

This paper focuses on a productive linguistic pmeaoon of Mexican Spanish that concerns
complex predicate formation by clitic Semantic R&elncorporation in the spirit of Dayal (2003)
and Espinal {o appeax. We introduce the term |eredicateto define those complex predicates
formed by a transitive or intransitive agentiwerbal baseand le clitic that don't behave
canonically as a8 person singular pronoun but as a syntacticallyblesverb modifier. Following
Company Company (2002, 2004) and Torres Cacoullf8q) we assume thbg clitic has lost its
pronominal and anaphoric status concomitant to llngrammaticalization of an oblique thematic
role. Further, we describé-predicates as a phenomenonlef evolution, which involves verb
modification.Le contributes with a new property to the predicatbjch we define al®cus i.e., the
set of the cases satisfying the condition of dagatome part or point of the predicate’s differahti
value (Hay, Kennedy and Levin 1999). This is a fgodj operation that produces an activity
intransitive-like predicate that denotes an abstrémcus This is a syntax-semantic interface
phenomenon, which shows high productivity with siative agentive and non-internally caused
verbal bases.

1. INTRODUCTION

In this paper we will talk about complex predicaitedMexican Spanish that concern the cases in
which a non referentide clitic (that is, canonically, a@person, singular clitic pronoun) becomes
part of a complex activity predicate denoting sdomisas a thematic property. We defiloeus
inspired by its mathematic meaning, i.e. as asebofiguration of all the points or cases satisfyi

a particular condition; as we will see, thecus in the le-predicates satisfies the condition of
denoting some part or point in a path, scale diasarthat is a thematic property of some predicates
with differential value(cf. Hay, Kennedy and Levin 1999). In this sertbe locusmeaning is also
related with its etymological connotation of a frarar position, point or place

* Universitat Autonoma de Barcelona

! In geometryJocusis the set of all points (and only those pointsttsatisfy certain conditions. E.g. the locus Ibf a
points in space one foot from a given point is Besp having a radius of one foot and having itdereat the given
point. The locus of all points in a plane one ffsotn a given point is a circle having a radius nédoot and having its
center at the given point.
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We introduce the notion ofe-predicatesdescribing complex conceptual predicate units
composed by gerbal basdhat is either a transitive (dfl), (2)) or an intransitive verb (df3)), and
a non-referential and non-anaphdaclitic.

(1) Sinovas a usar el aguaiérrale!
If NEG goes to use the water, closeLE!
“If you are not going to use the water, cloge-locus-of-the-source-of-the-walter

(2) Pero, le pintd horrible este sefior! ¢ Cuanto le pagaste?
But, LE (he)-painted horrible this mistedow-much PRQ(you)-payed?
“But, this guy paintedhe-locus-of-the-paintingorrible! How much did you pay him?”

(3) En coche hay quedearle mucho, mejor ve a pie.
In car has that roundLE much, better go by foot.
“By car you have to roundlhe-locus-of-the-path long way, it is better if you go by foot.”

Le-predicates from transitive verbal bases may caxoedath an obligue PP that has been
described as aerstwhile accusativa.e. an object that behaves as the accusatigenaltargument
of a non-complex predicate (cf. Torres Cacoullo820This oblique PP can optionally appear in
order to specify within which path, scale or suefage can identify théocus it appears post-
verbally and is preceded by the prepositoftf. (4), (5)). This PP has been described as denoting
the place of the action (cf. Idem); but nothing more hasrbpeoposed for the formal status or the
PP and its predicate relationship

(4) Le movi @l tecladg para ver si jalaba la computadora.
LE (I)-moved (to-the keyboard) to see if worked toenputer.
“I moved-+the-locus-of-the-movingt the keyboardo see if the computer was running.”

(5) -—A ver, levantale poquito para ver qué hay debajo.
To see, (you)-liftLE a-little to see what therebilow.
“Let’s see, liftthe-locus-of-the-liftingso we can see what is below.”
— ¢A la tapa?
To the lid?
“the lid.”
—A la tapa, nomas.
To the lid, no-more.
“Just the lid.”

So far,le has been analyzed as an expletive that causesimtemnsification (cf.Torres
Cacoullos 2002). This intensification is relatednasomebleaching process which the clitic has

2 Quoting Torres Cacoullos’ (2002:28): “(the) ersittparticipant (PP) has become a locus for théization of the
action.” Here, she refers tocusin a more vague sense than we use it. We sayhéhicusis denoted by the complex
predicate itself, and the “erstwhile” PP denotes“8et” within thelocusis evaluated.
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lost its anaphoric and co-referential status (cfir@s Cacoullos 2002, Company Company 2004)
However, there is nothing said about the semanéitus of what we calle-predicates that we
propose to analyze as complex units with meaninghd formally relevant constituents. We
dismiss the expletive analysislef and affirm instead that these predicates resuth fa process of
predicate modification by Semantic Pseudo-Incorppama(SPI) in the spirit of Dayal (2003) and
Espinal {o appeaj. SPI composition involves an XP non-referentiaitactic argument modifying
an incorporating verb (or verbal base). The XP iamas the syntactic internal argument, but
semantically, it is both a verb modifier, and pEfrthe meaning of a complex predicate.

The goal of this paper is to describe fleeoredicates paradigm as an important part of
Mexican Spanish grammar, as well as to accounthfopredicate modification that involves tliee
cliticization. We propose a syntax-semantic appna@acthele-predicate formation describing this
phenomenon as a case of complex predicate formatmiar to (bare) noun Semantic Pseudo
Incorporation, and we will state a formal statustfe erstwhile accusative oblique PP.

This paper is organized as follows: in the 8§82, viledescribe the different possible usedef
in Mexican Spanish, in 82.1 we will review the poais analysis, and in 82.2, we will see what has
been said about similar clitic phenomena, as wetha adequate formal statudef83 is about the
main semantic and syntactic propertiedespredicates, and 80 we continue with the verbal dase
characterization. Finally in 84 we propokeas a verb modifier, and in 80 we will state our
semantic proposal, i.e. the-predicate formation as a case of Semantic Pseumtogoration. At
last, in 85 we present our conclusions.

2. THE USE OF le AND ITS FORMAL STATUS IN MEXICAN SPANISH

The first issue that we have to make clear is tfferdnce between the cases in whiehs used as
a dative clitic pronoun —that corresponds to itsorecal use, e.g. (6)a-b — and the cases in which
is a non (co)referential clitic in Mexican Spanisty. (7)a-c. The non-referential useseobccur in
idiomatic phrases as discursive markers (£fa) or interjections (cf(7)b) as well as in complex
predicates (cf(7)c). We will focus on the complex predicate casbgch we callle-predicates (cf.

(7)c).

(6) a. Ledidos besos a Algli
CLpart (I)-gave two kisses to Alejir..
“I gave Aleli two kisses.”

b. Le quitaste la mancha a la blusa
CLpat (you)-take-off the spot to the blouge.
“You take off the blouse’s spot.”

% This bleaching processis related with the expansion of the 10 to obliquentexts concomitant to the
grammaticalization of those oblique thematic préipsr In our cases, the obliques that are inanirgatds €.g. Le
pegué un buen golpe a la me&@) le give a good hit to the tablE or surfaces {Tu crees que debo dibujarle un
adorno al letrero? “(Do) you believe that (I) must drdgy some decoration to-the signbg8rdire specially relevant
(cf. Company Company 2002, 2004).
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(7) a. Andale, ve con tu mama.
WalkLE, (you)-go with your mom.
“Come on, go with you mom.”

b. jHijole! Ya es bien tarde.
INTERJ, already is good late.
“Dear me! It is too late.”

c. Tenemos que pintarle con mucho cuidado.
(We)-have to paintLE with very carefull.
“We have to pairie very carefully.”

Company Company (2002, 2004) and Torres CacouR082) affirm thatle has lost its
referential and pronominal status due to the exéndse ofe in oblique contexts; it has become a
sort of agreement marker for the cases in whichptieelicate has an indirect object. (Company
Company 2004), and it is an expletive verb inteesifor the cases in which the predicate has
neither direct nor indirect object (cf. Torres Caltms 2002). We state there are two usegeoh
Mexican Spanish (cf(8)), an anaphoric and co-referential one, andraneferential -and formally
non-anaphoric- one (cf. Company Company 2004);ldke case can be found in both idiomatic
constructions, and in what we call compleypredicates.

(8) Uses ofle in Mexican Spanish:
Le has an anaphoric use with:
- Ditransitive predicates
- Transitive predicates with human dative or gaalwe
- Transitive with inalienable dative
- Transitive with ethic dative
- Transitive with locative / inalienable obliquegament
- Intransitive predicates that admit 1O realization
Le has no anaphoric use with:
- Idiomatic phrases
- Discursive markers
- Interjections
- Complexle-predicates

Contrary to the cases in whighis just a fossilized part of an idiom —as in idetio phrases,
discursive markers or interjections—, in complexdicatesle has a syntactic and semantic
significance: it saturates a syntactic argumentitipos and it modifies the semantics of the
predicate. This saturation works differently depegdon the verbal basée either saturates the
syntactic internal argument of a causative verlaaseb or it is applied to an intransitive agentive
verbal base. In the case of transitive verbal hasegpresence has consequences on the syntax:
accusative or dative argument realization is ungnatical and some optional oblique adjunct PP
can co-occur denoting some kind of erstwhile digdgect that is not a predicate’s participant but
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serves to denote the sort of path, scale or suxfatten thelocuscan be identified, or is a part of,
e.g. (9).

(9) a. Tenemos que pintarle con mucho cuidade pared
(We)-have to paintLE with very careful to the wall
“We have to painthe-locus-of-the-paintingery carefully on the wall.”

b. Cuidado con moverle demasiaata antena
Careful with movk too-much to the antenna.
“Be careful in movinghe-locus-of-the-movingt the antenna.”

2.1. Some previous analysis

So far, there is not an exhaustive analysis forcdses such as (1)-(5), (7)c and (9), except feeth
proposals that have tried to provide an explanatiothe behavior ofe in Mexican Spanish: the
intensification analysis, Torres Cacoullos (20aRg syntactic incorporation hypothesis, Masullo
(1992); and the diachronic perspective, Company jgamm (2002, 2004) (see also Kany (1976)).

Torres Cacoullos (2002) proposes tleat a sort overb intensifietthat denotes “the doing of
the action”, however, formallye is nothing more than an expletivBrima facie le causes
intensification, but we think that this “intensiiton” is only a pragmatic consequence of
something else. First, we detect that the presehleein the sentence causes accusative blocking as
we see in (10)a-b, second; we observe that theee ddference in meaning between a simple
predicate and the correspondiegpredicate, as we show in the contrast (11)a-b;thind, thele-
predicate includeke as part of a complex conceptual unit (cf. (11)b).

(10) a. Escribi con tinta az@l poema).
(wrote with ink blue (the poegac).
“I wrote the poem with blue ink.”

b. Le escribi con tinta az(tel poema).
LE (I)wrote with ink blue (*the poepzc).
“l le wrote (*the poem) with blue ink.”

(11) a. Towrite: “to have the ability to mark coherent symbols dtdes”, or “to compose.”
b. To writde: “to write the locus of the writing surface.”

The intensification analysis does not clarify whiatensification” formally means, it doesn’t
give an explanation for the change of meaning predunor for the syntactic behavior of the
predicate and the formation of a complex predicéte.will propose an adequate analysis for that
in 80.

Even if Torres Cacoullos doesn’t propose an expéinalysis for both the predicate with
and the PP, her ideas about the non-(co)refergnti@bnstitute an important basis for further
investigations. Other key question in her propdsadhe idea that the oblique PP that co-occurs in
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this kind of sentences embodies thacus of the action’ (see note 2); nevertheless, sherbe
relate thidocuswith the meaning of the complex predicate in accete way.

We have taken the tertocus inspired by this author, but our definition inckeda more
elaborated idea; we caticusa set or abstract configuration of all the pos##sfying the condition
of denoting some part or point in a path, scaleswrface. This is a condition for the event
realization that is manifested as a thematic ptgpefr the predicate. For the cases in which the
nature of thdocusis necessary to specify, we can bring out an atljBR that denotes the larger set
within thelocusis calculated (see 83, 0.)

One more proposal is that of Masullo (1992) wholya®s the cases of transitive predicates
with this kind of le in Mexican Spanish. He proposes that these predicavolve syntactic
incorporation of an empty internal head; as resh#, erstwhile accusative is realized instead as a
dative argument co-referential wit. We detect some important problems with this psajho
namely, thate and the PP are neither co-referential nor anaphttre PP is optional and formally
unnecessary for the predication; furthermdespredicates blocks datives (12)b, and there is a
difference in meaning between (12)a and (12)btiated in (13)a-b, that doesn’t have to do with
empty accusative syntactic incorporation.

(12) a. ¢Regresaste la pelicula/ el dinero?
(Did you)-give back the movigc /the moneycc?
“Did you give back the movie / the money?”

b. ¢Leregresaste a la pelicula /*al dinero /*a Tefesani /*a él?
LE give-back to the movigs. / *to the money/ *to Teregsar /to meat / to himpar
Did you go back-to-the-locus-of-something at thevimd*the money /*Teresa /*me
/*him?

(13) a. Regresar: “to give back something to someone/place”
b. Regresde: “to go back on some point of a scale”

Another issue that remains unexplained is thetfadtthe oblique PP cannot be any possible
erstwhile accusative; as we see in (12)a tetbelicula(“the movie”) andel dinero(“the money”)
are direct objects, other than in (12)b, only “thevie” can appear as oblique PP, and it is not a
direct object but theplace where the action takes place. Hence, we idenkifi there is some
oblique PP restrictions that are related with lbaus condition, this is, that the predicate has to
express docus which is only evaluated over scales, paths ofases. In the case just referred
regresar la pelicula(cf. (12)a) it can also means “to rewind the ned\{ivhich corresponds to the
meaning ofgo back to some point of a scgle this case the direct object is not an afféabject
or theme that denotes a telic change of statestuiething else havindifferential valueof the
change or expressing a scale (cf. Hay, KennedyLawmth 1999, Levin 1999, 80).

Even if Masullo’s hypotheses might explain the agtit behavior for the transitive verbal
bases, it doesn’'t explain the change of meaningthaedsemantic restrictions of the oblique PP
realization. Also, his analysis entails thats co-referential with the PP, and this is contrimty
with the fact that the PP is not a participantha predication, it is optional and ungrammatical in
some cases (if the activity verbal base cannotesgpa path, scale or surface as the DO, e.g.
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buscarle “to look for le” see 80). On the other hand, the intransitive akliases cases witb
remains unexplained.

Finally, Company Company (2002, 2004) has copiouskamined the behavior dé&
diachronically, and her work has been illuminatiogour le-predicates analysis. Even thought she
focuses on the transitive predicates and the idienparases withe, her analysis can also account
for the complex predicate cases. She explainsléhads suffered a grammaticalization process in
which the clitic has acquired some thematic meangtgted with the oblique-dative thematic role.
For the cases of transitive predicates Company @omproposes thd¢ is an agreement marker
that legitimates the presence of an oblique or gbpdct, then the presencelefis obligatory in the
cases as (14)

(14) Voy a cortar *(leg los tallos a las rosas
('m)-going to cutClpop. the stems to the rosgs.
“I'm going to cut the roses stems.”

She says thate status is between agreement marker and affix. &hidence of that is the
progressive loss of the plural forles and the clitic obligatory requirement in the cadenon-
ditransitive predicates with 10s (cf. (14)); indhgase the clitic is legitimating an extra arguntent
the predication. There is a final stage of the gnatncalization process in whida has completely
lost its syntactic and semantic status and it & part of idiomatic expressions, as discursive
markers asindale or interjections ashijole!, jépale!,and other idiomatic expressions @s le
aunqgue The problem with this analysis is that it doesXplore thde-predicates as a syntactically
productive paradigm.

We assume, based on Company Company (2002, 20@4)thie use of the dative has been
diachronically extended to contexts in which thedication involves a second goal oblique object,
this extended use of the dative concomitant toude ofle is probably some way to solve the
absence of a locative pronoun in the Spanish propawadigm. We observe that the uséedds a
doubled can legitimate an oblique as an (locatmgjument as we see in (15)a-b. The other
consequence of the dative extended use and thefuses the complex predicate formation (cf.
(15)c); in this casde completely loses co-referentiality but it is albddebehave as the syntactic
argument; furthermorée can occur with intransitive verbal bases.

(15) a. No cierres el compartimende la caja
NEG close the compartmegpt of the boxp;
“Don’t close the box’s compartment”

b. No lg cierres el compartimentola cajg.
NEG Clog. close the compartmeyt: of the boxyar
“Don’t close the compartment to the box”

* These cases —in whid is explained as an agreement marker (cf. Compamygp@ny 2004) — can also be explained
within the framework of Distributed Morphology. Fnothis perspective the clitic would be analyzedaspplicative
head that allows the predicate to have an extranaegt, then the presence of the head, this idetbidic, is obligatory
(cf. Cuervo 2006). However this analysis doesnfilaix the missing of agreement between the clitid the doubled.
This is well explained in the Company Company’slgsia (2002, 2004).
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c. Nole cierresal compartimento de la caja.
NEG LE close the compartmegt of the boxp,
“Don't le close at the compartment of the box”

Other contexts in whiclle has been studied is in the direct object lexiediim contexts
(Ortiz Ciscomanni 2006): those cases in which tinecti object is syntactically incorporated to the
predicate, and the dative argument become thenait@rgument of a complex predicate (d.g.
platica dio lugar a cosas mas profundé&she talk gave place to more deeply issues”) ti@nother
hand, Cuervo (2003) proposes that in dative doutlied constructions with non-ditransitive verbs
the clitic constitutes an applicative head thatsadther argument to the predicate. There are also
cases in whiche is used to promote an oblique to an argumentipasih the possessive/oblique
alternation (cf. (15)b, Demonte 2002).

All these facts are apparently puzzling and uncotete however, we notice that all point out
to three interesting facts that are related withl&predicate phenomena: first, the usdeofs a
recycling device in order solve the missing of ealive pronoun in the Spanish clitic paradigm;
second, thée grammaticalization of an oblique thematic roled anird, the ability ofle to behave
as the real internal argument of a predicate. Wmaiaanalyze each one of these facts that so far
have been studied separately without setting ughtberetic relationship that exists between them.
But we want to point out the fact that tleepredicate formation have to do with the evolutadrthe
le clitic pronoun in general, it is not a residualisolated process in the Spanish grammar, but a
highly productive syntactic process.

2.2. On formal status de

There are some other studies that explain the Liséitios in atypical contexts as a strategy for

filling gaps in the clitic paradigm or as a devicemake semantic or modal contributions to the
predication. One of them is the Recycling Cliticgdyhesis (Longa, Lorenzo and Rigau 1996) that
explains how some clitics in Romance language& aalan, Spanish or Gallego, can be recycled
within contexts in which there is not a constituawilable to produce some modal effects.

Other studied case is the one of Grewhrginal clitics Following an approach to the
composition of lexical entries based on Minimadssumptions Bibis and Roberge (2004) analyze
clitics that are not formally relevant for the pieation or that are syntactically defective and yet
they can contribute semantically. The general idedhat regular clitics can acquire a marginal
status as the result of an alteration of their firfeature composition which triggers compensation
from the semantics” (Bibis and Roberge 2004:2} thithe case dé and the grammaticalization of
the thematic properties of the oblique-dative thiznale. Bibis and Roberge propose that marginal
clitics include a semantic component that is nonhtbin the descriptions of regular clitics; andttha
the development of a semantic component in theddxeintry of a regular clitic is accompanied by a
fixation and/or reduction in its formal feature goosition, in the case & it loses its co-referential
status and include a new grammaticalized semantigponent. Themarginalizationoccurs with
the absence of a referential antecedent in theulise, and then there is nothing to legitimate the
formal features in the clitic lexical entry. Duettds absence, argument instantiation cannot occur,
but the clitic can contribute with the semantiomhation included in its lexical entry.
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Le-predicates bare clitic recycling becalsaffixation is a strategy to forfmocuspredicates
using a clitic which formal features are defectitres strategy involves syntactic saturation but no
a semantic argument instantiation, for there is neéérential antecedent; on the other haed,
predicates are also instances of semantic cliticritution in the spirit of the marginal clitics Hee
le locus makes a contribution to the predicate meaning. él@w le-predicates hold a formal
contribution, this is, the clitic is not syntactigaexpletive but saturates the internal argumera o
transitive verbal base. This fact makediffer from the Greekmarginal clitics le saturates the
internal argument of the verbal base but only stidally, and the Greek marginal clitics are
formally expletive. This formal contribution is nobserved for the cases of recycled clitics in
Longa, Lorenzo and Rigau (1996), in which casesetigeonly a modal effect.

Thele formal contribution as a non co-referential clisgossible because of the fact tleat
is not a typical clitic. Company Company (2004) safor instance, thale syntactic status is
ambiguous between an affix (i.e. the clitic is aldeadd thematic information) and a pronoun (i.e.
the clitic can saturate an internal argument). Tabavior is well explained by the Dechaine and
Wiltschko (2002) proposal: tHeclitics are ambiguous between DP and NP, theyfwaction either
as predicates or as arguments, and their bindatgssis that of free variablds:clitics just spell out
@ features, so they argPs. In the case dé the Formal features have been bleached (cf. Torres
Cacoullos 2002, Company Company 2004), neverthdlesdexical entry includes a new thematic
valuelocus sole can predicate over individuals (being a sort akagent marker) or over events
(being a verb modifier), this last phenomenon istle intend to demonstrate for the casele-of
predicates.

Thus, regardinde formal status we would say thk is a base generated clitic head (cf.
Jaeggli, 1982, 1986; Borer, 1984; Sufier, 1988; BabrSorin, 1990). Given thét is a 3 Person
pronoun its formal features are given by defauit Delfitto and Fiorin 2007), so the absence of a
referential antecedent doesn’t produce a crashanfdrmal features checking, and the clitic can
remain free (without a doubled) as an internal agtit argument of the predicate or as an extra
argument for the cases with intransitive verbalebasThe strongest evidence for the no co-
referentiality ofle in le-predicates is the fact that the clitic cannot hexdéphoric relationships with
other argument clitics (cf. (16)), however, theiclremains visible as a syntactic argument showing
clitic climbing (cf. (17)a-b).

(16) — ¢ Leabriste? — Si, *ya jabri /°Fya (le) abri.
— ¢ LE (you)opened? — Yes, *alreadyAct opened/ Already (LE) opened.
— “Did you le open? — Yes, *| already openedifi already (e) opened.”

(17) a. Quiero quée vayas trapeando desde ahorita.
(N-want that LE goes sweeping since right-now.
“l want you to be sweepitgfrom right now”.

b. Quiero que vayas trapeandaesde ahorita.

(N-want that goes sweepingLE since right-now.
“I want you to be sweepitgfrom right now”.
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Finally, we say thale semantic status is that of free variable (cf. ®elf2002), and
depending on the verbal context, it can behaverasdifier or as a pronoun. In the cases ofléhe
predicatede operates over the event as a modifier and statesvéocusthematic condition. This is
possible becaude includes some thematic/semantic information assalt of a grammaticalization
process concomitant to the loss of its co-refeaéstatus.

3. THE le-PREDICATES

We definele-predicates as those complex predicates formed tognaitive or intransitive verbal
base and e clitic that is non-(co)referential but occupie® thyntactic internal argument of a
transitive verbal base. We affirm tHatis a given syntactic argument and that the preéelisafully
interpreted even ife cliticization blocks the other arguments reali@atie.g. (18). And for the
intransitive verbal bases the clitic is appliedato agentive head, which also blocks the possible
cognate realization, e.g. (19).

(18) No puedo abrirle (*la boca /*a Luisa).
NEG (I)-can openLE *the moutBc / *to Luisaar.
“I cannot openle (*the mouth / *to Luisa).”

(19) Tenemos que bailarle (*la salsa) despacito prinleego, rapido.
(We)have to dancelLE (*thgalsaocnate) Slowly first, then, fast.
“First we have to dancée (*the salsa) slowly, and then faster.”

We propose thde is not a dative pronoun but a verb modifier. Timigdification introduces
some oblique properties to the predication relatgd the semantic properties of the oblique-dative
thematic role. In this section we will clarify wh#tese properties are and how the change of
meaning is produced in order to give a new predicderpretation.

Prima faciethere are two types dé-predicates depending on the possibility of ancutdi PP
to co-occur. Both cases are intransitive compl@digates, and the oblique PP is an adjunct and not
a real argument. We base our affirmation on the faat the erstwhile accusative PP l&
predicates is optional and the predicate is fuliteripreted without the PP (cf. (4)-(5) here (20)-
(21)). Further, there ate-predicates with transitive verbal bases that canaaccur with this PP,
e.g. (22), also the erstwhile accusative is atylyigaeceded by tha preposition, as well as it is
restricted to the post-verbal position and therg alao be extra material between the predicate and
the oblique as we can see in (23)a-c. Hence, wehsdiythe PP is in the periphery of the VP as an
adjunct.

(20) Le movi (al teclado) para ver si jalaba la compaotad
LE (I)-moved (to-the keyboard) to see if pulled tdoenputer.
“I moved+the-locus-of-the-movingt the keyboard to see if the computer was gomg o

(21) a. —Aver, levantale poquito para ver qué hay aebaj
To see, (you)-liftLE a-little to see what thesebielow.
“Let’s see, liftthe-locus-of-the-liftingso we can see what is below.”
b. —¢Alatapa?
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To the lid?
“At the lid.”

c. —Alatapa, nomas.
To the lid, no-more.
“Just at the lid.”

(22) Estuve buscandole por todas partes *a las llaves.
(N-was looking-forLE for all places *to the keys.
“I was looking forat-the-locus-of-the-lookingvery were *to the keys.”

(23) a. *Alacortina le jalé mucho.
*To the curtain LE pulled too-much.
*“At the curtain | pulled-the-locus-of-the-pulling@ much”

b. Le jalé mucho y demasiado fuerte (a la cortina).
LE pulled too-much and too strong (to the curtain)
“l pulled-the-locus-of-the-pulling too much andtetrong at the curtain”

We observe that the interpretation of the obliqu® iB not that of a participant in the
predication but it is the specification of someviwes information related with the predicate, and
therefore it always denotes specific familiar imh@tion (cf. (24)a). It cannot introduce predicate’s
participants, so that this PP can hardly be coreeteal with other argument pronoun .(€24)b).
This oblique PP can usually be replaced by the detnativeahi “there”, e.g. ((24)c) (cf. Torres
Cacoullos 2002), which indicates the place wheeedhent takes place and the scale within the
locus can be identified (cf. (24)c). So it is nobhage that the oblique PP is restricted to inateéma
surfaces, paths or scales, this is, they have Ntotypically denoting anncremental themécf.
Dowty 1991) ordifferential value(cf. Hay, Kennedy and Levin 1999)Animate Ns are typically
interpreted as arguments; therefore they cannaaams oblique adjuncts (cf. (25)).

(24) a. Voy a estar menéandole a la sopa / *una sopa.
('m)-going to be mixingLE to the soup / *a soup
“I'm going to be mixinge at the soup / *a soup”

b. Voy a estar menéandole a la sop® la quito, porque si no spega.
(I'm)-going to be mixing to the soup. Or &dc (I)-remove because if not, Ghr stikcs.
“I'm going to be mixinde at the soup. #Or | remove it, otherwise it sticks”

® Hay, Kennedy and Levin define the incremental @alfian argument regarding its boundedness: “.thede types of
telicity can be determined as a function of therumdness of the difference value defined over gepied scale
associated with one of the verb’s arguments, wtiereature of the scale depends on the lexical imgarfi the verb.
Against this background, the semantic object thedt lcorresponds to Dowty's incremental theme idaiet the
difference value (i.e., the measure of change atopgth of motion, in spatial extent, or in someeotscalar property).
From this point of view, the “incremental themepioperly construed as a measure of some propéey argument
of a verb,not an argument, although it may be expressed by amragt-like expression.” (Hay, Kennedy and Levin
1999: 142)
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c. Menéale ahi, por favor.
MixLE there, for please.
“Mix le there, please”

(25) Le apachurré a la bolsa / *a Astrid.
LE (she)-squeeze to the bag / *to Astrid
“Shele squeeze at the bag / *at Astrid”

We consider that the study of the oblique PP shasverhat the nature of the modification
produced bye is, this is, which properties in the predicate eaplain this behavior. We know that
the predicate imposes restriction over the nat@ithe oblique, then is expected that the complex
predicate holds more specific information thanwheant withoutle, and this information has to be
necessarily related with the differential value ated by the erstwhile accusative, then we say that
the verbal bases of the-predicates denote necessarily the role of difféaenalue®.

Other evidence of the previous affirmation is ilfased by thde-predicates with intransitive
verbal bases. In the case of intransitive verbakbawithle, there is also a change of meaning
respect to the no cliticized variant; the predicdémotes a more specific activity. The semantic
modification makes the predicate denote an actiiay involves a path or scale, that in these cases
is interpreted either as an event scale, i.e.,t afssub-events denoted by the verbal base, as an
intensity scale, -that is the degree of intenségated by the activity-, or as a conceptual patd; a
this constitutes the differential value of the peatk. This analysis predicts that predicates fagki
differential value are ungrammatical wilté cliticization; which is the case of the predicéte
dance” in its habitual sense (d26)) because the habitual meaning doesn’t implscale of
intensity of the dancing nor a set of sub-eventsdafcing. In the case of “dancla{ the
differential value within the locus is evaluatedaiscale of intensity that can be modified by an
adverb such asomo locog"like nuts”) (cf. (27)). Another example is (28), hdeemodifies the set
of running sub-events as the differential valuehe&f predicate, and indicates that there lscas
that is, some sub-events of the sub-events setnmiimg, then “to rule from some place to other”
doesn’'t mean “to go from a place to other by rughibut “to go from a place to another doing
repeated running events”; and for “to ga§shat involves a process of passing through a,pghe
differential value is the path of the event, and lttus may indicate a set of points of the scale.
This explain the fact that “to pass from the lakef! (29)) is not available fde modification since
it denotes an achievement that is a telic/boundedess without differential value; on the contrary,
if the predicate is interpreted as atelic as in),(8@e differential value is unbounded and can be
modified by thdocus,that is the set of points that are some partpth.

® An interesting point that we cannot explore instpaper, is the fact that the PP is always spedificit denotes
something that is already presupposed in the disegthis presuppositions are triggered by thegmes ofle and the
introduction of the new semantiocus property as part of the predication, i.e. the nmegthatle adds to the predicate
is related with the same thematic properties dehbyethe oblique PP, but they are not co-referérfitae oblique PP is
some kind of right dislocated argument that haslukgplaced in order to let the predicate be tlreigoof the sentence,
and it appears only when the speaker needs tofgpeaine circumstances about the predication, spatif those
related with thelocus This fact is also related with the use in Spardghhe prepositiora as a topic marker (cf.
Leonetti 2004) that is specially spread in the Marivariant (cf. Navarro-lbarra in progress).
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(26) *Me dedico a bailarle.
PRQuowm (l)dedicate to danceLE.
*| dancele as profession.”

(27) Estuvimos bailandole como locos toda la noche.
(We)-were dancingLE like crazy all the night.
“We were dancink like nuts the whole night.”

(28) Le corri de un lado a otro todo el santo dia.
LE (I)-run from one place to other whole the saiay.
“I run le from one place to other the whole saint day”

(29) ?No pude pasarle del lago.
NEG (I)-could passLE from-the lake.
?“l couldn’t pasde from the lake”

(30) No pude pasarle por el lago.
NEG (I)-could passLE by the lake.
“I couldn’t pasde by the lake.”

Assuming the Company Company (2004) grammaticazahypotheses, we say thkt
denotes what we calbcus which is the result of the grammaticalizationtloé oblique thematic
role. Then thdocusis the thematic information thé has grammaticalized and further introduced
to the predicate (c{31))'.

(31) Locus property of le-predicatesis a thematic property contributed by the cligg which is
defined as a set or configuration of all the poiatscases satisfying the particular condition
of denoting some part or point evaluated withindiféerential value of the verbal base

So far we have seen that both transitive and isiti@e verbal bases are object of event
modification byle affixation. This modification has to do with theedicates assimilation of the
locus property as we have defined it; the result is aargpecific event denotation than the non
cliticized variant. The new predicate denotes diviz with a locus In the 84 we propose that this
assimilation is due to the semantic pseudo incaitpmr ofle to the verbal base.

" At this point we have to clarify another importamintrast: the difference between a complex préelibavinglocus
and a simple predicate having implicit argumemtspredicates denote an abstrémtus for the event meanwhile
intransitive variants of transitive verbs denotaglicit arguments.
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3.1 The verbal bases t#-predicates.

An appropriate analysis of the argument structdrthele-predicates is a matter of a larger
discussion than the one we can offer here, howmeeewill consider some basic aspects that will
help us to understand better our goal in this papenely the semantic nature of theredicates.
Regarding the argument structure of the verbal assay that there are two typedespredicates:

a) le-predicates derived from change of state predicategs (32) (see also (1), (4), (5), (9)b, (12)b,
(15)c, (16), (18), (23)b, (24)a-c, (25)); andl&)predicates derived from transitive activities e.g.
(33) (see also (2), (7)c, (9)a, (10)b, (17)a-b) 2&d intransitive activities, e.g. (34) (see d£9),
(27), (28), (30)) that have a simple argument stmec(cf. Levin and Rappaport 1995, Rapapport
and Levin 1998, Levin 1999).

(32) ¢Le regresaste a la pelicula ?
(Did you)LEgo-back to the movieOBL?
“Did you go backle into the movie?”

(33) Quiero que le vayas trapeando desde ahorita.
(N-want that LE goes sweeping since right-now.
“l want you to be sweepinig-from right now.”

(34) En coche hay que rodearle mucho, mejor ve a pie.
In car has that roundLE much, better go by foot.
“By car you have to roundk a long way, it is better if you go by foot.”

The impossible verbal bases are the ditransitivsom whichle necessarily is interpreted as
a dative le is not introducing an extra argument) (cf. (38)k0le-predicates are ungrammatical if
the subject is a cause, the subject has to beant dgectly involved in doing the action, thisais
external cause in the sense of Levin and Rappdp®85) and Rappaport and Levin (1998). (cf
(36)); le-predicates cannot denote predicates with bountdtechial arguments, then, if the predicate
requires the telic interpretatiole-predicate formation is impossible (¢87)); finally le-predicates
are also impossible with stative verbal bases (@8)). Hence, we observe tHatpredicates are
only possible with agentive activity verbal badest tdenote a differential value as a property of it
internal argument or as part of its idiosyncratieaming, this is, an unbounded activity. (efay,
Kennedy and Levin 1999, Levin 1999).

(35) *¢Qué quieres regalarle este afio? (Ol 1§ co-referential with a Patient)
What (you)-want givLE this year?
*What do you want to givée this year?”

(36) *El viento le cerro a las ventanas.
The wind LE closed to the windows.
**The wind le close at the windows.”

(37) *Le vas a encoger si lavas.
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LE are-goint to shrink if wash.

**You le are going to shrink if you wash”
(38) *Le estoy muy cansada.

| LE am too tired.

*| le am too tired.”

The change of state predicates are identified aitlomplex argument structure, they express
a change in a sub-event subordinated to a causeveuly; each one of the sub-events in the
argument structure is identified with a participansemantic argument, that are the subject and the
theme respectively, these arguments have to beaftyridentified, this is required by thergument
Realization ConditioffARC), Levin and Rappaport 1998 (¢39)).

(39) Argument Realization Condition ARC
a. There must be an argument XP in the syntaxdoh structure participant in the event
structure.
b. Each argument XP in the syntax must be assalwitd an identified sub-event in the
event structure.
(Levin & Rappaport 1998, cirheta criterion stated in Chomsky 1981)

Le-predicates are used in order to denote just “tiegdof the action” (cfTorres Cacoullos
2002) and the affected object is not relevant, ls® dnly information available is that which
concerns to the activity itself. This is reflectémimally by the semantic suppression of the
participant of the change of state sub-eveetpredicates formation seems to contradict this ARC
given thatle is not associated with a formal participant, reitiyntactically expressed nor implied
(cf. (40)). Hence, in order to explain theepredicate formation without violating ARC we hawe t
account for the absence of one of the participaptaintaining thake is a syntactic argument that
causes verb modification. This modification actgrothe whole argument structure: it affects the
cause sub-event and the change of state sub-evehthe predicate becomes an activity that needs
an agentive subject. We maintain thaais a syntactic argument, since we observe lthabtuses
accusative and dative blocking, it remains cliticnbing and it is impossible with unaccusative
predicates that have an internal cause, this is, ititernal argument is necessarily and
idiosyncratically a interpreted as a participant.

(40) Vamos a estar limpiandole todo el dia.
We-are-going-to be cleaning LE all the day.
*\WWe are going to be cleaningomethinghe whole day”
“We are going to be cleaning-up the whole day”

In the cases of activity predicates, tegredicate formation is even clearer. Given that we
have a simple agentive argument structuespredicate formation only modifies the activity
component by stating tHecuscondition. In most of the cases tloeusis interpreted either respect
to the event itself as a set of sub-events, ore@sp a scale of the intensity of the event, dhiwi
an abstract path (cf27), (28), (30) respectively).
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We observe that the lexical-syntactic formationlespredicates is motivated by the lexical
properties of the verbal bases since its formatlepends on some lexical requirements as an
activity sub-event and the possible interpretabba differential value. This differential value as
thematic property of the internal argument of adprate that implies that the argument’s property is
that of a gradable scale or path (cf. Hay, Kenrmay Levin 1999). And for intransitive predicates,
the scale or path (differential value) is partlu# tdiosyncratic meaning of the verb. Intransitiass
to “to be born”, “to die” don’t imply a differentiavalue as part of its idiosyncratic meaning, and
then they are not available fde-predicate formation. Moreover, there are some Hiem
constraints that interact with the sentential sgintastructure of the predication, this is, the
triggering of the subject agentive interpretatistmjch we consider to be related with the syntactic
behavior of thde clitic as an applicative head. So far we don’tédhavcomplete analysis for this
fact, but we suspect that theinvolves an empty projection in the extended syntax that allows the
external argument to be interpreted higher as antggf. Navarro-lbarra in progress).

According to the Levin and Rappaport 1995, Rappapond Levin 1998, Levin 1999 and
Demonte 2002 classification we say tHatcan modify, a) simple verbal bases or activitlest tare
unergative predicates and transitive predicatels alilique internal argument (dfevin 1999), and
b) complex verbal bases with differential valueattlare change of state predicates externally
caused, and intransitives with path and directionflated. Andle cannot modify states, change of
state predicates, internally caused predicatesanditives and intransitives without path and
direction conflated, this is, predicates lackinfjedtential value.

Finally, argument structure modification has alspercussion regarding the oblique PPs
realization. We saw that PPs are not objects, teearedatives, but they denote the specific
differential value of thée-predicate, so they cannot express the objectcbiage of state, but just
the scale or path of a differential value. Thery@talar erstwhile accusatives can be dislocased a
oblique PPs ie-predicates, because they express the properheahternal argument, but not the
argument itself. After modification, this “scalapgroperty or differential value of the argument
become simply the property of the predicate, aipate without a theme.

This shows us how the argument realization interasith the argument structure
interpretation, i.e. some verbs depend on thenateargument formal nature in order to determine
its argument structure. Thus, verbal bases as fit@was well as “to move” can be either activity
(unbounded) or change of state predicates (boundatpnly the activity interpretation is available
for le-predicate formation, the one with no affected otggeas we see in (41)a-b and (42)a-b.

(41) a. Mejor le escribo con negro. (Activity contexts)
Better LE (I)write with black.
“I rather le write with black.”

b. *Le escribiré a la carta. (Construction/consumpitontexts)
LE (I will)write to the letter.
*1 will le write at the letter.”

(42) a. ¢Le mueves tantito a la antena? (Activity cdas)e
(Do you) LE move a-little to the antena?
“Do you le move a little bit at the antenna?”
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b. *Muévele a esos muebles. (Transference contexts)
MoveLE to that furniture.
“Movele at that furniture.”

4. Le VERB MODIFIER

So far, we have seen tHatpredicate formation has to be explained by me&esyent modification
(80), as syntactic evidence we have observedléhi visible in the syntax since-predicates
remains clitic climbing, and they are implicated anproductive process of complex predicate
formation. We have argued tHatproduces syntactic verbal base saturation, basdteofact that

in the le co-occurrence both accusative and dative argumaetdlocked, also cognates cannot
appear. Furthermore we observe that in some casesstahile accusative object is dislocated to a
PP head in the periphery of the VP, this erstwadeusative is reinterpreted as an oblique adjunct
and it cannot introduce any participants; PP dentbte specific scale or path within the meaning of
thele-predicate can be identified.

As semantic evidence we know tHatis neither co-referential nor anaphoric, so itveso
inability to support discursive anaphora. Also &hé a change of meaning whenoccurs: the
predicate is an activity that, in the case of titaresverbal bases, loses its theme argument;ishis
replaced bye that indicates an operation of modification thmatalves the introduction of tHecus
as a function denoting the set of cases satistyiagondition of being a part or a point in a scale
path.

Last, we saw thde-predicates are only possible with agentive corsityas, and they denote
activity predicates that include a process sub-ewetheir lexical structure or a gradable property
that is normally identified with an internal argumh@r an abstract path as part of their idiosymncrat
meaning. All, the process sub-event as a set oksahts and the gradable meaning as an abstract
scale or path, are interpreted as the differentdlie of the verbal base that is the set where the
locuscan be interpreted.

In the view of these facts we assume some lexygahstic and lexical-semantic approach
that explains syntactic saturation and thematioterpretation, at the time that allows us to assum
complex predicate formation as a syntactically podicve phenomenon. We propose thais a
case of event modification by Semantic Pseudo paration (SPI) (cf Dayal 2003, for Ns
incorporated in Hindi; Espinal (to appear) for Qaeclitics incorporated and Espinal and McNally
2007, for Bare Nominals incorporated in Catalan 8pdnish). We assume this semantic pseudo-
incorporation approach ever since it describes ¢exnpredicate formation without assuming
syntactic incorporation and explains event modiiora of a @P (XP) visible as a syntactic
argument.

Other semantic incorporation approaches proposereferential thematic objects °Xas
syntactically base-generated inside the verbal ¢éexnf,V+N]. The N constrains the internal
argument of the incorporating verb, and this issexitially closed. (van Geenhoven 1998, for Ns
incorporated in Inuit). Meanwhile, pseudo-incorgmna proposes that a non-referential XP denotes
a property that modifies the incorporating veyp VY NP]; also it accounts for theme suppression as
a consequence of the non-referential syntacticraegu saturation, i.e. XP syntactic saturation does
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not involve an existentially bound theme, but rataesuppression of the theme argument (Dayal
2003). SPI goes further than argument restricti@amng (cf van Geenhoven 1998, Chung and
Ladusaw 2005) because it involves modification he# twhole verbal base, and not only for the
internal argument interpretation (¢43)).

(43) Semantic Pseudo-Incorporation (Dayal 2003):
XAy Ae [V(e) & Ag(e)=y & Th(e) = x] (transitive verb)
MP<e,t>Ly Ae [P-V(e) & Ag(e) = y &Appropriately-Classificatorfe)] (incorporating verb)

Nevertheless, we have to adapt SPI in order toagxphtransitive cases, previous analysis
only treat transitive verbal bases, and we havl banhsitive and intransitive incorporating verbs.
As well we have to account for the fact tleatlenotes a thematic condition, i.e. thematic progert
and not individual properties. Finally, we wantdiarify what is “P-V” in the Dayal’'s analysis
avoiding the Appropriately classificatory conditi¢ef. Dowty 1979), instead we have to articulate
thelocuscondition.

4.1 LeSemantic Pseudo Incorporation

In the line of what we discussed in 80 we say ixgredicates are intransitive-alike complex
activities. We based our dissertation on the faat this argument structure ensures the argument
requirements of thée-predicates: an activity denotation that is asdedid@o the interpretation of a
process sub-event to be the host for lbaus property import, an external agentive argument
subject, and an argument protection for lheyntactic argument or the possibility of the cdgna
realization. We also know th&ét is a syntactic argument that is not a semantitggaeint but an
event modifier, and sinde denotes only thematic properties it cannot go uedestential closure
operation because there is not individual propeetyotation.Le introduces a thematic condition to
the predicate that triggers a modifying operatio; call this conditioocus as defined in (31),
likewise we affirm that this property states thse-conditions (44):

(44) Locus conditionsi. thele-predicate focuses a part or a point on a patleaesii. this path or
scale constitutes the differential value of a velase, and iii. an agent has to be the actor of
the event.

We show a contrast between a non-incorporated gatiwith oblique dative and le-
predicate in (45)a-b in order to illustrate the hmaasm of the complex predicate formation. We
notice that "to returie” is comparable to the transitive case respechéointerpretation on “the
movie”. In the non-incorporated cakeeis being used to add an oblique argument to tkdipate
that holds a differential value for the identificat of the internal argument, i.e. “the movie” et
scale of “the piece”, this is an anterior phasetha grammaticalization process described by
Company Company (2004). This same relationshipshfad thele-predicates, but in this case it is
only the condition of denotinsome part of a scale’what remains, it doesn’'t depend on the
argument interpretation, becausehas incorporated this condition as part of a cempredicate.
Thelocusis not a participant but an operation to be apptieer the verbal base, and “to go Hatk
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means something as “to go back to some part oegqmath or scale”, and “at the movie” is just the
specification of the differential value of the picate.

(45) a. Leregres6 un pedazo a la peligula (non incorporated le)
ClLog. returned a pieggc to the movieg,.
“He rewinded a piece of the movie.”

b. Le regreso a la pelicula. (incorporated le)
LE returned to the movie.
“He went backto-the-locus-of-the-actioat the movie.”

We propose that an event denoted by a verbal daseorporating thdocus property is
modified into ae-predicate if and only if: id is a transitive or an intransitive verb with atemmal
argument available for syntax saturation or arguraegmentation and denoting a differential value
property; ii.le is a syntactic argumegP that doesn’t introduce Xx, but alocus operatiomP as
we define in (31) and (44); and tle clitic is interpreted as an event modifier, whigtoduces
theme suppression and blocks the other possibierangt realization. This process is what we call
le modification by Semantic Pseudo-Incorporation (46)).

(46) Lemaodification by Semantic Pseudo-Incorporation:
Possible verbal bases:
AeAyAx[V(e) & Oi(e)=x & Oy(e)=y]
Aerx[V(e) & O1(e)=x]
le-predicates:
APAeAx[V(e) & Ag(e)=x & P(e)de. AP (Locuge) < Differential Valude))]

Then, we have shown that both transitive and isitese non-stative and non-internally
caused verbal bases are possiblddqredicate formation (cD); these verbal bases introdueas
one of its arguments, which activates an operati@at affects the whole syntactic argument
structure. This operation modifies the subject argnt and the possible internal arguments, stating
that the subject has to be an agent and that & evust havéocus (instead a theme). This mode
of composition shows a syntactically productivegess, and explains how tlh&cus can derive
presuppositions of a concrete differential valueeng thatle is syntactically activated and it is the
carrier of thelocus property. This presupposition can be materializgdneans of the oblique PP,
but just as the specification of the differentialue, i.e. as adjunct constituent.

5. CONCLUSION

We have described the general usagke afitic in Mexican Spanish.e can be used both, as a co-

referential clitic, and as a no co-referential éwendifier clitic. The last case derive what we éav

calledle-predicates. We have stated that ax@semantic status is that of free variable, somgthin

between an affix and an argument, and dependirtgenerbal context it can behave as a predicate

or as an argument. In the cases oflépredicatesle predicates over the event as a modifier and

states some new properties for the predicate. Thigossible becausée includes some
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thematic/semantic information as result of a graticabzation process concomitant to the lost of
its co-referential status, which allow the clit Ibe recycled as a syntactically productive event
modifier.

Both transitive and intransitive verbal bases asesgptible to undergo event modification as a
result ofle affixation. This modification has to do with thesamilation of thdocusproperty as we
have defined, the result is a more specific evemothtion than the no cliticized variant, which
meaning includes a thematic condition that stdtasthe event must hal@cus

We also proposed some lexical requirements owehgal bases in order to detpredicates
formation: the presence of a process sub-eventviagian the event structure, an internal argument
available for syntactic saturation (an Accusataeé;ognate or PP locative), and the possibility on
the verbal base of denoting a differential valugrddsitive verbal bases cannot deriggredicates
because its formation would violate of the ARC, antly agentive subjects are permitted, because
they are actors of process events lmedsrealization. Transference, construction, consuompand
final state achievements, don’t involve differehtialue, hence these events are nor availablesfor |
predicate formation.

Finally, we proposed Semantic Pseudo-Incorporatisnthe mode of composition fde-
predicate. SPI involve th& syntactic interpretation as the argument of thebalebase, this
activates a predicate operation of modificationisTaperation modifies the subject argument and
the possible internal arguments, stating that thgest has to be an agent and that the event must
havelocus This mode of composition shows a syntacticallydoictive process, and explains the
presence of the oblique PP as the specificatidardiftial value presupposed by theredicate.
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On past participle agreement in transitive
clauses in French

ANDREW RADFORD AND MICHELE VINCENT

Abstract

This paper provides a Minimalist analysis of paattigiple agreement in French in transitive
clauses. Our account posits that the head v ofrvBuch structures carries an (accusative-
assigning) structural case feature which may agpligh or without concomitant agreement)
to case-mark a clause-mate object, the subject oefective complement clause, or an
intermediate copy of a preposed subject in speci@Rtructures where a goal is extracted
from vP (e.g. via wh-movement) v also carries ageeteature, and may also carry a
specificity feature and a set of (humber and gendgreement features. We show how these
assumptions account for agreement of a participte @ preposed specific clausemate object
or defective-clause subject, and for the absena@gofement with an embedded object, with
the complement of an impersonal verb, and withsiligect of an embedded (finite or non-
finite) CP complement. We also argue that the atesai agreement marking (in expected
contexts) on the participles failse and laissg; in infinitive structures is essentially viral in
nature. Finally, we claim that obligatory particgplagreement with reflexive and reciprocal
objects arises because the derivation of reflexiveslves A-movement and concomitant
agreement.

1. DATA TO BE ACCOUNTED FOR

In French transitive clauses containing the tens#iary avoirnaeand a complement headed
by a past participle, the participle (oold) optionally agrees in number and gender with an
(underlined) preceding direct object in structuiks that in (1) below, so that the participle
can either be spelled out with the same number&gepiperties as the object, or be spelled
out in the default (masculine singular) form:

(1) Quelles chaises il@peint/repeintes?
Whichp chairsp| he has repaintedy/repainted p
‘Which chairs has he repainted?’

" University of Essex

We are grateful to Anna Maria Di Sciullo, Ur Schéég and other members of the audience at the 1GG
conference for helpful comments on an earlier drhfhis paper. Abbreviations used here are asvia! Acc =
accusative; Agr = agreement; C = case; Dat = dalite¢ = default; EF = edge feature; F = feminin¥, #finite
verb marker; G = gender; OM = object marker; M =dgldine; Pl = Plural; R = reflexive/reciprocal; S =
subject; Sg = singular; Sp = specificity; T = tense unvalued; 1 =®iperson; 5 = belonging to gender class 5.
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However, there are a number of conditions whichegowparticipial agreement in structures
with avoiryawe Firstly, a participle can only agree withpaecedingdirect object (as in (1)
above), and not with a following (e.g. in situ) et like that underlined below:

(2) Il arepeint/*repeintes ces chaises-la
He has repaintesl/repainted p those, chairs pi-there
‘He has repainted those chairs’

Secondly, a participle can only agree with a pregespecificexpression as in (1) above, not
with a non-specific one as in {3)

3) Des mesures pareilles, il arsouvenpris/*prises
Some, measuresp, similarg p;, he some has taken often
‘Similar measures, he has taken (sorftepd

However, (as noted by Grevisse 1964: 718, and Beltbel997 8136) a participle cannot
agree with a preceding object in impersonal se®sach as the following:

4) Quelles chaiseasleur afallu/*fallues ?
Which: p; chairsp it to.them has neededneededp
‘Which chairs did they need?’ (more literally ‘wasequired for them’)

Furthermore, agreement of a participle with a moobjct is a local operation in the sense
that a participle in a higher clause cannot agretle avdirect object extracted out of a lower
clause — whether out of a finite clause as in {&pw, or out of a non-finite clause as in

(5bY*

(5) a._Quelles chaisdlsa dit/*dites qu’il a repeint/repeintes?
Which: p| chairs p| he has saigkdsaid- p that he has repainteg/repainted p
‘Which chairs did he say that he heygainted?’

b._ Quelles chaisdisa dit/*dites avoir repeint/repeintes?
Which: p| chairsp| he has saigk{said- p havey repainteg@edrepainteg p,
‘Which chairs did he claim to haepainted?’

Likewise, agreement is not permitted with the ested subject of a finite clause as in (6a)
below, nor with the extracted subject of the irfidl complement of an epistemic or
declarative verb likéliresayas in (6b):

(6) a. Quelles sont les chaismsil a dit/*dites qui ont abimé le tapis?
Which are thg chairs p that he has saigd{said- p that have ruined the carpet?
‘Which are the chairs that he saalé ruined the carpet?’

! See Obenauer (1994), Richards (1997), and Dépge8J for relevant discussion.

2 Reintges, Le Sourd and Chung (2006) claim tha@Adgreement typically involves either the highastbe
agreeing with a moved wh-phrase or all interverpngpbes doing so. However, participle agreementreanéh
appears to involve only agreement of khveestprobe.
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b. Quelles chaisdisa dit/*dites étre plus confortables?
Whiche p; chairs p; he has saigkdsaid- pj be more comfortable
‘Which chairs did he claim to be m@omfortable?’

By contrast, agreement is optional with an exthcEeECM (exceptionally case-marked)
subject — e.g. with the subject of the infinitvadmplement of a verb of perception (like
VOirsed as in (7a), and with the subject of a small claamaplement of a verb of judgment as
in (7b):

(7) a. Quelles chaiséisa vu/vuestomber dans la piscing?
Which p chairs p; he has seegiseen p fall in the pool?
‘Which chairs did he see fall intetswimming pool?

b. Quelles chaiséla trouvé/trouvéesplus confortables?
Which chairs he has fogaffound- p; more comfortable
‘Which chairs did he find more contible?

And yet agreement is not possible with the embedsidgect or object of an infinitival
complement of the causative vddirenaeas in the example below:

(8) Quelles chaisata fait/*faites tomber/réparer?
Which: p chairs: py he has madg/made p, fall/repair?
‘Which chairs did he drop/have repairéd?

In transitive participial structures containing aflexive/reciprocal pronoun (= R), the
auxiliary used isétrg,e and agreement data are essentially similar, Saae agreement is
obligatory where the preverbal accusative is arrdtgun, as in the example below:

(9) Elles se sontouverteg* couvert
TheyRg p are coveregdp/covereges
‘They have covered themselves/each’other

A wide range of accounts have been proposed oficgdet agreement within earlier
frameworks (see e.g. Sportiche 1988; Kayne 1989;1903, 2001; Chomsky 1995; BoSkbvi
1997; Richards 1997; Déprez 1998). This paper eatsto provide an account of the
morphosyntax of transitive participles in Frenctihivi the recent version of the Minimalist
Program outlined in Chomsky (2005b, 2006) and Mayeg (2005, 2006). Key theoretical
assumptions underlying our analysis are outlinethénnext section.

2. THEORETICAL ASSUMPTIONS

Chomsky (1998, 1999, 2001, 2003, 2004, 2005a) la®ldped a phase-based model of
syntax in which syntactic structures are built uye ghase at a time (phases including full
clauses/CP and transitive verb phra#eps/ In recent work Chomsky (2005b, 2006) and
Miyagawa (2005, 2006) have argued that the head phase is the locus not only of P-
features (i.e. peripheral features relating to progs such as topic, focus and scope) but also

3 Although feminine gender agreement marked by ‘netiter feminine participles likeue(s)'seen’ is inaudible
in standard varieties of spoken French, Ur Schignskints out to us that there are dialects of Hneimcthe
eastern part of France where it is audible.
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of A-features (i.e. agreement features). Eviddoc€ being the locus of agreement features
comes from the phenomenon of complementiser agmgef8ee Rizzi 1990, Haegeman 2002,
Boeckx 2003, Carstens 2003, Kornfilt 2004, Miyaga®@05). For example, Haegeman

(1992: 47) notes that in West Flemish ‘the completiser of the finite clause agrees in

person and number with the grammatical subjedi@&entence it introduces’, as in:

(10) Kpeinzerdankik morgen goan
Think thatsyl tomorrow go
‘| think that I'll go tomorrow’

Miyagawa (2005) argues (on the basis of data froakeB 2003) that in Kinande, a
complementiser may agree with a fronted objece(that underlined below) which moves to
spec-C, e.g. in a sentence such as the following:

(11) Eritundan-ari-gul-a
fruig, 1Sg9.S-T-OMbuy-FV
‘The fruit, | bought it’

He notes that C-agreement is only possible wherettiacted object is specific/definite. He
concludes (ibid) that ‘Agreement occurs on C (ursa#ly)’. However, he maintains (p.4) that
(in Indo-European languages) ‘agreement on C magofse down from C to T’, thereby
accounting for the fact that in finite clauses sastthe CP bracketed below:

(12) 1 know Ep[cthat] [rpshe [ is] lying]

it is the present tense T-auxiliailsywhich overtly inflects for agreement with the sdijshe
rather than the complementigbat

In the same way as a phase head like C ipthes for agreement, C is arguably also the
locus of case (see Radford 2004: 134-140). For pigmnwhereas the infinitive subject in an
English clause like that bracketed in (13a) belsvassigned accusative case, the infinitive
subject in the bracketed Spanish clause in (13833gned nominative case:

(13) a. [Fometo stand as a candidate in the elections] wouldirea lot of money
b. [Parayo presentarme a las elecciones] seria necesarioonaliicéro
For | present.myself at the elections would.be ss@egy much money
‘For me (literally: ‘I') to stand as a candidatin the elections would require a lot
of moneyMensching 2000: 7)

The difference in the case of the italicised suisje the two bracketed infinitive clauses
would appear to correlate with the (accusativeaminative) case-assigning properties of the
underlined complementisers heading the relevanpl@es. If case features (like agreement
features) can percolate down from C onto T in IBdwepean languages, T can inherit the
relevant case feature from C, and case can thek wdandem with the EPP feature on T to
trigger movement of the subject to spec-TP (ghas an accusative-assigning case feature
which it hands over tto, and the case feature tmworks in conjunction with its EPP feature
to trigger movement to spec-TP of closest nominaito case-mark$)

* The idea that structural case assigners carrsa femture of some kind (e.g. a finite T carriesominative
case feature) is found in Chomsky (1981), and dgp&atl within the Minimalist framework in Adger (280
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The overall conclusion to be drawn from this settis that there is evidence that
phase heads like C are the locus not only of Rifeaf but also of A-features. However, in a
language like French, a phase head hands overféatéres to a subordinate A-head.

3. PROPOSED ANALYSIS OF FRENCH TRANSITIVE PARTICIPL E AGREEMENT

This paper proposes an analysis of French pari@greement based on the following set of
assumptions:

(14) In atransitive/P headed by a past participle serving as the congrlieofavoiraye

0] The lexical verb originates in V and subseqliembises to adjoin to a
participial light verbv, so ensuring that the verb is spelled out in gi@pial
form.

(i) v can carry an edge feature/EF, and if so may asoy @an uninterpretable
specificity feature. Ifv has both an edge feature and a specificity feattire
attracts a specific (i.e. definite/D-linked/topisald) goal to move to the edge
of vP; if v has an edge feature but no specificity featurattitacts a non-
specific goal to move to the edgevéf

(i) If v has a thematic external argumantan carry a structural (accusative) case
feature which enables it to value an unvalued das¢ure on a goal as
accusative.

(iv) If v has specificity and accusative case featuresant also carry a set of
(number and gender) agreement features.

(V) Agreement features anobligatorily percolate down onto V and pied-pipe t
(accusative) case feature on V with them.vlonly carries case and not
agreement, the case featurevavptionally percolates down onto V

(vi)  Two or more uninterpretable features on thee head target the same goal

(vii)  Any goal in a non-thematic position on thédge of a phase is inaccessible to a
non-phasal head, and any goal in a non-thematitiggo®n the edge of a non-
phasal projection is inaccessible to a phase Headdessibility Condition

Before proceeding to the analysis French particggleeement, we comment briefly on some
of the assumptions made above.

In relation to (14ii), it should be noted tilaere is quite a lot of research arguing that D-
linked expressions behave differently from othenstituents under A-bar movement (see e.g.
Pesetsky 1987 and Cinque 1990), perhaps even hawiiiferent ultimate landing site (e.g.
with D-linked wh-expressions moving to the edge aofTopic Phrase projection as in
Grohmann 2006, and focused wh-expressions movingh¢o edge of a Focus Phrase
projection as in Rizzi 1997).

In relation to (14iii), it can be argued oonceptual grounds that (in transitive verb
phrases) the light verls is the locus of accusative case assignment: tagoreis that a
complement of V can only be assigned structuralisettive case ¥ has a thematic external
argument and not if (as in unaccusative or passivk phrasesy has no external argument.
Since both C constituents (like Engliglr) and T constituents (e.g. like the English aurylia
will) can assign case, we assume that (in much thewag)eeitherv or V can in principle be
a probe for case assignment.

® An alternative assumption would be that when vaats a non-specific expression, it carries anotbature
which works in tandem with the edge feature on attoact a non-specific expression. Since this enatill not
be central to the content of this paper, we seleatsiis possibility here.
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In relation to (14iv), it should be noted ttllae association between accusative case and
specificity is independently motivated by the fdbat in languages like Romanian and
Spanish, we find a special case-marking partipkeif Romanian,a in Spanish) used to
introduce a specific animate accusative noun omqua expression. Furthermore, the
suggestion of a link between specificity and agresims independently motivated by the
Kinande data in (11).

Note that an idea which is implicit in oursamption in (14iii-iv) thatv can carry an
accusative case feature without carrying agreefieattires is that case-marking can operate
independently of agreement. The possibility of aisating case from agreement has been
argued for in relation to Modern Greek (latrido®38 Ancient Hebrew (Mensching 2000),
Bantu (Carstens 2001; Henderson 260&)d Lithuanian (Franks and Lavine 2006).

The assumption in (14v) that agreement featobligatorily percolate down fromnonto
V is in line with recent assumptions made in Choyn&005, 2006) and Miyagawa (2005,
2006), and reflects the widespread assumptionthiegt are A-features which are associated
with an A-head. The assumption that percolatinggemgpent features obligatorily pied-pipe a
case feature along with them reflects the closatio#l assumed to hold (e.g. in Chomsky
2001) between case and agreement. It may be thadlgigon comes about because case and
agreement are both A-features, and different Adfiest on different probes cannot target the
same goal.

Assumption (14vi) can be regarded as an ewanof theOne Fell SwoopCondition
proposed in Chomsky (1998, p.40) to the effect thattiple ¢-features on a probe cannot
target different goals: the condition here is egezhto all uninterpretable features on a probe.

Thelnaccessibility Conditior(14vii) is essentially a reformulation and generalisatibn o
the No Mixed Chaingonstraint of Chomsky (2005b). Empirical support$uch a condition
comes from the ungrammaticality of English sentsrsteeh asWhat was wanted to happen?
In such a sentence, a copy of the unaccusativecwidjat will undergo wh-movement to the
edge of the CP phase in the infinitival complem#atise, and a series of subsequent merger
operations will generate the following structure e matrix CP phase (the agreement
features of C percolating down to T, amdline font marking constituents which underwent
Transfer on the embedded CP phase):

(15) [cplc 2] [t be] wanted {p what [ @] to happen]]]

Given the ungrammaticality diVhat was wanted to happeitds clear that some condition
must prevent the agreement features on the noraphasctional head T from probing and
locating the wh-wordwhat on the edge of the CP phase as a possible goalwBat
condition? The answer suggested in (14vii) is th@oal in a non-thematic position on the
edge of a phase (likevhatin 16) is inaccessible to a non-phasal head (likeeTn 16),
thereby correctly predicting that the resultingteane is ungrammatical.

In 884-10 below, we show how the assumption$§l4) enable us to account for the
properties of agreement in structures of the fauwir,,,stpast participle

4. AGREEMENT OF A PARTICIPLE WITH ITS OWN OBJECT

As illustrated in (la)uellesyhich chaiSegnairs ilhe 8has repeintepainted.ef/f€PEINtESRpainted.F.A7
‘Which chairs has he repainted?’ a transitive pge optionally agrees with its own object

® As we see below, the converse dissocation doe&aldt in that a probe agrees with an expressioittwit
structurally case-marks, and having an unvalue@-teature is what typically makes a nominal actioe
agreement.
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when the object has a specific interpretation (ileen definite/topical/D-linked). In the light
of the assumptions made in (14) above, considet wilbhappen when a series of merger
operations have derived tkhE shown below:

(16) [rilhe[v 2] [ve [v repeindr@pain] quellesich chaiseghaird]

Let us suppose that the light varlgcarries an edge feature and a specificity featia€14ii),
a structural accusative-case-assigning feature(14aii) by virtue of having a thematic
external argumernitye, and a set of number+gender agreement featur¢$4by), and that a
series of merger operations on tliephase have generated the following structure:

(17)  Leilne [va] e [vrepeindrepain] [opquellesinicn chaiseghaid]]

[u-Sp] [specific]
[EF] [PI-N]
[u-N] [F-G]
[u-G] [u-C]
[Acc-C]

In accordance with (14v), the case and agreemeanttriss ornv percolate down onto V, so
deriving:

(18) [pilne [ @]  [e [vrepeindrepain] [opquellesiich chaiseghaid]]

[u-Sp] [specific]

[EF] u-NJ [PI-N]
[u-G] [F-G]
[Acc-C] [u-C]

The number and gender agreement features on V a@teeds (as feminine plural) via
agreement with the wh-QP goguellesnich chaiseswairs and conversely the wh-QP is
assigned accusative case by V. The edge and sjtgciatures orv work in tandem to
attract the specific wh-QP to move to the edgeRdf The agreement-marked V raisesvio
with the result that the participle is ultimatelpefied out in the feminine plural form
repeintes.The derivation continues in a conventional fash@ig. with the subject raising to
spec-T, and the wh-phrase raising to spec-C), atehg deriving (LaQuellesich chaiseghairs
ilhe 8nas repeintegpained.r./ — @ Sentence containing an agreeing past pa#iciphe
corresponding sentence without participle agreenf@onitaining the default participle form
repeinber) has an essentially parallel derivation, save tiatagreement features specified to
be optional in (14iv) are absént

Where the goal is a specific accusative clitic,hsas the third person feminine
singular cliticl(a) in:

(19) Il'a déjarepeinte/repeint
He it- sghas already repainteggrepainteghes
‘He’s already repainted it’

" Given that the Antilocality Constraint of Boeck¥007: 110) specifies that ‘Movement internal torajgction
counts as too local, and is banned’, V cannotcitimd-QP to move to spec-VP.

8 An empirical question which arises in relationtie agreementless structure is whether the acvasagise
feature remains onor lowers onto V. We assume that wherarries no agreement features, there is no need fo
its case feature to percolate onto V.
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the derivation will proceed in an essentially sanilashion, save that the clita; will adjoin

to the head of vP (rather than moving to spec-vP), and will subsetly excorporate out of
v and adjoin to the T-auxiliarghas (With the clitic being spelled out in the contedtforml’).

It would seem that for many speakers, participlee@gent (while not being obligatory) is
more likely to be marked with a preposed accusatlite than with a preposed accusative
nominal. This may be related to Chomsky's (1999:r&juirement that morphosyntactic
features should be ‘easily detectable’. Third persimgular accusative clitics likey.sq and
lar sglose the final vowel that overtly marks their genth structures like (19), and hence the
only way for gender to be detectable is to mardnithe participle. Likewise, first and second
person accusative clitics are not overtly infledi@dgender, so participle agreement provides
a way of ensuring that their gender propertiesatectable.

An interesting question raised by the analysketched above is why a preposed
expression which moves to the edge/®fshould not simply stay there, rather than hating
move on subsequently. Luigi Rizzi in recent workg(®.9. Rizzi and Schlonsky 2005, Rizzi
2006) has argued that moved constituents keep ammantil they reach ariterial position
(at which point they are frozen in place). By thig in effect means that a constituent is
frozen in place in a position where it satisfiesneocriterion imposed by the semantics
interface (e.g. an interrogative wh-expression nmmst/e into a position where it is the
specifier of an interrogative C). A plausible exdgiem of thisfreezingcondition would be to
suppose that any moved constituent which comesdopy a position where it satisfies some
criterion imposed by the PF interface (e.g. theuregnent for an affix or clitic to be attached
to an appropriate host) is likewise frozen in plakecordingly, we can say that a constituent
is frozen in place when it occupiescdterial position (i.e. one satisfying some criterial
property of the semantics or PF interface). If wppmose that the edge @® is not a criterial
position in French and that only constituents ogoup a criterial position can remain in
place, then it follows that no constituent whichves to the edge of° can remain there, but
rather any such constituent must move on untdaches a criterial position.

5. ABSENCE OF AGREEMENT IN IMPERSONAL STRUCTURES

As noted earlier, there is no participle agreemi@nimpersonal structures such as (4)
Quellesich chaisesgnairs ilit 1€Urio them 8@nas falluneeded.odf* fallueSieeded.F.ri? The reason why the
participlefallu ‘needed’ cannot carry agreement features in sucictstes is that it is used
impersonally, and so has no thematic external aegnBy virtue of not having a thematic
external argument, the participle cannot carryractiiral accusative case feature by (14iii),
and this in turn means by (14iv) that it cannotygagreement features either. Howewecan
carry an edge feature and an optional specifi@gtiure in accordance with (15ii), and this
allows the edge feature erto trigger movement of a specific wh-expressiothsmedge ofP
(as in 4), or of a non-specific wh-expression (@sQuell&nat.r.sy ChaleUheatr.sgilit @nas
faitmade. ok ‘HOW hot it has been!).

6. NO AGREEMENT BETWEEN A HIGHER VERB AND AN EMBEDD ED OBJECT

In long-distance questions, a participle in a higtlause cannot agree with the object of an
embedded verb, as we see from sentences such)a3udies chaises il a dit/*dites qu’il a
repeint/repeintesVhich chairs did he say that he has repainted®ne the participl@itsaig
cannot agree with the embedded obppotlleshich chaiseshairs Why should this be? Part of
the answer to this question lies in the assumptian CP and transitiveP are phases, and
hence wh-movement in such structures moves thehjdcofirst into the embedded spde-
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position, then into the embedded spec-CP positiert into the matrix sped? position, and
finally into the matrix spec-CP position. This medhat a series of merger operations on the
matrix vP phase will build up a structure like the follogiiwith the material in outline font
having undergone transfer on the earlier CP phaddnance being invisible to a higher probe
at this point):

(20)  [rilhe[v @] [ve [v diresa] [crquellesinich ChaiSeghairs[c QUEnad [Te il @ repeint(es)]]]]

If v carries only an edge feature and a specificitjufea these will work in tandem to trigger
movement of the specific wh-phragaellesnich chaisegairs to specvP. Thereafter, the wh-
phrase moves on to the matrix spec-C position haduabjectl to the matrix spec-T position,
so deriving the structure (5@uelles chaises il a dit qu'il a repeint(e8)?

But what if (in accordance with 14iii-iw) also carries case and agreement features in
addition to edge and specificity features, and éhesse/agreement features percolate down
onto V in accordance with (14v)? The answer is thatresulting derivation will crash, for
two reasons. One is that the case feature of th@R®hvas already valued as accusative on
the embeddedP phase, so making wh-QP inactive for further eageement operatiotfs
Another is that the Inaccessibility Condition (li%dvenders wh-QP inaccessible to V, because
wh-QP occupies a non-thematic position on the edgbe CP phase, and a constituent in
such a position is inaccessible to a non-phasal.hea

As should be apparent, the account offered bewhy there is no agreement between a
participle and an embedded object generalises figects of finite clauses like that in (5a) to
objects of non-finite clauses like that in (5b). fdover, it will also account for the absence of
object agreement in structures such as the follgwin

(21) Jai nettoyé toutes les chaispse j'aipu/*pues
I've cleaned alt | thes chairs: p that I've coulgedcould: p

if we follow Grevisse (1964: 718) in positing tleasentence like (21) is an elliptical structure
containing a null copy of the verhettoyegeanin the embedded clause which undergoes
gapping — as shown informally in (22) below:

(22) Jai nettoyé toutes les chaispse j'aipu/*pues hettoyer
I've cleaned alk, they chairs:p that I've coul@efcould- p €lean
‘| cleaned all the chairs that | could’

7. NO AGREEMENT WITH THE SUBJECT OF AN EMBEDDED CLA USE

A further constraint on participle agreement —gihated in (6a) above — is that it is not
possible with a subject which has been extracteddobwa finite clause. Relevant data are
shown more fully below:

° Note that the discussion here is based on theipeeimat the matrixP is a phase. However, if only a transitive
VP is a phase (as assumed e.g. in Chomsky 1999)f aRds only transitive if it is involved in accusaticase
assignment, it could be argued that W containingdires,y in (21) is non-phasal because it does not assign
accusative case either to the wh-phiselles chaisegbecause its case feature has already been valuéaljts

CP complement (if this is caseless). In such amtenadity, the wh-phrase will move directly from teenbedded
spec-C position to the matrix spec-C position asmumed by Grohmann (2004: 287-8).

1% However, if assignment of structural case to @)wminal with an unvalued case feature is optiqaal
claimed by Franks and Lavine, 2006: 248, 274-% fiossible that the wh-phrase may not yet have base-
marked by the time it reaches the embedded spgus€ifon; if so, it could indeed be case-markethist point.
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(23) a. Il adit/*dites que_ces chaises-tit abimé le tapis
He has saig.{/said- p that thosg chairs: p-there have ruined the carpet
‘He said that those chairs have adrthe carpet’
b. Quelles sont les chaisgsil a dit/*dites qui ont abimé le tapis?
Which are thg chairs: p that’he has saigk/said- p that have ruined the carpet
‘Which chairs did he say have ruiree carpet?’

(23a) illustrates that — as expected — a particgalenot agree with an in-situ embedded
subject. But why should the participle be unableagpee with the wh-moved embedded
subject in (23b)? In order to try and answer thieggion, let's take a closer look at the
derivation of (23b). Let us suppose that we hawehed a stage of derivation at which a
series of merger and movement operations have tbtheefollowing structure on the matrix
VP phase (with REL denoting a null relative pronaumch is feminine plural by virtue of
having the feminine plural antecedeniellesich chaisesairs and material in outline font
having undergone spellout on the embedded CP phase)

(24)  Lpilhe[v @] [ve [v diresa] [cPREL [c QUiha] [t REL ont abimé le tapis]]]]

Let us also suppose that relative pronouns specific expression€. If v carries
uninterpretable edge and specificity features icoetance with (14ii), it will attract the null
relative pronoun to move to the edgewf, and since this is not a criterial position, the
relative pronoun will subsequently move on untiledches a criterial position as the specifier
of a relative-clause complementiservlfdditionally carries accusative case and agreement
features and these percolate down onto V in acocelavith (14iii-v), the derivation will
crash, because the relative pronoun has alreadyt$adse feature valued and so is inactive
for further case-agreement operations, and becthesenaccessibility Condition (14vii)
renders a constituent in a non-thematic (spec-Gitipa on the edge of a phase inaccessible
to a non-phasal head like V. Accordingly, partieiplgreement is not possible with the subject
of an embedded CP.

8. NO AGREEMENT WITH THE SUBJECT OF AN INFINITIVE C OMPLEMENT
OF A VERB LIKE DIRE ‘SAY’

Sentences like (6bQuelles chaises il a dit/*dites étre plus confotes? show us that a
participle cannot agree with an embedded infiniBubject. The ungrammaticality of in-situ
guestions such as:

(25) *ll a dit quelles chaises étre plus conforés!
*He has said which chairs to be more comfortable ?

suggests that the infinitive complementatks,y cannot be a defective (CP-less) clause whose
subject is assigned exceptional case. It therefmems more likely that the infinitive

1 Extraction of a local subject results in the coempéntiserque being spelled out aqui: see Rizzi and
Schlonsky (2005, §6) for discussion of the condgigoverning the spellout of the complementiser.

12 Evidence for relative pronouns being specific cerfiem the fact that they allow a paraphrase wisipecific

resumptive pronoun (even when they have a non{ipecitecedent) in non-standard varieties of Ehgligich

allow structures such ‘He won't eat anythinghjch he isn't sure if he’s going to like @r not]’. Note too that
specific (animate) accusative relative pronouns tke the specificity markg@e/ain Romanian/Spanish.
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complement ofdiresay in the relevant class of structures is a CP hedolgda null
complementiser which lacks the ability to assigsecdsuch an analysis being the CP
counterpart of the S-bar analysis of the relevafmitive structures proposed in Kayne 1984,
85.3). If so, the structure formed by merger onrttadrix vP cycle will be the following:

(26) [pilhelv 2] [ve [v ditsaid [cpquellesinich Chaiseghairs[c 2] [tp Etrese plusmore
confortables]]]]

If v in (26) carries only edge and specificity featuwés (14ii), the derivation will crash
because the case feature on the wh-QP cannot bedval deleted. W carries an accusative
case feature by (14iii) in addition to its EF amedficity featuresy will be able to assign
accusative case to wh-QP, and attract it to mowhdcedge ofP: by hypothesis, there is no
necessity for a solo case featurewfi.e. a case feature onvawhich does not also carry
agreement features) to percolate down onto V, atigithe phase headto case-mark a wh-
QP on the edge of a CP phase, without any violaifathe Inaccessibility Condition (14vii).
Such an analysis involves what Kayne (1984: 2)saake assignment into COMP and
indeed Rizzi (1982: 90-97) and Kayne (1984: 85r8ppse a similar analysis of the relevant
class of infinitive structures in French (and aatetl analysis is proposed for Hungarian in
Bejar and Massam 1999: 66.) The derivation will continue in a conventionaktiéon,
ultimately deriving the agreementless structure) (GQuelles chaises il a dit étre plus
confortables?

But now consider what happens #lso carries agreement features in (26). In accarel
with (14iv), these will percolate down onto V, pipibing the case feature with them. But the
Inaccessibility Condition (14vii) renders wh-QP doassible to V, because wh-QP is on the
edge of a CP phase, and V is a non-phasal headrdiogly, the derivation crashes, so
correctly specifying that participle agreement k#&al ungrammaticality in sentences such as
(6b) *Quelles chaises il a dites étre plus confortables?

9. AGREEMENT WITH AN ECM SUBJECT

As illustrated in (7), a participle optionally ageewith the subject of a defective (CP-less)
clause which is assigned structural accusative gaseExceptional Case Marking/ECM.
Defective clauses include infinitive complementsvefbs of perception as in (7&uelles
chaises il a vu/vues tomber dans la piscif&hich chairs did he see fall into the swimming
pool?’” and small clause complements of judgmenbseas in (7b)Quelles chaises il a
trouvé/trouvées plus confortable8¥hich chairs did he find more comfortable?’ Foegent
purposes, we will focus on infinitival complemerts perception verbs like that in (7a) —
though the conclusions drawn here carry over tdlsstase complements of judgment verbs
like that in (7b).

Perception verbs differ from epistemic/demfive verbs in that they allow the
(underlined) infinitive subject to follow the (iteised) matrix verb in structures like:

13 The relevant phenomenon resembles Exceptional Klagdéng/ECM in certain respects — though as wel sha
see in the next section, ECM involves concomitarging of the case-marked expression to spec-VRueer
the wh-phase can't move from spec-C (an A-bar mogitto spec-V (an A-position), since this is anfopf
‘improper movement’ leading to the formation of #ied of mixed chain barred in Chomsky (2005b) € any
such movement would violate the Inaccessibility diban (14vii).
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(27) Jaivu/*vuesles chaisesomber dans la piscine
I've seepe/seen p the- p chairs p fall into the pool
‘| saw the chairs fall into the swimmipool’

Chomsky (2005b) maintains that Exceptional CasekMgrinvolves raising of the subject of
a defective clause to become the specifier of tagimV (driven by an EPP feature on V),
with the matrix verb in turn moving t@ and hence occupying a position immediately above
the raised subject. However, since EPP typicallykean tandem with other features, the
guestion which this analysis poses is: ‘What kifideature could work in tandem with the
EPP feature on the matrix V to trigger raisingled embedded subject to the matrix spec-VP
position?’ Since raising of subjects to spec-TRamguages like French is widely taken to
involve EPP working in tandem with agreement (wlthbeing said to attract the closest
nominal it agrees with), it might seem as if EPRldowork in tandem with agreement (V
attracting the closest nominal it agrees with —the infinitive subject). However, the fact that
the verbvuseendoes not obligatorily inflect for agreement in YZ&lls any such assumption
into question. But if the EPP feature on V does wotk in tandem with agreement, what
other feature could it be associated with? The ansve shall suggest here is that V works in
tandem with the (accusative-assigning) structuagedeature which V can inherit fromso
that V attracts a nominal which it case-marks tovento spec-V. Let’'s take a closer look at
the assumptions underlying such an analysis.

Suppose that we have reached a stage ofatieriwwhere a series of merger operations on
thevP phase have formed the structure shown in skdtetal below:

(28)  [wrilhe[v @] [ve [v Vusee] quellesinich chaisegaistombeta dansio [ame PiSCiNgoo]]

Given the assumptions in (14ii-iv), the matnx can carry edge, specificity, case and
agreement features, and in accordance with (14e)atijreement and case featuresvof
percolate onto V. If V carries an EPP featurenife®®P feature on a head H allows a copy of a
constituent not already merged with H to merge With and if an EPP feature on an A-head
in Indo-European languages works in tandem witle casagreement features, it follows that
the EPP feature on V in (28) can work in tandemhwiite structural case and agreement
features which V inherits from with the result that V attracts the infinitivebgect to move

to spec-V and values the unvalued case featurkeohttracted subject as accusative and its
unvalued number and gender features as femininepamd(”>. The edge feature onwill
work in tandem with the specificity feature wto trigger A-bar movement of an (underlined)
copy of the specific wh-phrasguellegich chaisegairs to specv, so deriving the structure
shown below (assuming V-tomovement also):

(29) [ quelles chaise [, vu] [ve quelles chaisep, vu] quelles chaises tomber dans la
piscine]]

4 The ‘not already merged with H’ condition folloirem theNo Remergeconstraint of Pesetsky and Torrego
(2001), which bars a constituent from being re-radrgiith a head with which it is already merged.na¢ed
earlier, Boeckx (2007: 110) proposes a relatadlocality Constraintto the effect that ‘Movement internal to a
projection counts as too local, and is banned'.

15 As will be apparent, there is some similarity heiigh the idea in earlier work oBovernment and Binding
Theorythat subjects raise in order to check their cas¢ufe (cf. the claim in Haegeman 1994: 185 that a
passivised nominal ‘moves to a position whereiit lsa assigned case’).
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Subsequent movement of the wh-phrase to spec-Gfatite subject to spec-T will derive
Quelles chaises il a vues tomber dans la piscingR the participle being spelled out in the
agreeing formvues®. The corresponding agreementless sentdpeelles chaises il a vu
tomber dans la piscineWill be derived in a similar fashion, save thatwill not carry
agreement features. The EPP feature on V will therk in conjunction with the case feature
on V (which percolates down from V) to trigger mowent of a copy of the wh-phrase to
spec-V, and the edge and specificity features amillvtrigger movement of wh-QP to the
edge ofvP.

10. NO AGREEMENT IN CAUSATIVE STRUCTURES

A phenomenon not accounted for by anything we Isave so far is the absence of participle
agreement with the subject or object of an infuaiticomplement of the causative verb
fairemake as illustrated in (8Ruelles chaises il a fait/*faites tomber/réparek?hich chairs
has he dropped/had repaired’ (literally ‘made fiafitle repair’). Why should agreement be
barred in such structures?

It is widely assumed that causative verbs fdire select an infinitival clause which is
defective in lacking one or more of the functiopabjections found in complete clauses, and
that some form of restructuring takes place in stiabses, whereby the embedded verb raises
into some position within the main clause. One Hgeonplementation of this idea is to
suppose that the embedded verb adjoins to thexratisative verlfairemae SO forming a
complex predicate. Thus, Grevisse (1964: 727) tit#de in his dictionary published in 1872
claiming that causativiaireqakeand the embedded verb form ‘a single word’; andegative
counterparts of this analysis are found in Kayr#/{), Aissen (1974), Belletti (1990: 136, fn
56) and Guasti (1996). However, a question posetthédyssumption that the embedded verb
adjoins tofairemake is Why it is spelled out to the right (rather th@nthe left) of the latter
(since a leftward moving constituent typically adg to the left of its host). Moreover,
sentences such as those below suggest that ayvafietonstituents (inbold) can be
positioned betweefairenaeand the embedded verb:

(30) a. Elle a faitout disparaitre
She has made everything disappear
b. Elle ne feraertainement pasentrer sa mere dans sa chambre
She not will.make certainly at.all enter her mothr#o her room
‘She certainly won't let her motheto her room’
c. Il a faitsur le champappeler la police
He has made on the spot call the police
‘He had the police called on thetsp
d. Ferd-il entrer ses parents dans sa chambre?
Will. make-he enter his parents into his room?
‘Will he let his parents into hisam?’

% The assumption that there is one copy of the wiagehin speeP and another in spec-VP mirrors the
assumption made in Chomsky (2005b) that in a whestilguestion likeVho died2here is one copy afhoin
spec-CP and another in spec-TP.
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What this suggests is that the embedded verb reasposition below the headoosition of
the matrixvP: perhaps it adjoins to the head V of the mati%’Vor to the head of an abstract
functional projection positioned between the ma#ix and the embedded vP.

It would seem that the embedd&tin causatives is defective in respect ¢tdcking the
ability to assign structural accusative case, sotbherwise we would expect sentences such as
the following to be grammatical:

(31) *Je ferai recouvriun tapissieres chaises
| will.make re-cover an upholsteree tthairs
‘I will get an upholsterer to recovéret chairs’

with the embedded objedteshe chaisesairs receiving structural accusative case from the
embedded verb, and the embedded subjegl, tapissie€lpnoisterer receiving structural
accusative case from the matrix verb. It may be this results in some form déature
conflict if the embedded V carries one set of case/agreefeatures inherited from the
embeddeds, and the matrix V has another set of case/agreefeatures inherited from the
matrix v, and the two are both contained within a singfe (i.e. within a single
case/agreement domain): if so, this means thatemb with case/agreement properties can
move into the domain of another verb with casegent properties. Whatever the precise
reason, let us suppose that the embeddedausatives cannot carry case/agreement features
of its own, and that consequently the embeddreds not a phase.

However, such an analysis raises the quesfiavhy the past participl&it,age Cannot —
as would be expected from what we have said se-faptionally agree with a preposed
specific infinitive subject or complement in serdes such as (8Quelles chaises il a
fait/*faites tomber/réparer?What chairs did he drop/have repaired?’ The amsmiEch we
shall suggest here is that the absence of agrea@meatisatives is the result ovawus in the
sense of Lasnik and Sobin (2000) — e.g. it is #salt of children being taught at secondary
schools that the past participfaitnage Must remain invariable in causative Uedhe
participle agreement rules inculcated in secondahools are largely based on prescriptive
rules dating back to work by Marot in the™éentury, and Vaugelas in the™@entury, and
imposed by an edict from the Ministry of Education1901 — rules which Grevisse (1964
712) and Bescherelle (1997 §131) both describeidicial’. A traditional reason given by
prescriptive grammarians for not marking agreeniettveen a causative participle and an
embedded subject or object amounts (if we tranglatéo present-day terms) to saying that a
participle does not agree with a constituent whickloes not theta-mark. However, this
assumption is seemingly falsified by participle egnent with ECM subjects in sentences
like (7), and seems to confuse inherent case-m@uimich is thematically-based and does
not involve agreement) with structural case-marKimgich is based on local c-command and
may involve agreement).

" This would make for an interesting analogy betwsebnject-to-object raising and verb raising, if themer
involves movement of the embedded subject to theixrepec-VP position, and the latter involves mmeat of
the embedded verb to the matrix V position. Howgifethe causative verb originates in the matrixpdsition
(rather than inv), questions of implementation arise about how dhesative can raise from V t0 while
attracting an embedded verb to raise to V (buttoanove with the causative t). We leave such questions
open here.

1% One way of capturing this generalisation wouldt@suppose that in causative usestmagecan never carry
agreement features; another (which seems moreilplaus us) would be to suppose tHatt,,4. can carry
agreement features, but has the idiosyncratic déxpcoperty that it is irregular in being invariab{so that
whatever agreement features it carries always aaudl spellout).
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Independent support for thigus analysis comes from the observation by Greviss6419
1037) that causativiairemake Can be used by some speakers as an ECM verlm stguctures
such as the following (from Gi

(32) ces quelgues mots qu'il fait Nisus adresssaraEuryale
‘these few words that he makes Nisus addrekis Euryale’

However, even though causative participles caneagith ECM subjects as we saw in 89, in
its ECM use the past participiait,ageremains invariable, as we see from:

(33) a. Lejuge’afait/*faite s’excuser devant les victimes
The judge her has magnade sy self excuse before the victims
‘The judge made her apologise imfrof the victims’
b. les lettregu’il a fait/*faites Nisus envoyer a Euryale
thes letters: p that he has mage/made p; Nisus send to Euryale

This reinforces our view that the invariability cdusativeaitmageis viral in origin and lexical
in nature (in the sense that it reflects an idiagsgtic property of a specific form of a specific
lexical item).

Further evidence in support of this conclosammes from the fact that in the Italian
counterpart of the causative construction (whidmseto be broadly parallel to that found in
French®), the participle agrees with a preposed infinitstéject or object, as we see from
examples such as the followfrg

(34) Lihofatti entrare/riparare
Thenmy p .have madg g enter/repair
‘I had them enter/repaired’

Additional support for thevirus analysis comes from the behaviour of the permgssiv
predicatelaissefe.. This can either take the kind of infinitival colament found with ECM
predicates like verbs of perception, or the kindrdinitival complement found witHaire.
Participle agreement in such structures is founceanlier texts — as the example below
illustrates (from Grevisse 1993: 1341)

(35) Les traces d’anciens sentiers que [...]|@&sésrecouvrir par mille branches
The traces of old paths that | have lg§; 5 cover by a thousand branches

However, in 1990, th€onseil Supérieur de la Langue Francatbecreed that the participle
laissé.; should remain invariable whenever it has an itifiai complement (according to

9 |In the ECM structure, there are two transitive Vesice two case/agreement domains, and it is treref
possible for the embedded verb to case-mark theedddal complement, and the matrix causative vedase-
mark the embedded subject.
2 There are some minor differences. For exampl@eo#ad in Radford (1977: 225), Italian allows caivest to
be passivised, with the participle agreeing with plassivised nominal — as in;
() La macchina sara fatta riparare domani

The sqcark sqWill.be made sqrepair tomorrow ‘They etc. will have the car repditomorrow’

However, French does not allow this type of street(nor indeed does English: cfThis car will be had
repaired.
2L |t should be noted that participle agreement latory rather than optional in Italian.
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Becherelle, 1997 8139) — lending support to ourtexation that the absence of agreement in
such structures in more recent times is inherets} in nature.

11. PARTICIPLE AGREEMENT WITH THE AUXILIARY  ETRE ‘BE’ %

Clauses containing an (accusative or oblique) xefééreciprocal clitic pronoun (R-pronoun)
require use of the auxiliadtre, in past participle structures. Agreement in sudhctures is
similar in most respects to that found in strucsungth the auxiliaryavoir,ave However, an
important difference between the two types of stnecis that agreement is obligatory with an
accusative R-pronoun, as illustrated by senterikeq9) Elles se sont couvertéghey have
covered themselves/each other. A question raisgdsuch examples is why participle
agreement should be obligatory with an R-pronoun dptional with other types of preverbal
object. In this connection, it is interesting totexdhe suggestion made by a number of
linguists (e.g. Hornstein 2001; Grohmann 2003; B&edlornstein and Nunes 2004) that
reflexive structures are formed by A-movement. Example, Boeckx et al (2004: 7) argue
that a sentence like (36a) contains\tRan (36b):

(36) (a) John likes himself
(b)  JpJohn [plikes John]]

They claim (ibid.) that John first merges withlikes thereby obtaining the internal “likee”
role, and then moves to [Spe®)], thereby gaining the external “liker” role.” Mogenerally,
they maintain that ‘Reflexive structures involve wvament to6-positions’ and that the
movement involved is ‘a species of A-movement dihi If we follow Chomsky (2001) in
supposing that A-movement canonically involves conidcant agreement, an interesting
analysis to explore in order to account for a seredike (9) is as follows.

The pronourllesney is merged as the object of the lexical veduvrireover (and assigned
the theta role ofHEME argument of V), so forming the VEbuVvrirgyer €lleShem This VP is
then merged with a participial light-verb which mas a set of (number and gender)
agreement features, and which has an extenw#NT) theta-role to assign, but has (let us
suppose) no independent external argument. The lighb can fill its empty external
argument position by attracting a copy of the gbahgrees with in number and gender
(namelyelleshen) to move to speeP, and the light verb will be marked as femininaral by
agreement witrellespem The lexical verbcouvrireower Will move from V tov and thereby
acquire the feminine plural features carried Wywith the result that the participle is
ultimately spelled out in the feminine plural foouvertegyered.r.pin (45). The lower copy
of ellesney is ultimately spelled out as the reflexive prona(@)er. If we suppose that can
only trigger A-movement of a nominal which it agseeith, it follows that the participle must
carry agreement features in reflexive structureglse the derivation will crash (because a
copy of the object cannot move into subject positathout agreement, and if no movement
takes place the light verb will have no externgluanent to assign its theta role to). Note that
the analysis of R-structures sketched here requiesto modify the analysis in (14)
somewhat, including by supposing that the agreefeatares orv do not lower onto V in R-
structures, because they need to remaiu ionorder to work in tandem with EPP to attract a
copy of an expression in the domain of V to movespecvP. Consequently, lowering of
agreement features fromonto V only takes place whenalready has a specifier of its own
(acquired via merger).

22 \We would like to point out that the analysis oflerive structures which will be proposed in thecgon is
merely tentative and that a number of details qfl@mentation remain to be worked out.
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An important implication of the above anady$s that agreement in R-structures is a
consequence of A-moveméhtand hence independent of specificity. This waddount for
the fact that participle agreement is found in Rdtures even where the moved expression is
non-specific, as in:

(37) Des jeunes filles se sa@ouverteg* couvert de peinture
Some; young, girlse.pi Repi are coveregp/covereges of paint
‘Some young girls covered themselvgaint’

An interesting question which arises from thecussion in the preceding paragraph is
whether the analysis of bi-thematic R-structurks (Q)Elle se sont couvertés which Elles
has two distinct thematic roles) can be extendeddoothematic reflexive structures such as:

(38) Les maisorg, s& p sonteffondréeg* effondré
The houses self are collapsegcollapsedes
‘The houses have collapsed’

Here, the nominales,e maisongousesappears to have a single thematic role, namelydha
THEME argument of the vereffondregoiapse Why, then, should it surface with a nominal
subject and a reflexive clitic direct object? Orassbility is that structures like (38) have
essentially the same movement derivation as tho¢8)j and so involve A-movement of a
copy of the object into spec{with A-movement again being associated with age#) —
but with the difference that spe&adn structures like (38) is monthematicsubject position (in
the sense that the moved nominal does not theiayira an additional theta role). However,
we shall not speculate further on such structuees.h

12. CONCLUSIONS

This paper has set out to provide a principled astof transitive past participle agreement in
French within a Minimalist framework. Our accourdsfs that the head of vP in such
structures carries an (accusative-assigning) siraictase feature which may apply (with or
without concomitant agreement) to case-mark a elaate object, the subject of a defective
complement clause, or an intermediate copy of @agmed subject in spec-C. In structures
where a goal is extracted frovR (e.g. via wh-movement)also carries an edge feature, and
may also carry a specificity feature and a setnofim{(ber and gender) agreement features.
These assumptions help us account for agreemeatpafrticiple with a preposed specific
clausemate object or defective-clause subject, fandhe absence of agreement with an
embedded object, with the complement of an impetswarb, and with the subject of an
embedded (finite or non-finite) CP complement. Wguad that the absence of agreement
marking (in expected contexts) in structures witee causative participl@ityage and the
permissive participldaissé,; have an infinitive complemeris essentially viral in nature.

% |n interrogative sentences likguelles filles se sont couvertes de peintuv&Rich girls covered themselves in
paint?’, the participle has two sets of featuresbprg in parallel: an EPP feature working in tandesith
agreement features attracting a copy of the wha® (thematic) A-specifier position, and a A-bdeted edge
feature/EF attracting a copy of the wh-QP to a {theamatic) A-bar specifier position. On the CP-ghabe
thematic position is visible to both C and T, buiccordance with the Inaccessibility Conditionlygrhasal C
can see the A-bar moved copy in a non-thematicipasbn the edge of a phase. The derivation thezedoly
converges if T attracts the only copy accessible Wiz. the A-copy of the QP, and C attracts tlieeo (A-bar
moved) copy of the QP to spec-CP.
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Finally, we suggested that agreement with refleX@ed reciprocal) objects is obligatory
because these involve A-movement operating in catjon with agreement.
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Monadic vs. Polydefinite Modification:
the Case of Greek

FRANCESCA RAMAGLIA

Abstract

This paper deals with the syntax of monadic anggedinite DPs in Modern Greek. It is proposed
that the former construction represents the unmaup@ttern for adjectival modification, in which
two types of modifiers (i.e., functional and lexiadjectives) are to be distinguished. On the other
hand, polydefinites are analyzed as marked strestithe articled adjective being interpreted as
contrastive): assuming the parallelism between BRd CPs, the existence of a DP-internal SC is
suggested, in line with Frascarelli’s (2005, 20@nalysis of Focus constructions at the sentential
level. Finally, it is shown that this proposal pides an explanation for some properties of
indefinite DPs in Modern Greek.

1. INTRODUCTION

This paper aims at providing an analysis of twdagyas of adjectival modification in Modern Greek
(henceforth, simply Greek), namely the monadic #m&l polydefinite constructions, which are
illustrated in (1) and (2), respectively:

(2) Monadic constructions:
a. to kalo vivlio
the good book
“The good book”
b. *to vivlio kalo
the book good

" Universita di Roma Tre

I wish to thank the audience of tbe&XXIll Incontro di Grammatica GeneratividBologna, March 1st-3rd, 2007) for
useful comments. Special thanks to Mara Frascaialliher precious suggestions and constant supp@m also
grateful to Michele Brunelli, Sabine latridou, DdJPesetsky and Annarita Puglielli, who provided with helpful
discussion.
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(2) Polydefinite constructions:
a. to kalo to \ivlio

the good the book

b. to vivlio to kalo

the book the good

Both: “The good book”

As these examples show, adjectival modificatiorisneek can either involve the realization of an
adjective between the definite determiner and #aalmoun, as in (1), or a different constructian, i
which more than one determiner is spelt out withsingle DP, as in (2).

The two structures at issue differ in many of tlsgitactic properties (cf., a.m.o., Tredinnick, 299
Androutsopoulou, 1994, 1996, 2001, Alexiadou andd&/j 1998, Alexiadou, 2001, 2003, 2005,
Campos and Stavrou, 2004, Kolliakou, 1994, 1998912003, 2004). First of all, as (1) and (2)
show, adjectives have to precede the noun in a dwori2P (cf. (1)), while they are allowed to
occur either in prenominal or in postnominal pasitin the polydefinites in (2). Moreover, when
the noun is modified by more than one adjectives¢hmodifiers have to be strictly ordered in
monadics whereas their order is free in polydedmifThis is illustrated in (3) and (4):

3) Monadic constructions:

a. to megalo kokkino vivlio
the big red book
“The big red book”

* to megalo vivlio kokkino
* to kokkino vivlio megalo
* to vivlio kokkino megalo
* to vivlio megalo kokkino
* to kokkino megalo vivlio

~® Q0T

(4) Polydefinite constructions:

a. to megalo to kokkino to vivlio
the big the red the book
“The big red book”
to megalo to vivlio to kokkino
to kokkino to vivlio to megalo
to vivlio to kokkino to megalo
to vivlio to megalo to kokkino
(*) to kokkino to megalo to vivlib

~® Q0T

It is worth noting that the rigid order of adje@ss/in monadic DPs is the same as what we find in
English and, more generally, in languages with pneinal adjectives; cf., a.m.o., Sproat and Shih
(1988, 1990), who observe that adjectival modif@ysy the following hierarchy:

(5) Quality > Size > Shape/Colour > Provenance
Cf.. The beautiful big red Chinese vase
The nice little round Greek cake

! For some speakers, this phrase is grammaticalibkbkkino‘red’ is contrastively stressed (cf. Alexiadou anélder,
1998, Androutsopoulou, 2001); however, judgemenmts r@ot consistent, and some speakers considert¢4f)e
grammatical even iokkinois not focused/contrasted (Sabine latridou, pc).
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Among the differences between monadic and polydefronstructions, it is important to observe
that, while any adjective can occur in monadicdygefinites are restricted to adjectives that can
function as predicates. Consider the following epl®, which show that non-predicative
adjectives like the intensional ‘former’, ‘mere’ ciralleged’ (cf. (6-8)) and the thematic ‘ltalian’
(cf. (9)) cannot appear in polydefinite construstipas is indicated, this restriction is relatedhi®
impossibility for these adjectives to occur as pratks in copular sentences:

(6) 0 proin  (*o) proedhros
the former the president
“The former president” (cf. *o proedhros ine profithe president is former)

(7) [ apli (*I) simptosi
the mere the coincidence
“The mere coincidence” (cf. *i simptosi ine apliTte coincidence is mere)

(8) o0 ipothimenos (*o) dolofonos
the alleged the murderer
“The alleged murderer” (cf. *o dolofonos ine ipatienos, *The murderer is alleged)

(9) [ italiki  (*i) isvoli
the Italian the invasion
“The Italian invasion” (cf. *i isvoli ine italiki*The invasion is Italian)

Similarly, adjectives contained in proper namesmt allow a predicative interpretation. For
instance, the White House (under the proper narading) cannot be rephrased as “the House
which is White”. As the examples in (10-11) sholege cases of non-predicative adjectives cannot
occur in polydefinites:

(20) o Lefkos (*o) Ikos
the White the House
“The White House” (cf. *o lkos ine Lefkos, *The Hselis White: ungrammatical under the
relevant interpretation)

(11) o Vorios (*o) Polos
the Northern the Pole
“The North Pole” (cf. *i Polos ine Vorios, *The Rois North)

Furthermore, there are some adjectives which afgiguous between an intersective and a non-
intersective reading in monadics (cf. (12a)); hogrewhen they occur in polydefinites, they are
disambiguated and only the intersective interpi@tats maintained (cf. (12b-c)), which is the

reading available when the adjective is used as@igate in a copular sentence (cf. (12d)):

(12) a. o ftohos anthropos (monadic DP)
the poor man
“The poor man” (ambiguous: ‘impoverished’/*pitigb)l

b. o ftohos o anthropos (polydefinite DP)

the poor the man
“The poor man” (unambiguous: ‘impoverished’/*@hble’)
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cC. O anthropos o  ftohos (polydefinite DP)
the man the poor
“The poor man” (unambiguous: ‘impoverished’/*@ible’)

d o anthropos ine ftohos (copular sentence)
the man is  poor

“The man is poor” (unambiguous: ‘impoverished’ftipble’)

Another asymmetry between the two constructioneors the distinction between restrictive and
non-restrictive reading. Consider the following trast:

(13) a. o diefthindis dilose oti [i kali erevnites] tha apolithun
the director declared that the efficient researcherwill be fired
“The director declared that the efficient researshll be fired”
(ambiguous: restrictive/non-restrictive reading)
b. o diefthindis dilose oti [i Kali i erevnites]  dlapolithun
the director declared that the efficient the resders will be fired
(unambiguous: only restrictive reading)

Both sentences in (13) mean ‘The director declénatthe efficient researchers will be fired'. As i
indicated, in the monadic DP in (13a)kali erevnites‘the efficient researchers’ is ambiguous
between a restrictive and a non-restrictive ineigdron; under the former reading, the director’s
claim is that, among the researchers, only theiefit ones will be fired (the “insane reading” in
Kolliakou, 2004: 270); on the other hand, the nestrictive reading means that all the researchers
will be fired, despite their all being efficientokever, the corresponding polydefinite construction
(i.e.,i kali i erevnitesin (13b)) only retains the restrictive interpregat In other words, once again

it can be observed that polydefinites have moréeidninterpretive possibilities than monadics.
Besides these asymmetries involving the predicatiterpretation of polydefinites, another
important difference between the two constructienselated to their use in actual discourse:
indeed, they are appropriate in different situatidn particular, polydefinites can only be used in
contexts in which the noun encodes given or pressgg information and the adjective represents a
contrastive Focus. Consider for example the comgettided in (14), where speaker A asks what B
bought to Yannis:

(24) A. Ti pires tu Yanni gja ta christugena?
what you-bought the Yannis for the Christmas
“What did you buy to Yannis for Christmas?”
B1. (Tu pira) tin asimenja pena (monadic DP)
to-him I-bought the silver pen
“(I bought him) the silver pen”
B2. #(Tu pira) tin asimenja tin pena  (polydefir@)
to-him I-bought the silver the pen
B3. #(Tu pira) tin pena tin asimenja (polydefir@)
to-him I-bought the pen the silver

Assuming that a unique silver pen is contextuallgilable, speaker B can answer with a monadic
DP as in (14B1); but for B to use a polydefiniteuleb be inappropriate in this context, as is
indicated in (14B2-B3).

However, in a different situation, in which the pergiven in the discourse, using a polydefinite is
fine, as you can see in (15):

165



Francesca Ramaglia

(15) A. Pja pena pires tu Yanni, ti Khrisi i tin imgnja?

which pen  you-bought the Yannis the golden or thesers
“Which pen did you buy to Yannis, the golden az gilver one?”

B1l. #(Tu pira) tin asimenja pena (monadic DP; leet @5B4))
to-him I-bought the silver pen

B2. (Tu pira) tin asimenja tin pena (polydefinitep
to-him I-bought the silver the pen

B3. (Tu pira) tin pena tin asimenja (polydefinitepD
to-him I-bought the pen the silver

B4. (Tu pira) tin  ASIMENJA pena (monadic DP withnt@astive AP)
to-him I-bought the silver pen

B5. (Tu pira) tin asimenja (elliptical DP)

to-him I-bought the silver

In this context, speaker A’s question is ‘which gka you buy?’, so thatenis presupposed in the
discourse. As is indicated, in this situation tlodydefinites in (15B2-B3) are appropriate; on the
other hand, it is the monadic construction that iddoe inappropriate (cf. (15B1)), unless the
adjective is contrastively stressed as in (15B#hgllly, a context like (15) also allows an elligtic

DP like (15B5), corresponding to the English ‘tilees one’.

2. THE PROPOSAL: MONADIC CONSTRUCTIONS

Let us now focus on the derivation of the two nashironstructions presented in section 1. Firstly |
will propose my analysis of monadic DPs, then Il wikn to present the derivation assumed for

polydefinites (cf. section 3).

The present proposal will be in line with the sugjgm, put forth by many scholars, that two kinds
of attributive adjectives exidtone of which includes adjectives that can functsnpredicates,
while the other is the set of non-predicative ales; in particular, following Bernstein’s (1993)
terminology, these two sets of modifiers will béereed to adexical and functional adjectives,

respectively.

Moreover, | consider both kinds of adjectives to merged as full APs. As Cinque (2005)

convincingly argues, their phrasal nature can ls=oked in examples such as (16):

(16) o [kirios kata proteredtita] l6gos
the main by priority reason

“The main reason in terms of priority” (cf. *o l6gd@ne kirios kata protereétita, *The reason

is main in terms of priority’)

This example shows that an analysis of prenomidjgctives as heads is not tenable: in Greek, as
well as in many other languages, prenominal adjestcan take complements or adjuncts (as in
(16)), and this suggests that a structure more toatpan a simple head is required in these cases.
It is worth noting that in (16) the modifier canfm¢ analyzed as derived from a reduced relative
clausexkirios ‘main’ is a functional (i.e., non-predicative) adjfive, so that it cannot be merged as a

predicate within a relative clause such as “*thesoa which is main (in terms of priority)’.

2 Consider, for example, the asymmetry between eafm- and referent-modification in Bolinger (196Btween
direct and indirect modification in Sproat and S(iB88, 1990), between associative and ascriptiyectives in Ferris

(1993), between functional and lexical adjectiveBeérnstein (1993), Cinque (2005) and Ramaglig(@p.).
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As already mentioned, in the spirit of Cinque (20Q05take attributive adjectives to have two
possible sources, depending on whether they arealeft.e., predicative) or functional (i.e., non-
predicative). A functional adjective is merged he tSpecifier of a functional head within the
extended projection of NP, as is illustrated in #gteicture in (17) (in which FP indicates the
relevant functional projectior):

(17) Functional APs (non-predicative reading; istenal semantics)
o] ftohos  anthropos (= 12a)
the poor man
“The poor man” ftohos‘poor’ = ‘pitiable’)

ftohos A

anthropos

On the other hand, a lexical adjective, which reegia predicative interpretation, is merged as a
DP-internal predicate (cf. Kayne, 1994, den DikK&d06). In particular, following Rebuschi (2002,
2005), | assume the existence of a ConjP projeainmcoding an intersective relation between a

subject (merged in Spec,ConjP) and a predicat€dmpl,ConjP). The structure of a DP containing
a lexical adjective is provided in (18):

(18) Lexical APs (predicative reading; extensicsghantics)
o] ftohos  anthropos (= 12a)
the poor man
“The poor man” ftohos‘poor’ = ‘impoverished’)

% It can be observed that in (17), as well as infdllewing diagrams, the Det® head (and not D°)nidicated as the
syntacticlocus where the definite determiner is generated. Téigiline with many analyses in which the definite
determiner is merged lower than D, where the defiiss feature is encoded (cf. Karanassios, 19992,1
Androutsopoulou, 1996, 2000, 2001, Stavrou, 199891 Pesetsky and Torrego, 2001, loannidou andDikken,
2006, Androutsopoulou and Espafiol-Echevarria, 200f@@ reason for this assumption will be clearetthia next
section, which is dedicated to the analysis of gefinite constructions.
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As Rebuschi (2002, 2005) claims, the ConjP prapacassumes its label, as well as its features,
from the subject of the predication (i.e., from td@nstituent located in Spec,ConjP, namely FP in
(18)): the latter establishes a Spec-Head agreewgwritguration with Conj°, which inherits its
features and transmits them to the whole C4njP.

As is illustrated in (18), my proposal is that ime@k a lexical adjective is forced to raise to the
Specifier of an agreement projection (AgrP):. instiposition, it can establish a Spec-Head
configuration with Agr®, which licenses its agreaerneith the head noun (phi-features and case).
On the contrary, a functional adjective like theean (17) is not forced to raise for agreement
requirements: since it is generated as the Spedifiene of the functional heads of the extended
projection of NP, its agreement can be chedkesitu under a Spec-Head configuration within FP.

It is now important to note that this analysis damive the rigid order of adjectives in monadic DPs
(cf. (3)). As is suggested by Cinque (1994), adyestlike the one in (17), which are merged as
Specifiers, are rigidly ordered due to the fixedipon of the corresponding functional heads. As
for lexical adjectives (cf. (18)), | propose thaeey functional projection FP is dominated by an
agreement phrase AgrP, and that a lexical adjectivattracted to the Specifier of the AgrP
immediately dominating ConjP; as a consequenceptter of lexical adjectives is dependent on
the order of AgrPs, as sketched below:

(19)

Conj’
F1P e
Frr Conj
........ A1P
o F1S g2 e
P
A Agre ConjP (=F2P)
Conj’
F2P i
F2’ Conf” N
A2P
..... F2° .\
AgrnP
gl
€ pgrm? ConjP (=FnP)
Conj’
e NG
fr  Con’ =
AnP
o YT

* Many thanks to Roberto Zamparelli (pc), who paintee out the inadequacy of a SC as the underlyiadigative
structure for lexical adjectives. Starting from 8&d's (1981) proposal, SCs are indeed considecedssume their
properties from their predicate (namely from theiARhe constructions at issue), not from the sttbjgs it is proposed
for the ConjP projection.
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3. THE PROPOSAL: POLYDEFINITE CONSTRUCTIONS

3.1 Polydefiniteness and predicativity

In section 1 some data have been presented shdahagoolydefinites only allow lexical (i.e.,
predicative) adjectives (cf. (6-12)). This suggesitst polydefinites involve a DP-internal
predication. However, given the syntactic and sdimasymmetries between a polydefinite and a
monadic construction containing a lexical adjectige (18)), it is necessary to assume that these
two predicative structures are different in somspeets. In particular, | propose that they differ
both in their underlying structure and in the siz¢he constituents representing the subject aed th
predicate. As for the former point, it will be assed that polydefinites involve an underlying SC;
the need for this assumption will be apparent i@ turse of the discussion below, where an
analysis is presented to account for the markestpretation of polydefinites. On the other hand, as
far as the latter point is concerned, my proposdhat, since both the noun and the adjective are
preceded by a definite determiner in polydefinitbg two constituents establishing a predicative
relation are DetPs. This is illustrated in (21), ieth represents the merge structure of the
polydefinite DPs in (20):

(20) a. o ftohos o anthropos (= 12b)
b. o anthropos o ftohos (= 12¢)

(21)

DP

- >
o sc
HV\

DetP DetP
Det’ Det’
< FP AgrP
Det % Det® Agr’
o
O o
Fe NP 4 e ConjP (= FP)
anthropos Conj’
Ep
1% Conj S
AOAP T
/\ "-._1 ftohos
anthropos .. L.

As (21) clearly shows, differently from the monadionstruction in (18), in this structure the
adjectival predicate is not forced to raise to greeament projection higher than the (phonologically
realized) noun, its agreement being locally licensethe AgrP internal to the predicative DetP.
Moreover, the relevant diagram shows that the pegie DetP is an elliptical structure, in which
the subject of the ConjP (i.e., FP) is deletedotner words, under this analysis polydefinites
involve nominal subdeletion (cf. Kester, 1996a,leetan, 1996, Giannakidou and Stavrou, 1999,
Ntelitheos, 2003, 2004, Corver and van Koppen, a(§)6

Finally, the present proposal entails that, stgrfiom the merge structure in (21), the different
linear orders admitted in polydefinites (cf. (2@j¢ derived through the movement of the two DetPs
to specific DP left-peripheral projections, depewgdion their discourse properties. Recall from
section 1 that polydefinites are only appropriatee the noun is given or presupposed and the
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adjective is contrastively focused. These discopreperties will be argued to constitute the trigge
for the relevant movements.

Before illustrating these movements, it is wortleganting some notions concerning information
structure. In this work, it will be assumed thag AP structure parallels that of a CP (cf., a.m.o.,
Szabolcsi, 1989, 1994, Bernstein, 2001b). In paldic in line with what has been proposed for the
left periphery of the sentence (cf. Rizzi, 1997 anldsequent works), | take the left periphery ef th
DP to be conceived as an array of functional ptmas encoding features related to discourse
properties (cf., a.m.o., Giusti, 1996, 2006, Bazimst2001a, Aboh, 2004, Ramaglia, 2004).

Given this parallelism between DPs and CPs, maskedttures within the DP will be claimed to
have the same derivation as the corresponding matkectures at the sentential level. The analysis
to be developed in this paper is based on a rgmepbsal regarding Focus constructions, put forth
by Frascarelli (2005, 2007). The next section dicked to a brief outline of this proposal; then i
will be shown how it can be extended to the DPrimd€ structure in order to account for
polydefinites.

3.2The syntax of Focus constructions: the framework

According to Frascarelli (2005, 2007), Narrow Foasstructions involve an underlying SC
structure; the Focus constituent is merged as tkdigate, while the non-focused part of the
sentence is generated as a free relative DP, whioterged in subject position. This derivation is
proposed both for Informational and Contrastive ifFtius work, however, only deals with the
derivation of contrastive Focus constructions, Wwhecpartially illustrated in (22):

(22) cp

This structure shows the movement of the Focustitoest to a left-peripheral projection, ContrP
(Contrast Phrase), where a contrastive featuradeded. From this position, it assumes scope over
the whole SC and can identify (i.e., provide a edh) the variable within the relative DP.

In other words, according to this analysis, a Narrféocus construction liké saw JOHNIis
constituted by two parts: the former is the frelatree DP, which presupposes the existence of
“(some) person who | saw”; the latter is the idicational predicate (i.e., the Focus), which
specifies a value for thakerson asserting that it is the individuddhn

In Italian a contrastive Focus can occur eitherairfronted or in a postverbal position, as is
illustrated in (23a-b):

(23) a. MARIA ha incontrato  (non Elena)
Maria s/he-has met not Elena

b. Ha incontrato MARIA (non Elena)
s/lhe-has met Maria not Elena

“S/he met MARIA (not Elena)”
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c. MARIA (non Elena)
Maria not Elena
“MARIA (not Elena)”

According to Frascarelli’s analysis, the two sen&in (23a-b) differ in the informational statds o
the non-focused part of the sentence. This infaonat difference corresponds to specific
derivations: while (23a) is derived as in (22) 42da) below, (23b) also requires the movement of
the relative DP (i.e., the subject of the SC) t® 8pecifier of GP (Ground Phrase; cf. Poletto and
Pollock, 2004, Frascarelli, 2004), where a pressjpjom (or background) feature is encoded. This
derivation is illustrated in (24b). After its movent to Spec,GP, presupposed material can be
deleted, deriving an elliptical structure like (23this is shown in (24c):

(24) a. EonreMARIA [sc[pp pro ha incontratg XMarial] (= 23a)
:— ————— variable identification ------ i

b. [er[or pro ha incontrato X]cpnur MARIA [ sc top tharid ] (= 23b)

C. [or[pppre-ha-incentrato]q conre MARIA [ sc top tvariad]] (= 23c)

The following sentences show that in Greek a castitra Focus can appear either in a fronted or in
a postverbal position (cf. Tsimpli, 1990, 1995, 899 the same way as in Italian:

(25) a. TI  MARIA sinandise (okhi tin Eleni)

the Maria  s/he-met  not the Eleni

b. Sinandise TI MARIA (okhi tin Eleni)
slhe-met the Maria  not the Eleni
“S/he met MARIA (not Eleni)”

c. TI  MARIA (okhi tin Eleni)
the Maria  not the Eleni
“MARIA (not Eleni)”

Given the similarity between the examples in (2% &5), it seems plausible to hypothesize that
the same derivation illustrated in (24) for a castive Focus in Italian could be suitable for the
corresponding construction in Greek. This is inde®dt is assumed in this paper:

(26) a. FEonte TI MARIA [ sc[pp pro sinandise Xlitvarial] (= 25a)
| A
L___. variable identification - ---4

b. [Gp [Dp pro sinand!se X]C[ontrPTI MARIA [SC top tii Maria]]] (: 25b)

C. [cr[oppre-sinandise] contrr TI MARIA [ sc top ti marial]] (= 25¢)

3.3 Contrastive Focus within the DP: polydefinite coostions

Returning to the analysis of polydefinite DPs, luleblike to show how the derivation assumed for
contrastive Focus constructions at the senteriadl Ican also account for these marked structures
within the nominal domain. Recall that in polydéf@s the articled adjective can be either
prenominal or postnominal; this is shown in (27hene the adjective is in capital letters because it
is interpreted as a contrastive Focus (as alreahtioned):
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(27) a. o FTOHOS o anthropos (= 12b/20a)
b. o anthropos o FTOHOS (= 12¢/20Db)

The diagram in (28) below represents the mergetstrel proposed in (21) for polydefinites:

(28)

DP

4 NContr® /SC\
DetP " Detp .
o anthropos o ftohos

%, [+contr]

It is now important to observe that this diagrandentical to the one in (22), which corresponds to
the structure that Frascarelli (2005, 2007) assuoresontrastive Foci at the sentential level. What
| would like to suggest in this paper is that tHgole derivation of a polydefinite DP is the same as
that of a contrastive Focus. Indeed, | propose ttatpolydefinites in (27) are derived as in (29),
which is parallel to the structures illustrateq2d) and (26):

(29) a. bp I?° [NCOmrp[Detpp FTOHOS] Ec [petr 0 anthropos]detd]] (=27a)

---- Agree

b. [op D° [np [petr O @anthropos]contre [petr 0 FTOHOS] bc toete toetrl]]] (= 27Db)

- Agree

C. [op D° [ncp [petr0-aRthrepel| ncontp [petr 0 FTOHOS] §c toetp toetd]]]
' : (elliptical DP; cf. 15B5)

---- Agree

The step of the derivation illustrated in (29a)rresponding to the diagram in (28), shows the
movement of the predicative DetP to Spec,NContrdkichvis triggered by the contrastive feature
encoded in NContr®. As is indicated, this is the\@ion of the phrase in (27a). However, if the
subject of the SC (i.e., the DetPanthroposthe man’) is marked with a presupposition featutre

is attracted to Spec,NGP, as in (29b), thus degi(27b).

Finally, in the structures in (24c) and (26c) wes@lved that presupposed material raised to
Spec,GP can be deleted. The same operation isblaiithin the DP, where the constituent raised
to Spec,NGP can be elided as in (29c): this operaterives an elliptical DP corresponding to the
one illustrated in (15B5) above. In the contex{1b) it was shown that a question like ‘which pen
did you buy, the golden or the silver one?’, whithates an opposition between the two adjectives,
can be answered either by a polydefinite or by liaptieal DP lacking the head noun. As (29c)

® Both (21) and (28) show the merge structure ofpiblgdefinites in (27). However, the two diagraniied because in
(28) a more articulated left-periphery is shown was the internal structure of the two DetPs isilhattrated in detalil
here as itis in (21).
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shows, this construction is derived in the same aaya polydefinite DP, with the additional
deletion of the (presupposed) subject DetP.

It should be observed that in the three structurd29) an Agree relation is indicated between D°
and the leftmost determiner. As already mentiomédig. 3), the definite determiner is merged in a
position lower than D°, namely in the Det® head.wdwger, the syntactidocus where the
definiteness feature is encoded is D°; as a comseg) when the D° head is merged in the
structure, it probes its c-commanding domain seagcfor a goal to check this feature. This goal
corresponds to the predicate FTOHO$ in (29a) and to the subjecb [anthropo$ in (29b-c)
because, after their movements, they are the raoat tonstituents with respect to the D° head. In
this way, it is possible to account for the faattthe definiteness feature is checked just ontlean
DP, even if the definite article is realized mdrart once.

4. ANOTE ON INDEFINITE DPS

In the previous sections only definite DPs havenbéiscussed. It is now worth noting that the
derivation proposed for polydefinites can also aotdor some properties of indefinite DPs in
Greek.

First of all, consider the ordering possibilitidlowed in indefinites. As the phrases in (30) show,
they are slightly different from what we observed definite DPs (at least for monadics); indeed,
adjectives can occur either in prenominal or intpasiinal position in indefinites, and the order
between two different adjectives is free:

(30) Ordering possibilities:
a. ena megalo kokkino vivlio
one big red book
“A big red book”
b. ena megalo vivlio kokkino
c. ena kokkino vivlio megalo
d. ena vivlio kokkino megalo
e. enavivlio megalo kokkino
f.  (*) ena kokkino megalo vivlio (cf. fn. 1)

In comparing these examples with the definite DP&) and (4) above, it is possible to see that the
pattern in (30) is more similar to polydefinitesathto monadics. However, (31) shows that
indefinite DPs are not grammatical if more than daterminer is realized:

(31) a. *ena vivlio enal/to kalo
one book one/the good

b. *ena kalo ena/to vivlio

one good one/the book

Given the possibility for an adjective to occurheit prenominally or postnominally in indefinite
DPs, it is important to investigate if there arey a@nterpretive differences in the two cases.
According to Stavrou (1996), postnominal adjectivesdefinite DPs receive a “predicative” (i.e.,
lexical) interpretation. Note that this observatisrsupported by examples like (32), which show
that a functional (or non-predicative) adjectivekeliipotithemeni ‘alleged’ cannot appear
postnominally in an indefinite DP:
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(32) a. [ipotithemeni tromokrates] silamvanonte hkat toso
alleged terrorists are arrested every so
“Alleged terrorists are arrested every once inhdet
b. *[tromokrates ipotithemeni] silamvanonte kathetoso
terrorists alleged are arrested every so

This predicative reading, together with the ordgrpossibilities illustrated in (30), suggests that
indefinite DPs with postnominal adjectives are altyupoly-indefinite constructions. This is also
confirmed by the discourse properties of such msetnal adjectives: as observed in Stavrou
(1996), they are interpreted as contrastive, in dame way as we saw above for polydefinite
adjectives.

The question is now, why the indefinite articené in the examples above) cannot appear more
than once in a single DP, given that a definiteclartcan. It is simply the case thetais not an
indefinite article; rather, it is the realizatiohtbe numeral ‘one’, which can also appear in dadin
constructions, as in (33):

(33) to ena to kokkino to vivlio
the one the red the book
“The one red book”

On the other hand, the indefinite determiner isl mul Greek; this can be confirmed by the
optionality ofenain examples like (34), which is interpreted asratefinite DP even ienais not
spelt out:

(34) (ena) vivlio kokkino
one book red
“A red book”

As a consequence, it is possible to analyze thasglrin (30) as instances of poly-indefinite
constructions. Only (30a) is ambiguous and can laésmterpreted as a monadic structure, because
the adjectives are both prenominal and occur irotlder requested by this kind of construction (cf.
the hierarchy in (5)). On the other hand, (30br® anambiguously poly-indefinite structures, with
null indefinite articles.

5. CONCLUSIONS

In this paper it has been observed that two typesl@ctival modification are available within the
DP: one of them corresponds to functional (i.en-poedicative) adjectives, which are merged in
the Specifiers of dedicated functional heads witia extended projection of NP (cf. (17)); the
other type concerns lexical (i.e., predicative)eatlyes, which are merged as predicates of ConjP
structures internal to the DP (cf. (18)).

As far as Greek is concerned, we saw that therenargatterns of adjectival modification, namely
the monadic and the polydefinite constructionghinformer, both functional and lexical adjectives
are realized prenominally; in this respect, it le®n argued that lexical adjectives, which are
merged postnominally, have to raise to a prenonpoaltion in order for their agreement with the
head noun to be licensed.

Polydefinites, on the other hand, always involvpredicative relation between two DetPs, each
containing its own determiner; these two constitseubsequently raise to specific left-peripheral
projections, depending on their discourse propertiehis analysis can account both for the
predicative reading of polydefinite adjectives &oidtheir contrastive interpretation.

174



Monadic vs. Polydefinite Modification

Finally, it is interesting to observe that the prsanalysis of these marked nominal constructions
shows a similarity with what has been proposedcfuntrastive Foci at the sentential level (cf.
Frascarelli, 2005, 2007), and this can constitutthér evidence for the parallelism between CPs
and DPs.
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Subject Islands:
Cyclicity of derivation and “weak” phases

BALAZS SURANYI®

Abstract

This paper presents the outline of a novel accatfirsubject islands that is able to account
for the variability in the opacity of subjects babross languages and across constructions,
including Chomsky’s (to appear) recent observatwnthe extractability of wh-PPs from
internal argument subjects as well as from raisetjects. The restrictive model presented
here adopts a strict No Tampering Condition (unl&eomsky, ibid.), and is based on the
view that intermediate movements to phase edgesardeature-checking driven last resort
operations. It is argued that Transfer takes plafir each application of Merge, provided
that the label of the syntactic object SO to whichnsfer applies has no uninterpretable
feature (the Interpretability Condition on Trangfehe account correctly predicts that
subjects that have undergone movement do not ratgstisplay a Freezing Effect: their
displacement does not render them opaque to swdmixin before all their uninterpretable
features have been checked.

1. INTRODUCTION

The study of conditions on movement transformatibas been a core area of research in
transformational grammar, and in no small meaduwes the results of this inquiry that led
to its principle based paradigm, of which the réddmimalist Program (MP) is part. In the
two decades or so preceding the emergence of thetit®notions have been central to
locality conditions restricting movement dependesci minimality/closeness and local
domains (see, for instance, Chomsky’s (1973, 1%t Cycle condition and Subjacency
condition, Rizzi's (1978) parametrization of Sulgacy, Cinque’s (1978) Cyclic Domains,
Huang's (1982) Condition on Extraction Domains, @is&y’'s (1986) Barriers, and Rizzi's
(1990) Relativized Minimality). Both notions of lality have found their way into the current
mainstream minimalist approach, which bases itdaggtion of the locality properties of
movement on the presumed ‘economy’ of syntacticivdgons in natural language,
specifically, the property of seeking to keep cotapanal complexity at a minimum. In
Chomsky’s (2000, 2001, et seq.) model, the oparafigree (a suboperation of Move),
triggered by a Probe category, involves a searchtife closestmatching Goal, and the
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operations of syntactic derivation are confinedbtmunded syntactic domains, vighases
which become opaque once completed, getting traesfeto the interpretive interface
systems of sound and meaning in a cyclic fashion gbTransfer operation). Both the
“closest” property of Agree and the cyclic Transfet phases restrict computational
complexity in syntax.Neither of these two economy properties of syitamimputation, nor
their interaction, can in itself account for theaopy of subjects, however. Subjects have
been long known to be syntactic domains disallowsngextraction from them (see Ross,
1967), and their opacity was captured in mainstr&owernment and Binding work in terms
of a lack of proper government, a precondition abextraction (see Huang, 1982). With
government out of the analytical toolbox in the MRe non-transparence of subjects and
other strong islands remained to be accounted for.

Many recent minimalist analyses of strong islanogluding Takahashi (1994),
Toyoshima (1997), Uriagereka (1999), Nunes anddéreka (2000), Johnson (2002), Sabel
(2002), Stepanov (2000, 2001), and others, shareefisential insight that extraction is
licensed from a position that lies on the main reime branch of the tree (on the complement
branch), whereas illegitimate gaps lie on “secoyid@ranches (specifier, adjunct). This
insight is summed up by Truswell (2006) in thedwaling descriptive generalization:

(1) Astrongisland is the non-projecting phrassler of a phrasal constituent.
The general idea behind (1) is along the linenf (

(2) If two phrase markers are built independeatlgach other (in parallel),
they are opaque domains with respect to extraéton one into another.

Ideally (and this is the line taken by most of thehors cited above), (2) is achieved not by
imposing filters to that effect on the output oh&ctic derivations, instead, (2) should be
deducible from the way the syntactic computatiogyatem constructing representations is
defined (the “constructivist” approach of minimaftiscf. Epstein and Seely, 2006). Although
the actual implementation of (2) is more intricéibat it would initially seem, it should
definitely subsume the islandhood of canonical ectisj The islandhood of adjucts has also
been claimed to follow from parallel-plane or latsertion (see, e.g., Stepanov, 2001;
Boeckx, 2003; and Chomsky, 2004). However, as &m®pg2001) has shown, subject
islands and adjunct islands are crucially differeWthile adjuncts are opaque across
languages and constructionsubjects show a degree of variation both acrassuleges and
across constructions within one language: Japaneeegan, Turkish, German, Hindi,
Russian, Palauan, Hungarian, Basque and other dgeguallow for subextraction from
subjects (at least in some syntactic contextsSéepanov, ibid.). It should follow, then, that
the account of subject islands and adjunct islandst be different. In other words, (2) is
inadequate as it stands.

One relevant difference between subjects and at§juachat in numerous languages
subjects need to undergo movement to sorReexternal canonical subject position.

1 These two aspects of the model go back to Chom$k986) notions of minimality (revised and deyzd

by Rizzi, 1990) and bounding node/barrier, respebtj and even further.
2" With a few exceptions, though; see, e.g., (i). Boxgyo and Neeleman (2000: 200) demonstrate that, if
certain conditions on the matrix and adjoined pratis are satisfied, extraction of an accusativeada
complement from within a depictive secondary pratticis possible, see (ii). A possible account @&fs¢h
examples would be to base-generate the relevaasghmodifiers in some syntacomplemenposition.
0] What time did John go to work [at t]?
(i) a. What did John arrive [whistling t]? (Bpmnovo and Neeleman 2000: 200)

b. What did John come back [addicted to t]?
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Furthermore, languages withP-internal (in-situ) external arguments apparendgk a
subject island effect: their in-situ subjects adsuibextraction (e.g., Lasnik and Saito, 1992;
Stepanov, ibid., and references therein). A podérapproach then is to account for the
subject/adjunct asymmetry at issue in terms ofgireeralization expressed by the Freezing
Principle in (3). On such an analysis, the ex-siibject in (4b) permits no subextraction
because it has undergone movement in the same svélyeavh-phrase in (4a). An in-situ
subject would be unaffected by the Freezing Priacignd would therefore be predicted to be
transparent to subextraction.

(3) Freezing Principlgbased on Ross, 1967; Wexler and Culicover, 1980)
Movement cannot take place from a moved XP.

(4) a. *Which politician don’t you know ¢p [pp Which picture of ], t, caused a scandal]?
b. *[Which film1 do you think ety [1p [op Viewers of { ], will [ t2 quit smoking]]]]?

Some recent accounts express an analogous restrioii derived positions. One
instance of this is the Chain Uniformity Conditig@UC), as conceptualized by Takahashi
(1994) and developed by Stepanov (2001), whichgimb) prohibits chains with non-
identical links (for Stepanov, 2001, the conditioperates at PF); compare Chomsky and
Lasnik (1993), to whom the CUC is due (Chomsky @9953) makes use of a Chain
Uniformity condition to enforce non-distinctnesstbé “projection level” status of links in a
movement chain). On this particular approadPrexternal subjects become opaque because
any subextraction from them following their movermentheirvP-external A-position would
alter only thevP-external copy of the subject chain, thereby gjvise to non-identical chain
links.

Effective as it may seem, the CUC raises conceptiiffitulties of its own in a
restrictive minimalist framework. An immediate pleim is posed by the fact that the CUC is
a representational output filter, making referetaahe notion of chain, a representational
construct. Representational constraints are noilad@ to current restrictive derivational
approaches. More generally, output filters are simdble in a minimalist setting (cf. the
‘constructivist’ approach of minimalism, see Framptand Guttmann, 1999; Epstein and
Seely, 2006). Chains should be epiphenomenal, matloutput condition referring to them
(otherwise they would be duplicating movement ofjens; see Brody, 1995, 2002)If
movement is Internal Merge, as proposed by Chor{&b4, 2005), then this poses a further
difficulty for a condition like the CUC: movementeates multiple occurrences of a single
syntactic object, instead of distinct ‘copies’ thabuld be affected separately by
subextraction.

The conception of freezing has been implementece merently in Chomsky’s (2000,
2001) derivational approach in terms of an Activitgndition (Boeckx, 2003). According to
Boeckx’s Activity Condition, an element that hasdargone A-movement, getting its Case
feature valued, is rendered inactive in its derigedition, and hence cannot participate in any
further Agree (and Mové).In much the same vein, Rizzi (2004) proposes acjpie of
Criterial Freezing, which holds that elements $anhg some Criterion (e.g., the Wh-

® Carnie (1995) and Toyoshima (2000, 2001) alsaeagainst a principle like the Uniformity Condition

theoretical grounds (see also Gartner (2002, 88fe®@ discussion of how Chomsky’s Uniformity Cotiatn is
both too strong and too weak).
*  Chomsky’s (2000, 2001) Activation Condition on AgfMove holds that only such elements are possible
Goals (and can therefore undergo movement) thatdgat unvalued (i.e., unchecked) uninterpretéddeure
(corresponding to the notion ‘active’).
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Criterion) are frozen; subjects are assumed tafgadi Criterion (call it Subject Criterion) in
their canonical subject position.

The Activity Condition and Criterial Freezing acotsl cannot hold in their most
general form, since they would predict that A-moeaicannot feed A-bar movement
(because the DP turns inactive/frozen after A-maminhas applied). That consequence is
apparently false: for instance, raising and A-sdiamy are known to obviate Weak
Crossover and Superiority effects, and feed pacagdp licensing in A-bar dependencies,
etc. Therefore, these accounts must be augmentddrther assumptions about syntactic
computations to allow A-movement to feed A-bar ntoeet? In addition, an account of how
the Activity Condition and the Criterial Freezingrziple, respectively, can be derived from
deeper principles is called for. It also needs ¢oebsured that covert A-movement (pure
Agree) should not be sufficient to trigger freezinfy covert A-movement satisfied the
Subject Criterion / valued the Case of the sulgauilarly to overt A-movement, then that
would wrongly predict that in-situ subjects aretjas opaque to subextraction as subjects
raised to asP-external positiofi.Finally, the accounts at issue seem to undergeneraiew
of facts discussed recently by Chomsky (to appéatall that they are devised to make the
prediction that DPs that are moved to the canorsichject position of the (finite) clause are
opaqué€. This prediction, however, is apparently too strofifjomsky (ibid.) shows that
internal argument surface subjects, as well agdasubjects (somewhat marginally) allow
for subextraction in English (see section 2 below).

Chomsky (ibid.) explains these observations in seoha revision of his phase-based
model according to which the strict cyclicity ofndgictic derivation is to be weakened: it is
stipulated that all movement operations within agghtake place at the phase level (i.e.,
when the phase head has been Merged in). Thig [atbgosal is crucially supported by
Chomsky’s analysis of the observations he makels reigard to variation in the availability
of subextraction from surface subjects. There arsiderations, however, that cast doubt on
that analysis as well as the proposed revisiors Wil be discussed in the next section.

Subject islands apparently remain a challengeHeraccounts reviewed above. In the
remainder of this paper, | lay out an analysis @atounts for the general islandhood of
subjects in the/P-external canonical subject position, the two sypéexceptions observed
by Chomsky (ibid.), as well as the transparencenitu subjects without running into the
complications noted above. The proposal takes car€homsky’'s (ibid.) data without
stipulating that movement operations are confireethé phase level, and continues to uphold
the restrictive view that syntactic derivations atgctly cyclic. On the present proposal, it is
precisely the strict cyclicity of derivations, iandem with cyclic Transfer of phases, that
plays a key role in the explanation of the islarmthof subjects as well as the variability
thereof. Section 2 reviews Chomsky’s (ibid.) obatinns and argues against the account he
puts forward. Section 3 introduces the central aggions the present proposal draws on, and
provides an alternative analysis of the (non)opagitex-situ subjects, including Chomsky’s
data, as well as the transparence of in-situ stj&ection 4 concludes.

> Boeckx (2003: 13) proposes a Principle of UnambiguBhains, according to which a chain may contain n

more than one “strong” occurrence. Chains with tstvong” occurrences (such as the ones created by A
movement feeding A-bar movement) need to be disgumaldéd, the relevant instantiation of which invalve
relating the “strong” occurrences by Agree.
®  Boeckx (2003) assumes that [person] is checkédinrSpecTP (and can be checked by the explétiees
as well). It is doubtful whether this stipulatioarcbe extended to subject-in-situ languages.
" Chain Uniformity accounts make the same predictéxtracting part of the DP that has been movetti¢o
canonical subject position would invariably giveerito a non-uniform chain.
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2. SUBEXTRACTION FROM SUBJECTS AND COMPLEX PHASES

2.1 Subextraction from subjects and movements at thseplevel

Chomsky (to appear) observes that there is a peataiontrast between examples like (5a)
and (6b), and classifies (5a) as ungrammatical i) grammatical. To the extent

subextraction from the subject in (5b) is accemallsides with subextraction from objects,
see (5c). The same pattern emerges in (6a—c).

(5) a. *Of which car did the driver cause a s@®d
b. Of which car was the driver awarded a prize?
c.  Of which car did they find the driver?

a. *It was the CAR (not the TRUCK) of whidmetdriver caused a scandal.
b. It was the CAR (not the TRUCK) of which thewdn was found.
c It was the CAR (not the TRUCK) of which thewfa the driver.

(6)

Chomsky’s analysis of the pattern in (5/6) is basedhe following key assumptions.

(7) Uninterpretable features ([uF]s) can only E@perty of phase heads (i.e., C and v* in
the clausal hierarchy).

(8) Non-phase heads receive [uF]s through featireritance from the next higher phase
head.

(9) An A-chain becomes invisible to further comgigia when its uninterpretable features
are valued.

As a consequence of (7) and (8), the syntactiovdioin yields what we may call “complex”
phases: the C-T phase and #e/ phase (in the clausal domain). Movements to-pbase
heads are delayed until the next higher phase iselslérged in. For instance, the subject is
not raised to SpecTP before (nor does it enter &grigh T) before the C head is projected,
and T inherits the phi-features generated on Cn3hy assumes that movement operations
triggered by [uF]s of a phase head must be simettas or freely orderet.

This means that when C is Merged to TP in the déon of (6b)/(7b), the movements
of thewh-phrase to TP and to CP will take place “in patéll€hat, in turn, entails thawh-
subextraction to CP can proceed from ¥Reinternal occurrence of the surface subject in the
(indirect) object position. It is predicted now tisaibextraction from surface subjects that are
underlying objects should side with subextractimnt ordinary objects, i.e., the opacity of
subjects is determined in their underlying positidpparently, a subject DP born in Sgte
is opague to subextraction to CP, while one thajeiserated inside VP is not. As for the
former generalization, Chomsky speculates thabula reduce to the fact that there thie-
expression is embedded in the lower phase, whistaliaady been passed in the derivation.
Whereas the external argument itself can be aatesdbe next higher phase as a category
that is in a phase edge position (cf. subj@btquestions), “there is a cost to extracting
something embedded in it” (Chomsky, ibid.). Gragtithat, there is still a derivation for
(5a)/(6a) that needs to be excluded. In one passitdler of operations, the movement of the

8 “[A]ll options are open: the edge- and Agree-teas of the probe [[wh] and [phi] in the case ofté C, BS]

can apply in either order, or simultaneously, vattly certain choices converging” (ibid.).

In the second case, by contrast, wiePP is not embedded in a lower phase, given thatacousative
(unaccusative and passive) verbs are dominatedrimnaaccusativeP, a non-phasal category on Chomsky’s
(2000, 2001 et seq.) assumptions.

182



Subject Islands

external argument DP to SpecTP precedes the appticaf thewh-movement to CP. This
would permit thevh-PP to subextract from the SpecTP position of BRha latter is not part
of a lower phase (unlike Spg®). This derivation is ruled out by (9), which orporates the
effects of Chomsky's earlier (in)activity conditiamn Agree/movement. Chomsky reasons
that since the uninterpretable (Case) featureh@feternal argument DP are valued in its
(finite) SpecTP position, this DP becomes frozeoeom has been moved to (finite) SpecTP.
This latter issue does not arise in a derivatiorenehmovements to TP and to CP are
simultaneous: in such a derivation there is no mwm@ dependency between SpecCP and
(any element within) SpecTP.

Chomsky makes the further observation that raisdgests also permit subextraction,
even when they are generated in Spqsee (10)), and writes that “one permitted orofer
operations is this: the Agree-feature of C-T raigles external argument] step-by-step to its
final position, and along the way, the Edge-featfr€ extracts the PP [wh-]Jcomplement and
raiseslgt to SPEC-C, with no deep search requiss@duise no phase boundaries are crossed”
(ibid.)

(10) a.  Of which car is the driver likely to cawsecandal?
b. Itisthe CAR (not the TRUCK) of which thawdr is likely to cause a scandal.

2.2 A critique of Chomsky’s account

Chomsky’s observations are intriguing, and theywees the central empirical argument
supporting the crucial proposals in (7-9). It i$ 80 clear, however, that the revisions of the
phase-based model in (7-9) are conceptually désiatthough Chomsky points to some
potential conceptual advantad®s

First, the status of (9) is dubious. The particyeoperty of the computational system
that elements whose uninterpretable features Habeen checked become opaque to further
syntactic computation can be turned into a theoomee it is assumed that such elements
undergo Transfer to the interface systems as sedineg become fully interpretable (cf. e.g.,
Kitahara 1997, Svenonius 2004)9), however, limits this property to A-chainsiestriction
that remains unexplained. The notion of “A-chaitself is questionable (see Note 11). As an
alternative, (9) could be formulated in terms ditéees instead of A-chains: (9') an element
becomes inaccessible once its uninterpretable asares have been valued (a constraint

19 It is not spelled out how the phi-features of @dh cause the DP to move “step-by-step” to m&pgcTP.
It appears as though all Ts below C inherit thevaht [uF] from C. What is sufficiently clear, netheless, is
that the assumption of successive cyclic A-moverttaotugh (nonfinite) SpecTP positions is necessaorder
to account for (10): otherwise the PP could noestiact from the DP “along the way,” i.e., in ateiiediate
SpecTP position.
" For instance, one consequence of (7-9) is tha¢ thever obtains a movement relation between a ety
position (such as SpecTP) and an A-bar positiooh(sis SpecCP) ((9) precludes moving the specifi&éPoany
further). According to Chomsky (ibid.), this is be seen as a welcome result, as this precludesunidorm”
chains involving derived A-positions as well as Arlpositions. As the A-/A-bar distinction is notpdoited as a
theoretical primitive in the current model (thouthfe notion of A-type positions can be added on: r@$ky
(ibid.) defines them negatively as non-A-bar posis, where A-bar positions are those that are dedulpy
elements attracted by an edge-feature on a phash,rend chains should be epiphenomenal in a dienzd
theory (e.g., Epstein and Seely, 2006), with ntri@®ns (e.g., of uniformity, accessibility) refang to them, it
remains unclear if this result should have any saaiificance.
12 such a deduction from the timing of Transfer imvailable if feature valuation takes place at fthase
level, as part of Transfer itself (Chomsky 2004}hht is the timing of valuation, then the Casatdiee of even
an external argument DP in SpecTP will not be \dlpsor to Transfer of the whole CP phase, whidtesa
place onlyafter all movements in the CP phase have taken placd.cFacially includes thesh-subextraction to
CP, which can therefore proceed from the occurram&pecTP.
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analogous to Boeckx’s Activity Condition). Once sgat remains a stipulation that (9') is
limited to (structural) Case features. If it wera thus restricted, then it would be wrongly
predicted that subjects in SpecTP remain transpdcersubextraction if they bear some
uninterpretable operator feature (e.g., in the aafseh-subjects). On the other hand, if
uninterpretable operator features do not exist,pibstion of Chomsky (ibid.), then we can
eliminate the restriction to Case features from @bwever, in this case we lose any hope of
deducing (9") from the way syntactic computatiosydtem connects (via Transfer) with the
interface systems, viz. in terms of the assumpti@t elements get Transferred as soon as
they are relieved of all their uninterpretable éeas. This is because if a (non-argument)
phrase is to undergo A-bar movement, then it masbe Transferred (as that would bleed its
A-bar movement) even though it has no uninterptettdatures. If Transfer has to wait until
A-bar movements have applied and the phase is ebetplthen this predicts, contrary to
intention, that DPs in SpecTP remain transparentAtbar-subextraction to CP. The
stipulation of (9) would be gratuitous for the posps of deriving the facts in (5-6) if
movements proceeding “in parallel” to TP and to &Anot be freely ordered, botustbe
derivationally simultaneous, in which case no mosetrcan ever proceed from SpecTP to
SpecCP. It is far from clear, however, how the mptf free order of operations could be
barred on principled grounds.

Derivational simultaneity of Agree/Move operationsolving T and C is a cause for
concern in itself® It brings phase-based theory one (big) step clasércoming a mixed
representational—derivational approach (cf. Br&02): representational at the phase level,
while proceeding derivationally from one phase hie hext (see also Epstein and Seely,
2002). >From another angle, derivational simultgnef all movements within a phase leads
to a radically increased local operational compieat the stage of the phase. This goes flatly
against the substantive minimalist thesis thatasytid computation locally requires extremely
limited computational resources (Chomsky, 2000,126

Even if we put these conceptual concerns asiaeudt be noted that plain simultaneity
of the two movements (to SpecTP and to SpecCP) matesuffice: this does not in itself take
care of the valuation of the uninterpretable Casgure on the occurrence oWa-subject in
SpecCP. This is precisely because the very sanse)loacurrence of theh-DP serves as an
input to both the A-movement and the A-bar movenogr@rations. Given that this input DP
bears uninterpretable Case, the new occurrenceeaC3® created by the A-bar movement
will also bear that feature (while the base ocaweewill have that feature valued/eliminated
as part of Agree with T). Therefore, what is regdiinstead of simple simultaneity is that
movements to TP and to CP should form a single texngperation triggered by featurally
distinct multiple probes (here: C and T, where dhly latter bears phi-features), whose input
is a DP bearing uninterpretable Case, and whogsubutill be two new occurrences, both
with valued Case. Such a complex double-movemeetatipn seems highly non-natural in

3 For Chomsky, it is not enough to limit derivarsimultaneity to Move (internal Merge) operations
allowing Agree to apply before Move to TP and to.dmis is because after Agree(T,DP) DP becomes
inaccessible, see (9).
1 These conceptual shortcomings are shared byw#itsi(2005) theory of multiple Agree, taken over by
Chomsky (to appear). Hiraiwa argues that simultgni@i multiple Agree is the result of (an incarwatiof)
Earliness: offending uninterpretable features mstchecked as soon as possible (Chomsky 1995). In
particular, assuming this notion of Earliness,tibajiven stage (phase) of the derivation two Agrgerations
can be established, then the only way for botthefrt to respect Earliness is if they take place ls&meously.
Simultaneity, in turn, is taken to avoid the Closesviolation that should disrupt any Agree betwesrbe and
non-closest Goals. Significantly, multiple Agreen merely simultaneous multiple applications of Agrieet
a single complex operation; otherwise a closewvadBoal would still count as an intervener for arendistant
Goal, rendering Agree with the latter impossiblee Frampton and Gutmann’s (2000) feature sharipgoagh
of “feature checking” for an alternative accountdny-to-one/one-to-many “feature checking” confagions.
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the given theoretical setting, too high a priceay for simultaneity of probing by C and by T
at the phase levét.

There is also a price to pay if appropriate silegadf occurrences is to be guaranteed.
Chomsky remains inexplicit regarding the spell olibccurrences (he only states that “By
the usual demand of minimal computation, the A4ehaiontain no pronounced copy.”) If
movements to TP and to CP are simultaneous, siigr{the subextracted part of) the SpecTP
occurrence requires a more powerful grammar thaeroise seems necessary. Either we
incorporate the appropriate silencing rule intcoanplex double-movement operation of the
sort just discussed, complicating it further (siliexy exactly that part of the new A-bar
occurrence that is being targeted by the A-movementelse we need to fall back on a PF
algorithm, necessarily global in nature, havingeascto all occurrences at the same time, as
well as their c-command relations. This means tiat-pronunciation of some element
cannot result from the movement operation itselfjthout reference to such
globallrepresentational information (cf. Nunes, 206

Yet another consideration suggesting that movenenTP and to CP cannot be
simultaneous stems from the account of the ovemftophrasal movement distinction
sketched in Chomsky (2004, 2005), following Nissamh (2000): covert movement is
identical to overt movement, except that the forroecurs after Transfer to the sound
interface, while the latter takes place befor@m. that account, a contradiction arises if the
same element is raised to TP and to CP, but ordyabrthe two probe heads bears an edge-
feature in the language (say, C). In that scenamoyement to C must take place before
Transfer, whereas movement to T must take plaee &fansfer. But such an arrangement is
impossible if the two movement operations are siamgous.

| conclude that, on closer inspection, phase-leualultaneity of movement operations
involving T and C (and V and) leads to a number of complications within a datibnal
setting. Unfortunately, the problems for Chomsk¥sappear) account do not end here.

One striking aspect of Chomsky’s proposal is thavement to T is countercycli.
Assume for the sake of the argument that simultaregimovements to TP and to CP is not
available in a derivational model, as argued immatedly above. Then in order to capture the
observations in (5-6), movement to SpecCP nmrstede movement to SpecTP. If it
followed raising to SpecTP, the required distingtio terms ofvP-internal position between
external and internal arguments would be lost. Bim& the countercyclic order can apply is
ensured by (9): as already noted, if raising totales place first, then the DP argument
becomes inactive/invisible by the time A-bar movaemeould apply:® But let us grant the

5 Hiraiwa (2005) describes multiple probes/singbalgconstructions in terms of simultaneous Agras, ib
the constructions he discusses the goal only mores, as the probes are not featurally distinataiWa admits
simultaneous multiple internal Merge into multigpecifiers of the same functional head, a singlmpex
operation termed Multiple Move. Note that this cdexpoperation targets and extends the root node. By
contrast, in the derivation envisaged by Chomskyitipie internal Merge operations target distinotdas, TP
and CP, where the former is contained in the lattBraiwa (ibid.) notes that in contrast to simukaus
multiple Move, simultaneous multiple external Meigaunavailable (casting some doubt on the avditgluif
the former, if Move is also simply Merge), as itdis to crashing (nonlinearizable) derivations grede on
crash, however, is undesirable to rule out otherpisssible derivations, see Frampton and Gutm&99)1
8 Limiting PF interpretation to the occurrence Megtdast in the derivation seems to deliver therddsiesult.
However, such a constraint would beg the questioy itvhas to be the last-Merged occurrence andheofirst-
Merged one that spells out etc.; more importaiitiwould require some additional device to mark-lderged
occurrences as such: in the current model occueeeaie not so distinguished.
7" For recent overviews of various different notimfiyclicity, see Freidin (1999) and Lasnik (2006)
8 Inactivation applies to all occurrences in an hio (see (9); “trace” occurrences are also inigsibf.
Chomsky (ibid.), Chomsky (2000: 131, 2001: 24)csirieature checking affects all occurrences. Ong ma
speculate that in order to capture (5-6) in a gisonyclic model that allows movement to TP onlypt@cede
movement to CP, inactivation should be stipulatedgply only to the head of the A-chain in Speci, not
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option of the simultaneity of movements (in term&®ingle complex operation, see above).
To be sure, whether subsequent to or simultaneatls fironting to CP, the operation of
movement to TP does not violate a restriction assutoy Chomsky (1995: 234; 2001)
dubbedfeatural cyclicity by Richards (1999), viz. uninterpretalféatures must be checked
as soon as possible after being introduced in twévation’® The “featural cyclicity”
restriction is made redundant in Chomsky’s (to apperoposed system, as uninterpretable
features are introduced at the phase level onlycdéelaying their valuation/checking until
after a new probe is Merged is not an availabléoaptn fact, Chomsky (2005, to appear)
embraces an altogether different source of cygli@kin to that in Watanabe, 1995 and in
Frank and Vijay-Shanker, 2001; cf. also Chomsk2800) least tampering principle), which
he calls the No Tampering Condition (NTC): “opevas forming complex expressions
should consist of no more than a rearrangemenhefobjects to which they apply, not
modifying them internally by deletion or insertiof new elements” (Chomsky, 2005: 11).
The NTC is a “third factor” “natural property offigient computation, with a claim to
extralinguistic generality” (op. cit.), offering@incipled explanation of cyclicity of narrow
syntax®® Movement to a non-phase head violates this geNF&, even in a derivation
where it is simultaneous with movement to the dariity phase head.

the tail occurrence insidéP. In this case the occurrence insiffewould be the closest active occurrence for the
C probe, allowing for A-bar movement to target tiese occurrence. However, such a notion of inaativa
would remain entirely stipulative, as it would dige (the checking of) uninterpretable (Case) festuhich
are eliminated on the base occurrence too in A-mevet) from the concept of (in)activation. It wolddso
remain unclear why the occurrence of DP in SpecTRldvnot act as a defective (matching but inactive)
intervener for attraction by C.

¥ Only simultaneous movements to TP and CP avoithtg the related stricter restriction of the Edion
Condition (Chomsky, 1995): they do extend the provided that they are construed as one complesatipa.

2 This general NTC is taken to also derive the ctpory of movement, and various other properties o
narrow syntax (see Chomsky, 2005). Feature inlexddF1), viz. the process through which a non-phasad
(H% inherits its uninterpretable features (both Agiesgtures and edge-features) from the immediatigpen
phase head (g) (T from C, V fromv), also appears to be countercyclic in the senseggneral NTC, given
that FI involves the introduction of a feature loé tabel of the current root category fpldn a lower head (M
inside the current root. Unfortunately, Chomsky slo®t provide the details of the syntactic mechan
work, so Fl is difficult to evaluate. Nonethelegisshould be noted that the countercyclicity ofi§lin fact
analogous to that of Agree, which also involves ification of the feature composition of (goal) hedtat are
well inside the root phrase marker. Moreover, Fhilarly to Agree (cf. multiple Agree scenarios debed by
Hiraiwa, 2005), can involve a one-to-many relatisimilarly to Fl in raising constructions of therfio [C [T ...

[T ... [T ... DP]]]] (cf. (10)). However, implementingl in terms of Agree (between Ptand H) may turn out

to be less straightforward than it would initiaigem.

First, multiple overt movements of (embedded) natdi TPs to C are never attested, even though plaulti
Agree is parametrically associated with multiplenting (multiple nominatives, multiplevh-fronting, etc).
Further, it is hard to see how the original uniptetable feature of pHgets eliminated on pHtself, and how
Agree of pH and H can give rise to an uninterpretable/unvalued featbe it a phi- or an edge-feature) oh H
that is not there before Agree betweer pidd H takes place. Even granting that such features caH be
created by PH it is not clear why FI should be selective fotegmry: in raising constructions, C transfers the
relevant features only to T heads, but nov tar to V. (Interestingly, if FI were not selectiire this way, that
could lead to an account of “long” movements whereimoved elements touch down successive cycliclly
the edge of each phrase, as in Takahashi, 1994o0Bid$ 2002; Boeckx, 2003; etc. Assuming no operator
features or the like, A-bar movement would proctedugh the edges of phases only.)
2L This is so if simultaneous movements within agehare taken to affect the phase itself, i.e.rdo¢ at the
current stage of the derivation. If movement to (Ffémerging it with a DP that it contains) were dakto
“affect” only TP, the NTC would become effectivelgicuous, not barring any acyclic Merge operation.

One could make the case that acyclic Merge of DIPRaffects only TP because it only adds {DP, TP},
without turning this new occurrence of DP into d@ngent dominated/c-commanded by syntactic objegttdri
up, i.e., without “affecting” C or any higher elente. In other words, DP can be acyclically Merged P by
creating a separate root node dominating the twachSa multi-root structure may pose problems for
linearization and/or for semantic interpretationterestingly, however, it could be used to deriwétHout
recourse to (9)) Chomsky’s assumption that no m&rgman proceed from SpecTP, even in a model where
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An essential ingredient of Chomsky’s account isgssumption that subextraction from
a DP residing in SpetP (or in SpecCP) is illicit. Crucial as this asqution is, the reasoning
that would motivate it is not sufficiently explicib establish whether it is derivable from
more basic properties of the model. The edge dfes@is accessible in the next higher phase
per definitionem see (11). To achieve the required asymmetry, thiat syntactic objects
(SO) in the edge of a phase head Ph that are inmte®ddominated by PhP are available for
further operations, while any elements (includinigies elements) contained in them are not,
PIC needs to be enriched by incorporating someonaikin to Chomsky’s (1993jinimal
residue see (12§?

(11) Phase Impenetrability Conditigi?IC; based on Chomsky, 2000)
In a phase PhP, only the head Ph, and specifiefadjuncts of PhP are accessible to
operations outside PhP, other parts of PhP are not.

(12) In a phase PhP, only the head Ph and synialgjgcts making up the minimal residue
of Ph are accessible to operations outside PhBr ptrts of PhP are not.

The PIC itself should be deducible from the way th&pping from syntax to the interface
systems is defined: if on the completion of a pi{as@ipon Merge with the next higher head)
Transfer sends the complement of the phase hedldetinterfaces (or at least to the PF
interface if cross-phasal pure Agree is to be pieal), then the PIC is effectively derived as
a theorem (compare Chomsky, 2004; 2005: 16—17}h@r{fairly common) view, there is no
reason why an element within an SO residing ineithge of a phase should not be available
for movement. There is no obvious way of derivirg the cyclic mapping of syntax to the
interfaces (Transfer) the version of the PIC in)(2hich in turn is necessary to render
specifiers of phases opaque. (12), in contrast1d (s essentially a stipulation.

Not only is it cumbersome to explain why subjectsDR SpewP are opaque, even
though they remain accessible to movement themseitvalso remains obscure why object
DPs of transitive verbs (and subject DPs markedasisative by ECM verbs) in (outer)
Spew&P, moved to this intermediate position on their wapecCP, fail to exhibit opacity (if
subextraction from avh-object is taken to be grammatical). Such DPs amngly predicted
to behave on a par with external argument DPs ao&p(which DPs are also opaque in the
higher edge position of SpecEp

Two other empirical issues with the account mustpoented out briefly before
proceeding. The first has to do with the predictidrihe proposal that A-movements cannot

(after CP is projected) it is movement to TP tlekes place first. Given that the DP merged to TRoisc-
commanded by C, théP-internal occurrence will remain the closestommandedccurrence to be attracted to
C.

Chomsky (ibid.) acknowledges that movement to nbase heads is a narrow violation of the NTC, and
speculates that it may still be legitimate if thstidction that is thus established (viz. the distion between A-
bar and A-positions) is required by the C-lI integfaThe issue, however, remains elusive, and théuar
complicates matters that the traditional A-/A-béstidction is not semantically clear-cut (cf. eipe status of
topicalization, which shares some properties bath fecussing and with A-movement to subject positie.g.,
Cinque, 1991), and it is less than obvious whatQHenterface would “require” (NTC-violating) A-nv@ments
for. Even if the distinction was both sufficienparp and clearly motivated by C-I interface neadwnodel that
achieves it without disobeying the NTC would clgdré preferable.

22 For sake of simplicity, | keep here to the moestrictive formulation in Chomsky (2000, 2004) (séso
Chomsky, 2005), and | also ignore head-adjunct#osyntactic object belongs to tineinimal residueof a head
Ph if it occupies a specifier of Ph, or it is adjgd to PhP (or to Ph) (cf. Chomsky, 1993).

% Chomsky (to appear) cites (i) as having the sstai@is as (5a)/(6a).

(i) *Of which car did you wonder [[which driver _chused a scandal]?
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feed or bleed A-bar movements. As noted in Sectiosuch a prediction goes against some
relatively well-established generalizations abobe tinteraction of the two types of
movement, e.g., that raising and A-scrambling dievi&/eak Crossover (WCO) and
Superiority effects, therefore they bleed A-bar ement from the base position; and they
feed A-bar movements that license parasitic gaps; I& in (13a) A-bar movement is
launched directly from the base positids),(then it will cross over the coreferential pronou
his, a classic WCO violation. If in English ovevtrmovement to matrix C attracts the closest
wh-phrasen their base positionthen in (13b) it should target the experienceroP&eem If
A-bar movement targeted the base occurrence, ttehould create the dependency between
that occurrence and the one in the SpecCP A-batigoghat is needed to license the
parasitic gap in (13c). In garden variety casesonstruction (of the complement in the
moved phrase) is an option in A-movement, whilis ibbligatory in A-bar movement. If the
wh-movement dependency linkechich picture of Johmwith t3, then coreference with the
matrix clause pronoun in (13d) should not be pdssith A-movement did not feed A-bar
movement, then it should not be able to get an eiraut of an inner island before A-bar
movement is applied to the same element. Tiwisnovement in (13e) and in (13f) should
be equally unacceptable (examples from Rezac, 2604dinly, none of these predictions is
verified. Standard accounts of the phenomena imeblwould need to be considerably
complicated (in ways that remain to be exploredpider for the effect of a “parallel” A-
movement to be taken into account.

(13) a. Whot; seems to his mothet [to t3 be intelligent]?
b.  *To whom doesvhoseemnt;, whom[t1 tO t2 be intelligent]?
C. *Which papertwas read, [without filing pg]?
(vs. Which paper did you read without filing?)
d.  Which picture of John; seems to hipft, tot; be on sale]?
(vs. *Which picture of Johrdid he find ugly?)
e. *Tell mehow many eagleBirk did [not successfully evadd
f. Tell mehow many eaglets were [not successfully evadedy Dirk]

Another striking consequence of Chomsky’s propasathat the movement of the
external argument from Spédt to SpecTP does not have an effect on the ayabi wh-
subextraction from it, which proceeds from the bpssition, which is where subextraction
gets blocked. This predicts subjéaisitu languages to be no different from subjektsitu
languages as far as the islandhood of the extargament subject is concerned. However, as
noted in Section 1, these languages systematitallyo display Subject Condition effects.
This should mean that, contrary to the expectat@ased on Chomsky’s account, movement
to SpecTP does have an effect on subextractiorormptiThe paradox derives from the
observations in (5-6), serving as the basis of Gikyta diametrically opposing conjecture.

The preceding paragraphs have reviewed some caateptid empirical problems for
Chomsky’s account of his observations that inteergliment surface subjects and subjects
that have undergone raising can be affected byxst#mtion. In the remainder of the paper |
show that the opacity of external argument subj@éctSpecTP, Chomsky's perplexing
observations, as well as the general transparehitesitu (external argument) subjects can
all be explained within a derivational model of &pn (i) without restricting uninterpretable
morphosyntactic and edge features to phase hagdsjtlout claiming A-movement to be
special (either by imposing a specific conditiokeli(9), or in the guise of limiting
uninterpretable morphosyntactic features to theygtesn), and (iii) without abandoning the
NTC, a natural principle of computational efficign¢hat warrants strict cyclicity of
derivations, in turn allowing A-movement to feedoAr movement.
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3. NO TAMPERING, LAST RESORT AND CYCLIC TRANSFER

3.1 The model

Essentially, four properties of syntax will be aticial relevance to the analysis presented
below: No Tampering, Last Resort, Earliness, amdnttechanism of Transfer. It should be
noted at the outset that each of these propedi@sotivated elsewhere in the literature, on
grounds largely independent of the empirical factgered here. It is also of significance that
all these aspects of the syntactic computationatesy can be reduced to “third factor”
considerations (hence, they conform to the Stromgirvalist Thesis; see Chomsky, 2001,
2005).

The first relevant aspect is the No Tampering attaraof narrow syntax (referred to as
the No Tampering Condition, NTC). | will assumetiacs NTC without further discussion as
a manifestation of computational efficiency, foliogy Chomsky (20053

The second property at play is the Last Resortacar of syntax, also reducible to
considerations of efficient computation (the seaahminimized operational complexity).
Of particular relevance to the derivations investiégl in this paper is the view that
intermediate movements to (phase) edges (hencefbltteviated as IME) are operations not
driven by feature checking, not even checking ofefP feature. A non-feature-checking
conception of successive cyclic IME has been adedchy Suranyi (2002, 2004a, b, 2007a),
Boskovi (2002, to appear), Boeckx (2003), and Fox and tBles€¢2005), among othefs.
Below | lay out a novel argument in favour of swhaccount, and then briefly summarize
only two of the arguments from the earlier literatwited above, to which the reader is
referred for further motivation.

One problem for Chomsky's (2001) phase-based ad¢coliisuccessive cyclic long
movements that was immediately pointed out at ithe telates to long “covert” movement
dependencies. If “covert” movement is pure Agree,Chomsky (2000, 2001) argued, or
Agree plus an internal Merge operation that follosell Out within Transfer, a view
advocated in Chomsky (2004, 2005), then long cov@mvements are predicted to be non-
successive cyclic, since the optional EPP (edgeyfes of phase heads, which are the trigger
for successive cyclic overt IMES, are absent inecbmnovement configurations; in fact, it is
their absence that determines a movement to refoawert.” Given the attested range of
long covert movement dependencies in languages Roiinsky and Potsdam, 2001; Legate,
2005, Boskowu, to appear), this situation implies that covertveraents are immune to the
PIC: a covertly moved goal is accessible in itssitu position to the probe across phase
boundarie$® However, if PIC only constrains overt movementerththe conceptual

24 Feature checking by definition counts as a viotabf a strict NTC, if it is conceived of as débet or
valuation of features, since both the probe andgtied are contained in the root syntactic objedhatstage
when feature checking takes place. This may bedadpifor instance, in a feature sharing accourfeature
checking (e.g., Frampton and Gutmann, 2000), wfeaure checking does not involve any modificatain
checked features. Another option is to assumetti@iNTC prohibits manipulations of syntactic obge¢$0)
already constructed, but the value of featuresrichl items (LI) within an SO is not a definingoperty of
SOs: an SO is defined by the Lls it contains, iditig features the Lls bear but excluding the valfethose
features, and the basic structural relations (siscimmediately contain) holding between its Lls.
% Heck and Miller's (2003) account of successivelicymovement, which builds on the notion of
Numeration, may be considered as a hybrid of thtufe-based and the non-feature-based approach&to
Chomsky and Lasnik (1993) and Takahashi (1994) adept a non-feature-checking view of IMEs, butheir
account, based on chains (and Form Chain), follguwie lead of GB theory, long movement was trigddrng
the attracting functional head licensing the fitehding site, and successive cyclic steps to inteliaie
positions inside the tree were motivated by a fplecminimizing the distance between chain links.
% Constructions frequently discussed in this conticlude apparent Agree into finite clauses, into
unaccusative/passivePs (on the assumption that these are (strong) phase Legate, 2003), into first
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motivation for the PIC itself is substantially dmshed, if not lost completely: the syntactic
structure that has been built cannot be “shippddtofthe interfaces (at least not to the
semantic interface), eliminating it from narrow &yn and thereby reducing the latter’s
operative complexity/memory requirements. In falsere is mounting evidence that covert
movement, too, is successive cyclic at the phasad (see e.g., Bruening, 2001; Polinsky and
Potsdam, 2001; Svenonius, 2004; Legate, 2005; BRa@5). This means that the PIC
constrains both overt and covert movements. Givenassumption that overt movements
differ from covert movements in being triggeredaényEPP/edge feature, IME to phase edges
in successive cyclic movement cannot generallyrbeed by EPP on phase heads, since EPP
is tied to overt movements only.

Another argument against a feature-checking accolufMEs comes from the fact that
it involves massive lookahead (from another pergpecit systematically overgenerates; see
BosSkovi, to appear). For, the computation should only aligplace a goal to the edge of
intermediate phases if somewhere higher up thelleb&ian EPP-bearing probe that will
finally attract the goal to its specifier. Otherevithe model generates structures with the goal
moved to the highest intermediate phase edge, whé&eccessible to a non-EPP bearing
probe (or one whose EPP feature is checked by eneflement) that it can be checked
against. Such constructions, however, are nottatigsee Bosko¥j to appear, from where
(14) has been adapted).

(14) *[Who G+wn C [ T [wwhat thinks that John bought __ ]?

The last shortcoming to be pointed out here ofatufe checking/EPP-driven notion of
IME is conceptual. The problem lies in the fact ttremploying an uninterpretable
morphosyntactic feature or an EPP/edge featunegmer IME of some element E bearing an
uninterpretable property (FJg) is redundant: IME of & satisfies Last Resort even without
positing such a feature on intermediate phase h@&usis so, because if IME did not apply,
then Eur would cause crash at the immediately next stegnwhe Spell Out Domain (SD)
of the phase containingyg is subjected to Transfer (see Suranyi, 2002, 200#a this
point, as well as references therein). Note thatERP/edge-feature does not do the job of the
elimination of the offending [uF] on the pre-movemeccurrence of the goal E[uF] inside
the SD of the phase, therefore in any implemematlonination of the offending [uF] on the
pre-movement occurrence must be licensetependentlyof EPP/Edge-feature checking.
This may simply be the result of the way movemendefined, or the way deletion of
features (PF-features, uninterpretable featurestabies in movement works (cf. Nunes,
2004), but other mechanisms are readily conceiydbéchoice being irrelevant for present
purposes’ What is crucial is that the movement gfEto the phase edge satisfies Last
Resort, irrespective of any feature checking on phase head, precisely because this
movement licenses the deletion of the [uF] on tlRei@ernal occurrence of (f; (under
‘recoverability of deletion’). Therefore positingfaature to be checked on phase heads to
extract E,q out of SD is redundant.

conjuncts (so-called first conjunct agreement inrdnation), or the simple case wh-in-situ of the Japanese
type.
27" On the Move=Internal Merge theory the relevanthamism cannot be implemented as deletion. Rather,
that account it must be a defining property of hba/result of Internal Merge is interpreted atititerfaces that
[uF]s of the re-Merged element are not interpretedts previous occurrence.
% Chomsky’s remark is instructive in this regardpcal determination is straightforward: [...] an
uninterpretable feature in the domain at the phasel determines that the derivation will crashhless it is
moved to the phase edge, BS] (Chomsky, 2000: a)tHer words, it can be locally determined what tilvo
available alternatives result in. Either no movet@the offending XP applies, in which case thedgion
crashes upon Spell Out at the next step, or thetenpretable XP is raised, allowing the offending][to be
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In view of the problematic nature of a feature-dtieg account of IME, a non-feature-
checking treatment is called for; indeed, variolisraatives have been proposed (see the
works cited above, as well as references therdin)lowing up on the considerations
reviewed in the preceding paragraph, | will addy basic view proposed in Suranyi (2002,
2004a,b, 2007a) and Boskoévito appear) that IME is essentially a true lasbre“rescue”
operation which takes place to avoid uninterpréitgbupon Transfer in the next step.
Feature-checking/-valuation/-sharing movements ase mechanism whereby the
computational system uses matching interpretaldéufes and the (re)Merge operation to
eliminate the interface defectiveness of unintdgiile morphosyntactic features within the
SD of the current phase, while IME is a differerdans to the same end: it also exploits
(re)Merge to remove uninterpretability from SD, hewsr, it does not lead to a permanent
elimination of the uninterpretability itself fronhe derivation. Note that IME is not a special
operation. Operations, such as (internal) Mergefamdamentally optional (a basic tenet of
GB theory carried over to the MP), and they arestamed by Last Resort, i.e., they are
licensed only if they lead from uninterpretability interpretability, i.e., to a syntactic object
that satisfies Full Interpretatidn.IME renders an uninterpretable SD interpretableileva
feature-checking movement achieves the same, aaddition it turns some uninterpretable
aspect of the checked element into an interpretptgperty. >From this perspective, it is
feature-checking movements that are special: agigithomsky’s view that only a subset of
phrases are phases, and assuming a strict NTCeglgnct cyclicity of both external and
internal Merge, contra Chomsky, to appear), feattnecking movements to non-phase heads
take place early in a certain sense. Specificalgn if they did not take place at the non-
phasal level, this would not result in crashingiptetation at the interfaces immediately, but
only at the phase level. Therefore, although featlvecking movements do satisfy Last
Resort, they do so due to the property of the syictaomputational system that it seeks to
value unvalued features to avoid crash upon Transfais defining property of the
computational system has been formulated undepwsiriubrics, converging towards the
notion of Earliness (see Chomsky, 1995; Uriagef@8: 207; Pesetsky and Torrego, 2001:
400; and references therein). For present purptsesjmple formulation of Earliness in (15)
below, applying throughout the derivation, will cé.° (15) is a particular way of ensuring
that a condition of usability is satisfied, vizattthe compuations should generate objects that
are fully legible at the interfaces (cf. Chomsk99%5).

removed in the phase-internal position, in whickecthe derivation avoids crash and can contindelldw
Chomsky’s (2000, 2001, 2004) assumption that tla gmust bear some uninterpretable feature [uF]Ji#f fo be
moved (this extends to covert category movement too

Note that the account of IME adopted here involaesne-step lookahead. | assume that this minimal
lookahead must be part of any derivational theoith wssentially free operations that are constrhimg Last
Resort: to evaluate whether a given operation fies Last Resort, the computational system mastfile to
check whether the derivation terminates upon th derivational step if O is not applied. If IME &t applied
to an kg inside a phase, then in the next step, when thieadien continues with Merge of a new head to the
phase itself and the phase undergoes Transfedetinegation crashes.
29 Chomsky (following others) has loosened this ieguent by allowing operations to be licensed ewen
they lead from an interpretable state to an intginle state, provided that the interpretation pembde
available (Chomsky’s INT) is distinct from the drigl one. Note that the conception of Last Resotbraced
above involves a one-step lookahead: operation$reeéoptional, but in order to evaluate whetheplgpg a
given operation (e.g., movement) obeys Last Resoet,system needs to verify that the resulting amfitt
object (in the case of IME, the resulting SD) iByfinterpretable.
%0 (15) subsumes some of the effects of Chomsky'8@P®aximize Matching principle. It is a principté the
computation that simultaneously subserves two tpesproperties of syntax that conform to the Strong
Minimalist Thesis (Chomsky, 2000 et seq): the NWitHout Earliness, feature checking movements waiold
be triggered by Last Resort up until the point veh€ransfer applies), and the cyclicity of Trangfeamely, that
Transfer applies at every stage of the derivatibemit can; see below).
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(15) Earliness
If an uninterpretable feature can be checkead,dhecked.

The treatment of IME just reviewed coupled with IE&@ss has two welcome
consequences that are of relevance to this papst, PME can only occur immediately
before applying Transfer, since up until that pdintill not be licensed by Last Resort. IME
will be preceded by any feature-checking movemerttsin a phase. (Note that this does not
follow on an EPP/edge-feature based account of IM&ksecond prediction of the account is
that an Er cannot undergo IME to the edge of a phase PhP foposition within a
category that is inside the same edge, as thisdvoat serve avoiding crash when PhP
undergoes Transféf. The banned scenario is given schematically in ((t6)a phase
head). The reason is simple: such a movement waitldatisfy Last Resort.

(16)  [pnp Ewry [ Erug -] [php Ph .11

A last component of the theory that will play aeoh the analysis is the nature of
Transfer. Chomsky’s (2000, 2001) position is thaansfer only applies at the strong
phase level. For Chomsky, strong phases includea@®v*P (vP with an external
argument), and possibly DP. The proper interface8a and syntactically motivated,
definition of the phase has been the subject of meoentroversy, both empirical and
conceptual, ever since Chomsky (2000) put forwasdolwn (e.g., Bosko¢j 2002; Epstein
and Seely, 2002; Legate, 2003; Matushansky, 200&ckBx and Grohmann, 2007).
Nevertheless, it has been convincingly demonstratest if v¥Ps are phasal, then
unaccusative / passive / raisivigs are phases too (see Legate, 2003; Sauerlang, 00
Richards, 2004}

As for DP, it has been assumed that a DP getstir@zeing unaccessible to further
movement) as soon as its Case has been checkedh@msky’s Activity Condition, or
(9) above; see also Kitahara, 2000: 155; Boeck®320lt has been argued that when this
is reducible to a broader generalization that DRlemgoes Transfer when all its
uninterpretable features are checked/valued (Hotghb@and Hroarsdottir, 2003;
Matushansky, 2005, a.o0.), a generalization that rnayapplicable to a wider set of
categories (see Kithara, 1997: 37; Svenonius 200Ghllows from this generalization
that DPs without operator features are frozen atdtage of the derivation when their
Case gets valued, and that a Case-valued DP iSraasferred at the same stage if it also
has operator features to check.

There are various possible ways to rationalize sughneralization. Here | suggest that
it is best viewed as a corollary of the way synitaberfaces with the external interpretive
systems of sound and meaning. In a derivationalmailist approach the null hypothesis is

31 As it will become clear from the discussion in thext section, edge-internal movement is in prilecip
possible out of a category XP in the edge of a phfaXP itself undergoes Transfer upon (externariye to
PhP.
32 See also Sigdsson (2000), who argues on the basis of Icelardit the case of an in situ object can be
determined already at thé€*)P level. | use the label/P’ to refer to both types of.
% There is disagreement in the literature as to wiminterpretable operator features exist, opini@rgying
from the position that all movements to (final) Artpositions (in terms of GB theory) are drivendperator
features (including Quantifier Raising, triggereda][Q] or a [Dist] feature) all the way to the wieembraced
in Chomsky (to appear), that there are no operfettures at all. Here | adopt the assumption (gbiack to
Rizzi's work on Criterions) that at least wh-elertsedo carry an uninterpretable operator feature-femiture)
that becomes interpretable only if associated aithappropriate C head. Topicalization, by contreah be
plausibly claimed to involve no uninterpretablepftéeature, a view supported by the widely heldegafization
that this movement type is confined to overt syrftagugh see Polinsky and Potsdam, 2001).
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that interpretation by the external systems (Tremghay take place freely, i.e., at any stage
of the derivation. | follow Chomsky in assuming tha Transfer is applied at any given
derivational stage S, it applies not to S itsalt, fome category contained in S, otherwise the
derivation would inevitably terminate with S strggbaway from narrow syntax. | keep here
to minimal assumptions: the consideration of avadiermination of the derivation upon
Transfer of S warrants only a minimal “delay.” Sibeally, if Transfer is applied at stage S,
it applies to an immediate constituent of S that hest undergone Merge to yield S. S is
invariably made up of a maximal (non-projectingyl @anon-maximal (projecting) immediate
constituent, so | assume that it is the maximal @diate constituent that undergoes Transfer.
This ensures that the derivation can continue whht is left behind in narrow syntax.

In principle, the search for minimized computatiomamplexity and operational
memory for the computational system of narrow syuliatates that Transfer to the interfaces
should take place at every possible stage. If Yepessible stage” were interpreted as “every
stage” (i.e., after every derivational operatidre view of Epstein and Seely, 2002), then in
Chomsky’s probe/goal-based model this would ondyltein derivations that crash before the
uninterpretable features of goals could be check&den Earliness (=(15)), however, the
earliest possible stage at which Transfer can apfter the introduction of a probe head is
when the probe has launched all operations that lead to the valuation of its
uninterpretable features (i.e., cycles of Transfier the phras&y. From this perspective,
Chomsky’s phase-based model departs from this sipigture by adding the restriction that
Transfer is possible to apply only to a subsettofpes (CP aneP) (adding that at that level
the application of Transfer is in fact obligatoryf). the present context the question is not
why CP and/P undergo Transfer, but why TP and VP cannot dd@ke.answer may well be
very different for VP and for TP. For VP, we mag@ase that its defectiveness derives from
the nature of its head as a category-neutral thetmorphological interpretation of which is
only determined by the (light) head immediately\abd (Marantz, 1997; Chomsky, 2004).
The defectiveness of TP for Transfer may be terdBti explained in terms of the not
uncommon view (also embraced in Chomsky, to apgeat)T and C agree (in phi-features
or/and tense-features). If one of these featuremisnterpretable on T, unless it undergoes
Agree with a matching feature on C, then subjeciiRgo Transfer would inevitably result in
crash®® On such a general approach, a phrase does naigarifiensfer if its head (label) has
some uninterpretable property. C andiffer from T or V (root) in that the uninterpréla
features they come with (Jwh], [phi]) normally gethecked within the phrase they head,
allowing them to undergo Transfer (this syntactgelf-sufficience” being the rationale
behind their relative independence at the integacks an outcome, CP an® are “strong
phases” (they get Transferred, as a rule), whil@aid@® VP (rootP) are not “phases.” Now DPs
are somewhere in between these two: due to the feasare on D (and possibly other
features, such as [wh]), they are not born ready fansfer, but as soon as they get rid in the
course of the derivation of all their uninterprééaproperties, they are ready to be sent to the
interfaces (see the references cited in the pregegaragraph). Adapting Chomsky’s
terminology, | will refer to such categories as 4kephases® Based on this conception of

% The view that phrases are cyclic domains has laglencated in various forms in a minimalist setting
Takahashi (1994), Agbayani (1998), BosSko{2002), Boeckx (2003), Muller (2004), Suranyi (20@004a, b,
2007a, b).
% No commitment to a specific analysis is impliedehén fact, the predictions made for the gramnaditig of
the example types discussed in the paper remaifieated if TP and VP are also “phases.” On Pesetsid/
Torrego’s (2007) approach, T may have interprethbteunvalued [tense], to be valued by [tense] pwikkre
it is uninterpretable but valued. (C may be assunmedlso bear unvalued uninterpretable [phi]-feagur
checking against valued uninterpretable [phi]-feadiof T.)
% This picture implies that CP andP, which are normally “strong phases,” can funceisn‘weak phases” if
they bear some uninterpretable operator featutgetehecked by movement (provided that they can come
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how syntax interfaces with the external componentsymulate the following condition on
Transfer:

(17) Interpretability Condition on Transfer (ICT)
Transfer can apply to an SO only if its label hasininterpretable property.

In sum: seeking to minimize operational memory darrow syntax;Transfer appliesafter
each application of Merge, provided that the ICT neet (to the maximal immediate
constituent of the syntactic unit Merge has prodjicAs long as the ICT is complied with,
one cycle consists of one Merge operation, immeblidollowed by Transfer (as in Epstein
and Seely, 2002). According to the ICT, the sewisjtiof Transfer to uninterpretability is
strictly local: the ICT looks only at the labelttie SO to be Transferred, and it is blind to any
elements operated on at previous stages of theatdien. When the ICT is not satisfied,
Transfer is not applied and another Merge operatamntake place (contrary to Epstein and
Seely, ibid.). If A and B Merge, yielding B', andansfer cannot apply because A does not
satisfy the ICT, then this means that A will onky &ble to get Transferred later as part of a
larger containing category.

In Chomsky’s (2001, 2004) work, when Transfer aggplio a phase, it applies to the
complement of the head of the phase (Spell Out Domallowing the edge of the phase to
escape Transfer. This mismatch between phase agli@ut Domain in Chomsky’s model
has been criticized by Abels (2003), Boeckx andh@rann (2007), among others. It has
been argued (see, e.g., Ful3, to appear) that corapteer agreement of the Germanic type
involves PF-operations wherein adjancency playsyarkle, which suggests that C and TP
are part of the same Spell Out / Transfer Domainassume, following a proposal made in
Suranyi (2004b, 2007a), that the head of the S®uhdergoes Transfer is included in the
domain of Transfer, limiting the edge to the sgecsf of SO*® This choice has no direct
bearing on the analysis proposed in this papegenteeiess it provides conceptual support for
(17), according to which Transfer is conditionedtbg properties of the head (label) of the
current SO.

(17) disallows Transfer at “non-phase” levels (VP), and permits Transfer at “strong
phase” levels (CR/P), after feature-checking operations targetingh@\ahave taken place.
Note that IMEs are triggered only when feature-&iveg of the “strong phase” head has been
completed, rendering the “strong phase” ready fansfer in accordance with (17). Transfer
of “weak phases” is licensed only at a derivatiosi@ge when their head has been fully
checked?

bear such a feature to begin with; see note 33gb®Ps (and DPs bearing inherent Cases, sometiises
analysed as PPs) are expected to be of the “stoasep type, as they are self-contained in the saayas CP
andvP.
37 FuR (ibid.) does not come to this conclusion, $tiulates instead that PF operations may accessgée
Spell-Out domain and the right edge of the nexhigSpell-Out domain, where this “right edge” ird#s the
head of the next higher phase.
3 In Suranyi (2007a: 305), | define the edge ass#teof elements bearing some [uF] that are Mergetle SO
undergoing Transfer. See also Fox and Pesetskyp)2000 assume that the whole current phase igstdg to
Spell Out.
%9 The terms “strong phase,” “weak phase” and “noasgfi serve mnemonic purposes only, and have nesstat
in the theory. Note also that the ICT in (17) absubsumes (and therefore replaces) Chomsky’s [(atipe)
assumption that Transfer applies only to phaseghnow follows from the ICT. The two are not ecalent,
but rather, the ICT is more general: as we haves@en, the point of Transfer for DPs is also agtifrom the
ICT.
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3.2Derivations

In the remainder of the paper | first turn to howcan capture Chomsky's (to appear)
observations of contrasts illustrated in (5) (alBf).(In (5a) with an underlying external
argument subject ®@f which car did the driver cause a scandalat the point of the
derivation where the external argument DE driver of which cars Merged to/P, coming

to occupy Sped, the subject DP bears uninterpretable Case.hiordason, as dictated by
the Interpretability Condition on Transfer (ITC={),7Transfer cannot apply to DP. Given
that Transfer does not apply to DP upon Merge iacdp IME of the containeavh-PP of
which carto the edge of DP prior to the Merge operationlyapg to DP andvP is not
licensed by Last Resort. (Recall that IME is a tasort operation that can take place only if
the derivation would terminate/crash at the nexivdéonal step if it did not apply.) After T
is Merged tovP, vP undergoes Transfer. This still leaves behindeitige ofvP, which is
another reason why IME of theh-PP to EdgeP (a case of edge-internal movement) is
disallowed by Last Resort. T Agrees with DP, andi®Re-Merged into SpecTP, eliminating
the EPP/edge-feature of*fUpon Merge of DP and TP, DP can be Transferredgesat this
stage Case on D has been valued by T. If, as |n (@ contains avh-PP, thiswh-PP is
trapped. If it gets Transferred as part of DP,dbavation crashes. The only way twe-PP
could escape getting Transferred as part of DRbat®P would be for it to either raise out to
EdgeDP prior to Merge of DP with TP leading to Tafem of DP in SpecTP, or to raise out to
EdgeTP after DP is Merged with TP. The first ofsthéwo options is unavailable (by the
NTC), as it would involve countercyclic movement wh-PP to EdgeDP in the base
occurrence of DP at a stage when TP is alreadyegiey. The second option is excluded,
since at the stage when DP is Merged to TP, Trarsfe apply (since D is free of any
uninterpretability), and hence it will apply at th@int (i.e., Transfer takes place before any
other Merge operation could). Thus, (5a) is undddie, as desired.

Consider next the case of an internal argumenasersubject, (5b)Jf which car was
the driver awarded a prizg¢?Again, at the point of the derivation where Df driver of
which caris Merged, it bears uninterpretable Case, whendeas not undergo Transfer in
that position, by the ICT. WhevP has been projected, IME of all elements E beaaimg
uninterpretable case must take place to [BdRje(in order to avoid crash in the next step,
whenvP is subjected to Transfer). As both thle-PP and the containing argument DP bear
an uninterpretable feature (Jwh] and Case, resgalg), both can undergo IME to [EdgE).
The order of IMEs cannot be restricted by Closenasso feature-checking is involvéd.

0] keep here to Chomsky’s account of movementiimseof Agree (subject to intervention-based loyaliiz.
Closeness), and specifically, overt movement imseof a generalized EPP/edge-feature. Earline$satdire
checking (=(15)) forces the phonologically overtMerge of the goal to apply immediately after Agree
checking off the EPP/edge-feature of the probeddpa a pure Agree analysis of covert (A-)movemastjn
(Chomsky 2000, 2001). If covert (A-)movement invedvcategory movement (a view that Chomsky (2004)
embraces tentatively for covert movement in genéngblementing it as post-Spell Out movement of file
category), this may be construed as re-Merge ofrtiteved” category without its phonological (or FfEatures.
This does not affect the analyses in this sectiarthe assumption that Spell-Out (hence, Transtamhot apply
to a category without any PF-features (such asotiwairrence created by covert movement; N.B. thedov
occurrence can still undergo Transfer as part effttansfer of a containing category). This assumnpéibout
covert category movement can be integrated intdGfe by requiring not only that Transfer shouldidecked
if the label of the SO that it would apply to isinterpretable (at either interface) (=(17)), bigcathat Transfer
should also be blocked if the label of the SO thatould apply to has no interpretation associatgtth it (at
either interface) (to be distinguished from zermfe associated e.g. with null arguments in PFramfidentity
functions in semantics).
! Richards (1997) shows that in Bulgarian multiple-fronting, even though theh-subject must precede all
other frontedwh-XPs, the order of the second and third frontddXPs is free (which he attributes to his
Princple of Minimal Compliance). This pattern falls on the present assumptions, as internal argument
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Thus, there will be a derivation in which the coméal wh-PP is moved to [EdgeR] first,
i.e., it is allowed to subextract from DP to [Eddy, This stage is given schematically in
(18) below??

(18) [ [op the driver [ve [ppOf Which car] {p Vv [vp [pp the-driver|pp ofwhich-€al] ...]]]]

T is Merged next, allowingP minus its edge to Transfer. Then DP is raiseSpecTP, and
finally PP is moved to SpecCP, deriving (5b).

The crucial difference between (5a) and (5b) was th (5a) the argument DP in
SpewP and the containedh-PP cannot separate at e level, while they can do so in (5b),
where the argument DP is generated inside VP. Afave seen, when the subject DP has
raised to SpecTP, no subextraction is possible fiomm (5a) (an effect referred to as
“freezing”). How come the same external argumeijextt DP is not “frozen” in the same
way in Chomsky’s raising examples in (10) ((1G@j:which car is the driver likely to cause
a scandaly? | suggest that their key difference from (5aklin the fact that although the
subject DP has been moved in (10) too (viz. to imtef SpecTP), it is to move on from there,
as it still has its Case unchecked in that posittaren that the subject DP still bears Case in
nonfinite SpecTP, it does not undergo Transfehat position. It is for this reason that at the
stage when the derivation reaches matRxwh-PP is free to subextract from DP to Edge
by IME, followed by IME of the containing DP itselin other words, the separation of the
containedwh-expression and the remnant DP, which took plag&l at the level of theP
in which the argument DP is base-generated (s€g, (i&pens in (10a) at the level of the
superordinateP; see (19§

(19) [ [or the driver] [ve [ppof which car] [p...[1p [op the-driverefwhich-eal T [ve...]]]l]

Let us turn now to the issue of in situ externgluanent subjects, which, as pointed out
in section 1 above, are cross-linguistically traarspt to subextraction (a fact left
unaccounted for by Chomsky, to appear). (20a),rasted with (20b), is an illustration of
this from English (from Lasnik and Park, 2003):

(20) a. Which candidate were theye[posters of-which-candiddtall over the room]?
b.. ?*Which candidate wered[posters ofwhich-candiddtall over the room]?

In the derivation of (20a), after T amP are Merged andP is sent to the interface
compontents. The next cycle of operations beginadrge of T with the in situ DP subject.
Although Agree values Case on D, DP cannot (acgityicbe Transferred, as only elements
that have just undergone Merge can undergo Transgea result, the in situ DP will still be
accessible to the probe C when it is Merged ingstracting PP out of DP. The in situ
subject will undergo Transfer as part of the Transf the CP.

Recall that Chomsky (to appear) claims that there be no subextraction from a
category in an edge, a claim that runs counterht® immediately preceding case of

XPs first undergo IME to Edg® (in overt syntax), and since IME involves no featchecking on the present
theory, the order of theseh-phrases will be freed up already at the level addzP.
“2 |rrelevantly, the order within with [Edge,vP] redits a strict NTC, rather than Richards’ (ibidycking in.”
In the schematic representations used in thisa@gctirace” occurrences are marked by strike-thhound the
phonological material within the relevant DP isagdn boldface in the position where it is spelbed.
3 The (controversial) assumption that DP passesugfirmonfinite SpecTP(s) is not crucial for the pres
account: the separation wh-PP and remnant DP by IME can take place (at thiebmAadgerP) also directly
from the embedded Spde.
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subextraction from in situ Spée subjects. Chomsky extends his claim about edges t
subextraction from SpecCP, citing (21) (see Note 23

(21) *Of which car did you wonder [[which drivef caused a scandal]?

The derivation of (21) proceeds parallel to thatgal) with an external nowh-DP subject up
to the stage where DP is raised and Merged withTFe. subjectwvh-DP cannot undergo
Transfer here, because it still has an uninterpleteeature, viz. [wh]. In the next step, C is
Merged with TP. C seeks to enter feature-checkiigyde) with awh-phrase, and the closest
wh-phrase is thevh-subjectwhich driver of which cartself. The containeh-PP cannot be
the (first)\wh-expression to be attracted to SpecCP (esseniatigse of “featural” A-over-A,
see Kitahara, 1997). Tiveh-PP contained in SpecTP cannot escapevthsubject by IME to
EdgeCP either, given that at any stage of the deon feature-checking movements (by
Earliness) must precede (non-feature-checking) IMEich is applied as a last resort only
when the only alternative step is Merge of a neadheesulting in immediate Transfer of CP.
Upon Merge with CP, thevh-DP is subjected to Transfer, since its head is fre@ of any
uninterpretable features. At this point the corgdiwh-PP is trapped in thesh-subject in
exactly the same way as it is trapped in the wbrsubject in (5a) once the subject has been
Merged in SpecTP.

Thus far | have left unaddressed the case of $tdmtion from a surface direct object
(henceforth: object), which is well-formed, as s$fitated in (5¢) above. Objects differ from
internal argument subjects in the locus of theise€Cassignment: the Case of objects is
checked by. Consider the derivational stage wheis Merged in and undergoes Agree with
the object. Parallel to the case of in situ exteargument subjects, even though Agree
values Case on D, DP cannot (acyclically) be Temnefl, as only elements that have just
undergone Merge can be subjected to Transfer. iaans that thevh-PP is free to
subextract from the object DP to EdBeby IME, from where it eventually raises to SpecCP
In other words, the parallelism between in sitieaxal argument subjects and direct objects
as in (5c), both checking their Case covertly, isatvunderlies their similar degree of
transparence to subextraction.

This, in turn, implies that similarly to externalyjament subjects that are overtly raised
to their SpecTP Case position, objects should etibit opacity when moved to their Case
position in overt syntax. A prominent line of resdasuggests that such overt movement to a
Case position is available to objects in Englisbhfon, 1991; Koizumi, 1995; Runner,
1998; Lasnik, 1999; etc). Lasnik (1999) argues thiat accusative Case-checking movement
is optionally overt in English; hence, in simplesea like (5a) both construals are possible. In
some cases, however, there is evidence that abmisadse-checking must have occurred
overtly. Such cases include sentences where thesaitee DP (either a direct object, or an
ECM subject) binds into an adjunct, where pseudpiggphas applied, or where the DP has
come to raise above the particle of the particldbvéndeed, as expected on the present
account, subextraction is degraded if the accusdii®? is raised overtly, as the contrast
below demonstrates.

(22) a. Which show did he make out [regular viewsrs] to be unsophisticated?
b. ?*Which show did he make [regular viewers 0bu{ to be unsophisticated?

On this analysis of subextraction from objects, iatniguing prediction arises: we

expectwh-subextraction to be significantly less degradeanfrobjectwh-phrases than from
external argument subjeeth-phrases. The pattern of acceptability judgmentex@mples
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involving wh-subextraction fronwh-phrases is not clear-cut in the literatlfreviost of my
informants report a perceived difference in minimpairs like (23), while others find both (a)
and (b) unacceptable (N.B. on the present analygnrere the twowh-phrases separate
relatively low, both examples involvergrisland violation)*

(23) a. ?Which club can’t you remember how manypsuters of you beat last night?
b. *Which club can’t you remember how many supgasrof beat you last night?

4. CONCLUDING SUMMARY

To the extent the account of the variability in tpacity of subjects presented in these pages
turns out to be a fruitful line of research intontins of locality, it supports the restrictive
model on which it is based. This model adoptsiatdtio Tampering Condition, subscribes to
the view that intermediate movements to phase edgeson-feature-checking driven last
resort operations. It has been argued that Tratedfes place after each application of Merge,
provided that the label of the syntactic object 8 which Transfer applies has no
uninterpretable feature (the Interpretability Caindi on Transfer, ICT). The ICT offers an
elegant dynamic approach to phase-based derivatiotin no need for an absolute
(stipulated) distinction between “phase” heads ‘@u-phase” head®.

* McCloskey (2000: 62) cites the example in (i) aangmatical. His analysis of the stranding of flogtin
quantifier all in embedded SpecCP, as in (ii), Imgg wh-subextraction of thevh-phrase (for him, in SpecCP).
Lasnik and Saito (1992: 111) observe that (iiipmdy mildly unacceptable. See also Chomsky (1986:27),
Chomsky and Lasnik (1993: 544), Postal (1997),ket#2001), Richards (2004), Rizzi (2004) for exagsph
which subextraction frowh-phrases surfacing in SpecCP is apparently allowed.

0] the guy Op that we couldn’t decide how maityres of we should buy
(i)  What did he tell him all (that) he wanted?
(i)  ?Which athletes do you wonder [CP [whichtpi@s oft] Mary bought]?

*In (i) below an internal argument subject is uskds not clear from informant judgments whethbe t
acceptability of (i) is closer to that of (23a) @3b). Italian data from Rizzi (2004) seems to ssjghat it
should be on a par with the former, see (ii) aiil Gudgments are murky in many other cases.Jddhe issue
for further exploration.

0] ?Which club can’t you remember how many supgrs of were beaten last night?
(i)  ?[[Di quale autorg]t; domandi [[quanti librif; siano stati censurati]
Of which author CL wonder-2SG how-many books be-BB&n censored
“Which author do you wonder how many books by haeen censored?”
(i) Gianni, [[del quale] mi domando [[quanti libri,}; siano stati censuraf]]t
Gianni, of-the which CL wonder-1SG how-many books3fL been censored
“Gianni, whom | wonder how many books by have beemsored”

“® A multitude of empirical issues of course remamtjuding those of cross-linguistic variation, teffects of
focussing, differences betweahrmovement and other A-bar movements like topictibra P-stranding vs.
non-P-stranding by subextraction, opaque objeat$ naany others. For further discussion, see Sur@o7b),
where the opacity of passivized objects of creatierbs andseektype intensional verbs (e.g.\WWho was a
picture of taken by Bill? *What is a solution ofughit?) is addressed in terms of an adapted versiostuifd
(2006) proposal that non-specific objects cannatsptirough Edgd. In Suranyi (ibid.) | also present an
alternative analysis of the Icelandic data cited@lyomsky (to appear) from Holmberg and Hroarsdéttir
(2003) as further motivation of his proposals summpea in (7—9) above.
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The Alison’s cat sleep in the kitchen:
on the acquisition of English & genitive
constructions by native speakers of Italian

ELISA DI DOMENICO and ELISA BENNATI

Abstract

This work deals with the acquisition of L2 EnglishGenitive Constructions with Bare
Proper Name possessors by native speakers ofritaliiée investigated original L2 English
data collected through a written elicitation tesbrh a group of 94 Italian teen-agers
learning L2 English in a formal environment.

Results indicate that both Universal Grammar ar@hgfer from the L1 are implied in the
acquisition of these structures.

In Section 1 we compare Italian and English PosgesSonstructions in the light of a model
of possessive DPs; in Section 2 we present theiexgr@al design and the results, which will
be discussed in Section 3.

1. 'SGENITIVE CONSTRUCTIONS AND THEIR ACQUISITION

1.1 Possessive Constructions in English and Italian

This section is devoted to the analysis ©f5enitive Constructions and to their comparison
with other possessive constructions attested iigngnd Italian.
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First of all let us compare English and Italian $&ssive Constructions:

(1) a. Peter’s friend

My friend
* Althe Peter’s friend
* Al the my friend

oo

English’s Genitive Constructions are illustrated in (1.a)eTdossessor (in this case the Bare
Proper NamdPetel) precedes the head noun, i.e. the possefsered( and is marked with
's. In case of a pronominal possessor, as shownl), (e have a similar situation as far as
the relative position of the head noun and the ggs® is concerned: the possessor precedes
the head noun; in this case, however, the possessot marked withs. Another similarity
between nominal and pronominal possessors in Englighat they are both incompatible
with the head noun determiner, be it definite alefmite, as shown in (1.c) and (1.d).

The interpretation of the structures in (1.a) ahdb) is only definite. If an indefinite
meaning is to be conveyed, the available structimesnglish are the so called Elliptical
Constructions shown in (2.a) and (2.b):

(2) a. A friend of Peter ’s
b. A friend of mine

In Italian, Bare Proper Name Possessors do noegesthe possessee, as shown in (3.a).
They only occur post-nominally introduced by theegwsitiondi (of), in the so called
Analytic Construction. Possessive pronouns, on d¢batrary, can occur pre- or post-
nominally, as shown in (3.b) and (3.c):

(3) a. Un/I"amico di Peter
a/the friend of Peter
b. Un/il mio amico
a/the my friend
c. Un/'amico mio
a/the friend my

Both pronominal and nominal possessors in Italieen @mpatible with the possessee’s
determiner, which can be either definite or indiédinas shown in (3) above.
Analytic Constructions are attested in English the cases illustrated in (4), i.e. with an
inanimate possessor (4.a) or when an animate ggmsis to be modified, e.g. by a relative
clause (4.b):
4) a. The leg of the table

b. The servant of the actress who avathe balcony

1 (4.b) is taken from Fodor (2007). In this work tnethor investigates cross-linguistic attachmeafgences of

relative clauses in complex NPs such as Posse€gimstructions. From our point of view it is inteieg to

note that, as far as Analytic Constructions areceamed, while in Italian attachment of the relatil@use to the
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1.2 Possessive Constructions and the internal struovfif@eterminer Phrases

We now analyze possessive constructions in Enginghltalian in the light of recent work
on the internal structure of Determiner Phrasesawidrg on work by Abney (1987),
Szabolcsi (1987) and (1992), Delsing (1998) andgdaean (2004), we adopt for Determiner
Phrases a structure like (5):

DP Layer Inflectional Layer Lexical Layer

(5) [SpecDF’[ D° [SpecAng’[Agr"[ SpecFP[F° [SpecNP[ N° ]]]]]
Poss3 Poss2 Possl

As shown in (5), possessors may occur in thregndtgbositions: Poss1 in the Lexical Layer,
Poss2 in the Inflectional Layer and Poss3 in thelBfger. Following a number of proposals,
we assume that possessors are always generatezbsi Bs arguments of the head noun.
Possl is also the position where possessors stinféte so called Analytic Constructions

(6) [specop [D UN/I" [specagr [agr [specrr [Framica [ne ti [pp di Peter] 1111111
Poss3 Poss? Possl

(7) [specop [p the [specagr [agr [specrr[F €9 [ne ti [ppOf the table] 11111
Poss3 Poss? Possl

Poss2 is the position where pronominal possessayssarface in Italiah

(8) [SpecDP [D Un/” [SpecAgrmiq [Agr [SpecFP [F amiCQ [NP ti tj] ]]]]]]
Poss3 Poss2 Possl

Poss2 is also the position where pronominal and poonominal possessors may surface in
Hungarian:

(9) a  Epecorlp @ [specagMarii [agrkalap-ja [ne tj t]1]]] (Hungarian; Szabolcsi 1994)
the MariNOM Ha©SS.3sg
“Mari’s hat”

possessee is favoured, in English attachment ofelaéve clause to the possessor is favoured. ihpsobably
due, according to Fodor, to the fact that in 's iBesm Construction only attachment to the possegspessible:
(i) The actress’ servant who was on the balcony
In a construction like (i), the relative clausenaanly modifythe servantand notthe actressWe conclude
therefore that when the possessor is to be modifigce.g. a relative clause, the Analytic Consiaucis the
only possible structure in English.
2 According to Cinque (1995) possessors are subjeete generated in Spec, NP. The order NPossvedse
in Analytic Constructions is derived through movemef the possessee to the left of Poss, to a lafe
positions which we have called FP (see (6) and &lfhough not relevant here, we have to assumettiea
possessee moves higher in Italian than in Engljsten its position with respect to adjectives (.Cfna penna
rossavs.A red pei.
% We assume that post-nominal pronominal possessttedian ,as in (3.c), occupy Poss1.
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the I guest-POSS-1sg
“my guest”

We assume, following Delsing (1998), that theéSenitive marker is generated in the head
position of Poss2 and then moved to (the headiposif ) Poss3 for definiteness checking
requirements.

Finally, Poss3 is the position where possessofaiin Englisis Genitive Constructions
(10) as well as in other languages such as foamest Hungarian (11):

(20) [SpecDPPeteri o 'Sj [SpecAgrti [Agrtj [SpecFP [r [nefriend ¢ ] 111000
Poss3 $2os Possl

(11) [specorMari-nak [p a [specagr [agr kalap-jg [ne tj t]]]]]  (Hungarian; Szabolcsi 1994)
Mari-DAT the hat-POSS.3sg
“Mari’s hat”

English pronominal possessors also surface is30s

(12) [SpecDP My; [b [SpecAgr t [Agr[SpecFP [ friend [np t ti] 101
Poss3 Poss2 Possl

1.3Some considerations on the acquisition of EnglsiGenitive Constructions by native
speakers of Italian

The different Possessive Constructions attestdeéngiish and Italian illustrated in 1.1 and
1.2 can be now discussed in the light of thearfds2 acquisition. The most crucial points of
debate concern the role of Universal Grammar (Utl)the presence of transfer from the L1
(see White, 2003). According to the Full Accessll Fuansfer Hypothesis (Schwartz and
Sprouse 1996; White 1996) an L2 learner starts with parametric values of her/his L1
which are changed to the L2 values using her /igsdd the basis of the L2 data which the

learner is exposed to.

Assuming this model, in order to acquire Englishgenitive constructionsvith BPN
possessorsg native speaker of Italian will start with the pibidities instantiated in her/his
L1, namely Analytic Constructions (see 3.a). As lwae seen, in these constructions the
possessor does not move and both a definite amudafinite interpretation are possible. In
the acquisition of the parametric values of Engligh learner should:

a) discover that BPN possessors move
b) discover where they move

* One striking reason to treatas a head and not as a suffix is that it folloles g0 called Group Genitives as
shown below:
(i) Peter and John’s book

205



Elisa Di Domenico, Elisa Bennati

c) discover thats is the morphological realization of both geniti€ase and definiteness,
generated in the head position of Poss2 and therdno the head position of Poss3

If the Full Access/ Full Transfer Hypothesis isreat, we predict that the most problematic
areas will be related to the points in a), b) andbove.

2. THE L2 ACQUISITION OF 'S GENITIVE CONSTRUCTIONS BY NATIVE
SPEAKERS OF ITALIAN: SOME EXPERIMENTAL DATA

2.1 The experiment: subjects materials and procedure

We designed an experiment to examine the acaquisitf English’'s Genitive Constructions
with BPN possessors by a group of 94 Italian spsai&ged 11-14 learning English only in a
formal environment, Scuola Media.

Subjects belonged to three level§' Graders (30), ¥ Graders(25) and'BGraders (39)
according to their grade of school attendance.

Subjects had to accomplish two written tasks: amrEDetection Task and a Translation
Task. In the Error Detection Task (henceforth EDdYbjects were asked to detect items
containing error of various kinds and eventuallpyide their correct counterpartn the
Translation Task (henceforth TT) subjects had &mdlate in English sentences given in
ltalian® The EDT was preceded by a pre-test consistingprefet sentences: two wrong (one
corrected for exemplification) and one right.

The EDT was accomplished by, 12" and & Graders, while the TT by"2and 3 Graders
only. EDT consisted of 16 sentences: 8 experimaeetaences and 8 fillers.

The experimental sentences consisted of two coifsegenitive constructions and siz
Genitive Constructions containing errors of varidyses: lack of possessor movement with
or without’s genitive markerHlouse Peter is near the railway statjddar Mary’s is red,
presence of a definite determiner preceding thesgss®e in various environmentslike
Laura’s the bagThe book Steven’s has a blue cQver

The fillers consisted of 4 right sentences ( elike those lovely blue jeapsind 4 wrong
sentences containing various kinds or errors: nuralgeeementa vs. an, double pastdid
and -ed).

The TT included 8 experimental sentences contaiposgessive constructions. All sentences
except one (containing a family name preceded Ippssessive pronoun) contained BPN
possessors and were of course Analytic Construetidhe eight fillers were sentences of
various types.

2.2Results

2.2.1Error Detection Task

® A complete list of experimental materials is ird#d in the Appendix.

® We chose to administer two different tasks in orte verify whether results were task- dependent. |

particular, in the Translation Task we expectedenimansfer effects given that the source was dojests’ L1.
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2"% and & Graders were significantly more successful in de¢ection of errors than®'1
Graders, as illustrated in Table 1 (8193 Graders and 83%%Graders vs. 64%1Graders;
1% Graders vs.” Gradersy®=11,4548; p=0.0007, and' Graders vs."3 Graders’=18,4454
p=0.0000):

Table 1. Detectiorns.Non Detection

Occurrences o|f Occurrences oif
error detection non detection

1% Graders (30) 115/180 (64%)65/180 (36%)

2" Graders (25) 122/150 (81%) 28/150 (19%)

39 Graders (39) 194/234 (83%) 40/234 (17%)

We performed an analysis per sentence, the regfulthich are summarized in Figure 1:

Figure 1. Error Detection per sentence in the tgreeps

120
100
\-\ 'V
80 \ o A —— error detection first
\/ \—/_ graders
60 » —&— error detection
V second graders
error detection third
40 graders
20
0 T T T T T T

S1
S5
S10

3
0

Si14
S16
tot

Interestingly,
we find an
analogous pattern in the three groups. Sentensedcognized as wrong at the highest rate
(90% F' Graders; 95% " and ¥ Graders) and the difference in the detection afngness
between S1 and the other items is statisticallynhiBoant, except for S12 (which is
recognized as wrong at a high rate as well. 88%rhders; 92%" and & Graders).
Among detected items, the patterns emerged are aumed in Table 2 and Figure 2:

"S1=| like Laura’s the bag ; S5= | love cat's dpH510= House Peter is near the railway statidi2=SCar
Mary's is red; S14= The dog Robert barks a lot;=5TBe book Steven’s has a blue cover
207



Elisa Di Domenico, Elisa Bennati

Table 2. Patterns in detected itéms

Experimental
subjects

Error detection
without corrections

Right pattern

L2 creations

Non target

1% Graders

29/115 (25%)

44/115 (384

6)20/115 (18%)

22/115 (19%)

2" Graders

29/122 (24%)

48/122 (39%)

38/122 (31%)

7/122 (6%)

3 Graders

23/194 (12%)

108/194
(56%)

55/194 (28%)

8/194 (4%)

Figure 2. Patterns in detected items in the threeps

O1st grade
B 2nd grade
O3rd grade

3 Graders made significantly more corrections th@rarid 2¢ Graders: sentences detected

but not corrected were 25% fot' Graders and 24% fo"2Graders vs. 12% forGraders;
the grouping this time is thusland 2 Graders vs. 3 Graders, and the difference is
statistically significanty’=10.3157 p=0.0013;
3 Graders produced a significantly higher numberigift patterns than®land 39 Graders
(56% 3% Graders vs. 38%*1Graders and 39%'®Graders). Taking agairi‘and 2° Graders
vs. 39 Graders, the difference is statistically significay’=11.5123; p=0.0007.

8 We included in ‘Non Target’ productions all pattewhich were not possessive constructions, & in (
() I like Laura in the bag
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2" and 3 Graders dared in producing L2 creations signiiyamore than T Graders (31%
2" Graders and 28%%Graders vs. 18%"Graders). This time thus the grouping i§° ghd
3 Graders vs. L Graders, and the difference is statistically digant: y°=5.7104;

p=0.01609.

Non target answers decreased robustly"fha?d & Graders (6% % Graders and 4%'3
Graders vs. 19%1Graders. As for the previous point, the groupmg'f and & Graders vs.
1% Graders and the difference is statistically sigaift:y°=20.4329; p=0.0000.

Among L2 Creations we found the following patterns:

Table 3. L2 Creations in EDT

1% Graders 2" Graders| 8 Graders
1. D-Posss-N (the Steven's bodk 8/20(40%)| 27/38(71%)]) 34/55(62%)
2. D-Poss-N the Steven bodk 3/20(15%)| 2/38(5%) 3/55(5%)
3. Poss-N $teven boogk 4/20(20%)| 6/38(16%) | 6/55(11%)
4. N-Poss l{ook Steven) 2/20(10%)| 3/38(8%) 2/55(4%)
5. of constructions the book of Stevén 2/20(10%)| 0/38(0%) | 6/55(11%)
6. Attempts of of constructions (the book de 1/20(5%) | 0/38(0%) 4/55(7%)
Steveh

The cases in which possessors occur pre-nominadlynamerous in all groups ((75% iff 1
Graders, 92% in"d Graders and 78% il“3Graders).

Table 4. Pre- nominal Possessors among L2 creatidé®T

Prenominal Possessol| Post-nominal Possessars
1 Graders 15/20(75%) 5/20(25%)
2" Graders 35/38(92%) 3/38(8%)
3 Graders 43/55(78%) 12/55(22%)

Within the cases of pre-nominal possessors we faumdnteresting interaction with the
presence of this marker (which, on the contrary, is totally abserthe case of post-nominal
possessor).

The correlation between the pre-nominal positiothefpossessor anglinsertion, is near the
chance level for 3 Graders (53%). Interestingly'2and 3* Graders’ performance, on the
contrary, shows an association between pre-nonpiosgessor and on the possessor: the
difference between pre-nominal possessors with ibnowt 's is statistically significant

(x*=17.0000; p=0.0000 in"2Graders angl’=26.7907; p=0.0000 in3Graders).
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Table 5. Patterns with Pre-nominal PossessorsDih E

1 Graders| 7 Graders| % Graders
D-Posss-N | 8/15 (53%)| 27/35 (77%)| 34/43 (79%)
D-Poss-N | 3/15 (20%) 2/35 (6%) | 3743 (1%)
Poss-N 4115 (27%) 6/35 (17%) | 6/43 (14%

Another statistically significant fact noted is theesence of a determiner with a pre-nominal
possessor:( 73%y°=4.8000 p=0.0285 in®1Graders; 83%jy’= 26.6571 p=0.0000 in"2
Graders and 86%;°=41.8605 p=0.0000 in3Graders).

Table 6. Determiner insertion with pre-nominal ggssor patterns in EDT

1% Graders | % Graders | % Graders

Determiner insertion 11/15 (73%)P9/35 (83%)| 37/43 (86%)

No determiner insertion 4/15 (27%)| 6/35 (17% 6/43 (14%

N—r

As we said, part of the experimental material cstesi of right sentences. In all Graders
right sentences were mostly recognized as righh mo statistically significant difference
per sentence.

2.2.2Translation Task (TT)

As we said, TT was administered only f§ @nd 3 Graders.

Results show that subjects were mostly able toraptish the test: the percentage of non
accomplished items is very low both ifi®2and 3 Graders with no significant difference

between the two groups:

Table 7. Accomplished vs. non accomplished

Accomplished| Non accomplished

2" Graders (25) 188/200 (94 %)  12/200 (6%)

39 Graders (39)] 301/312(96%)|  11/312 (4%)

Among accomplished items, the patterns found amensarized in Table 8 and Figure 3:

Table 8. Patterns in accomplished items in TT

Right pattern
Poss 's-N

L2 creations

Non target

2" graders

34/188 (18%)

128/188 (68%

26/188 (14%)

3 graders

99/301 (339

)175/301 (58%

27/301 (9%)
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Figure 3. Patterns in accomplished items in thedgvowps
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Rght Pattern

L2 Creations Non Target

39 Graders produced a higher percentage of Righenatthan %' Graders. The difference
between the two groups is statistically significé88% vs. 18%y°=12.3306; p=0.0004).

2"Y Graders resorted to L2 creations significantly entnan &' Graders (68% vs. 58%;
X*=4.0229; p=0.0449).The number of Non Target prtidos is quite low (14% vs. 9%) and
the difference between the two groups is not stedity significant.

Among L2 Creations subjects produced a variety rdérlanguage patterns analogous
(although not numerically) to the one found in E&Tshown in Table 9:

Table 9. L2 Creations in TT

2" Graders

¥ Graders

1. D-Posss-N (the Alison’s cat)

44128 (34%)

471175 (27%)

2. D-Poss-Nthe Alison cat)

10/128 (8%)

13/175 (7%)

3. Poss-NAlison cat)

8/128 (6%)

41175 (2%)

4. N-Posgcat Alison)

16/128 (13%)

17/175 (10%)

5. of constructiongthe cat of Alison)

32/128 (25%)

54/175 (31%)

6. Attempts oof constructiongthe cat de Alison

18/128 (14%)

40/175 (23%)

Pre-nominal possessors are again widespread (4@%Graders and 36% iH%Graders).

Table 10. Pre- nominal Possessors among L2 creatioRiT

Prenominal Possesso

Post- nominal Possessd

2" Graders 62/128 (48%)

66/128(52%)

39 Graders

64/175 (36%)

111/175(64%)
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Among the cases of pre- nominal possessors, wadfan interaction with the presence of
the’s marker and of the determirtee as in EDT:

Table 11. Patterns with pre- nominal possessofgin

2" Graders | % Graders

D-Posss-N | 44/62 (70%)| 47/64 (73%)

D-Poss-N | 10/62 (179%)13/64 (21%)

Poss-N 8/62 (13% 4/64 (6%

Both in 29and & Graders the correlation between pre- nominalgssss's ants marker is
statistically significant (70%yx?=18.8852; p=0.0000 in "2 Graders; 73%yx°=26.2813;
p=0.0000 in & Graders..

Table 12. Determiner insertion with pre- nominasgessors in TT

2" Graders | 8 Graders

Determiner insertion 54/62 (87%)60/64 (94%)

No determiner insertioh 8/62 (13%) 4/64 (6%)

Both in 2%and & Graders the correlation between pre-nominal [Essse and presence of
the determiner is robust (87% iff Lraders and 94% i%Graders)

As a final remark, we observed that tegenitive marker is present in a high percentdge o
cases where thé®®erson Singular Preserg marker is absent, as shown in Table 13:

Table 13!s Genitive and s Simple Present

'S genitive; no-ssimple present 'S genitive; +—ssimple present
marker marker
2 13/17 (76%) 4117 (24%)
graders
3% graders 27/28 (96%) 1/28 (4%)

There were two experimental sentences able to ghewcorrelation "8 Person Singular
simple presents Genitive Constructions, as shown in the Apperidihen thes Genitive
marker is present thes-simple present marker is often omitted (76% fStGraders; 96%
for 39 Graders, the difference betweél @nd 3 Graders not statistically significant). When
the’s Genitive marker is omitted, thes simple present marker is always omitted.

° Sentence 4 = Il gatto di Alison dorme in cucingentence 12 = La cugina di Mary scrive poesie
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2.2.3 L2 creationsin EDTand TT

As already observed, the general pattern in theetyaof L2 Creations is analogous in the
two tasks. However, in TT, as opposed to EDT, aesgpdead production of ‘of
Constructions’ emerged. Considering 2nd & Graders only ( since®1Graders did not
perform TT), in both groups the difference betw#®noccurrences obf Constructions’ in
EDT and TT is statistically significang?=10.2169; p=0.0014"2 Graders, ang’=7.6328;

p=0.0057 ¥ Graders):

Table 14. L2 Creations in EDT and TT

%

%)

2" Graders ¥ Graders
EDT TT EDT TT
D-Posss-N 27138 (71%)| 441128 (34%) 34/55 (62%)| 47/175 (27%)
D-Poss-N 2138 (5%)| 10/128 (8%)  3/55 (5%)  13/175)7
Poss-N 6/38 (16%) 8/128 (6%)  6/55 (11%) 4/175 (2
N-Poss 3/38 (8%)| 16/128 (13%)2/55 (4%) | 17/175 (10%

of constructions

0/38 (0%)

32/128 (25

6pB/55 (11%)

54/175 (31%

Attempts ofof constructions

0/38 (0%)

18/128 (14%

4155 (7%)

40/175 (23%

As a consequence, the percentage of occurrenqag-ofominal possessors is inferior in TT
(48% in 29 Graders; 36% in'3 Graders) than in EDT ( 92% if“%Graders; 78% in'3

Graders).

Table 15. Pre- nominal Possessors in EDT and TT

EDT| TT

2" graders 92% | 48%

3% graders| 78% | 36%

Finally, in both groups, no statistically signditt difference per task is found with respect
to presence of the marker and presence of the determiner with pre-nahgiossessors:

Table 16. Presenass.absence ofs in pre- nominal possessors in EDT and TT

With'’s

Without ’s

EDT

T

EDT

1T

2" graders

26/34 (76%)

43161 (70%)

8/34(24%)

18/61(30%

3% graders

34/43 (79%)

47164 (73%)

9/43 (21%)

17164 (27%)
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Table 17. Determiner insertion in pre- nominal @sser patterns in EDT and TT

EDT 1T

2" graders 28/34 (82%)| 53/61 (87%)

3% graders| 37/43 (86%)| 60/64 (94%)

3. DISCUSSION AND CONCLUSIONS

Among theories of L2 acquisition, two main issuag &urrently under debate: the
involvement of Universal Grammar (UG) and the esqse of transfer from the L1. Our data
are consistent with the idea that both UG and teanfom the L1 are involved in the
acquisition of Englishs Genitive Constructions by native speakers ofdtal

First of all, subjects move gradually towards thquasition of s Genitive Constructions (see
Table 1 and Figure 1 for EDT, Table 8 for TT ), etbough they are intensively trained on
's Genitive Constructions only in the first year afuSla Media. It is therefore reasonable to
assume that the gradual achievement of the nakeedtructure is due to a personal
elaboration/process in our subjects’ mind and hetdirect reflex of intensive training or of
mechanical learning.

This suggests in principle an involvement of UG ebhis confirmed more directly by our
subjects’ L2 creations: subjects do not prodang kind of construction, but their attempts
can be brought back to a limited range of varigtitamely 6 patterns, which are the same in
both tasks (see Tables 3, 9 and 14). Interestinvgéynever find a post-nominal possessor
with ’s, nor a possessor wite preceding it, while we find, although not subsht, the
pattern N Poss. This suggests tkas correctly analyzed as an independent head andsma
suffix by our subjects. This analysis is confirmiggl the fact that the most ‘Detected as
wrong’ sentence is Sentencel like Laura’s the bagsee Figure 1 ) which would be possible
with ‘s analyzed as a suffix, as the Hungarian example).(Eurthermore, the second most
‘Detected as wrong’ sentence is Sentence T2al Mary’s is red, an example of post-
nominal possessor witls,’'which again would be possible withanalysed as a suffix.

In both tasks there is a substantial amount ofnpreinal possessot$.This fact is surely
remarkable given that in Italian non pronominalgessors only occur post- nominally. In L2
Creations, we also found a statistically significacorrelation between pre-nominal
possessors and presencesyfbut only for 2 and 3 Graders:!

Taken together these facts suggest that pre-nompossessors are to be analysed as moved
possessors, in a position to the left of the onerels is generated, which we assume to be
Poss2 along the lines of Delsing (1998). It is fidesthat £' Graders have not yet acquired

1%1n order to evaluate the total amount of pre-n@hpossessors we should not only consider thosedfoul.2

creations, but also those consisting in the Rigtttepn. The total amount of pre-nominal possesisatisus the

following: in EDT, 59 in f Graders, 83 in"™¥ Graders, 151 in"8Graders; in TT, 96 in"® Graders and 163 in

3 Graders.

1 van de Craats et al. (2000) report that nativeakpes of Moroccan and Turkish in the acquisition@fitch

Genitive Constructions show a significant correlatbetween pre- nominal possessors and preserise of
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the relevant morphology to express the agreeméatiare between the moved possessor and
the agreement head: this is why fh@raders the correlation between pre-nominal psssgs
and presence of is not statistically significant. But in order $ee where exactly possessors
are moved, we have to take into account anothdinfiy namely that when the possessor is
pre-nominal, we often see the presence of the head determiner. In L2 Creations, the
correlation pre-nominal possessors/determiner fioseris statistically significant in all
graders (see Tables 3,9 and 14).

The presence of an overt definite determiner of ghssessee shows on one side that the
intrinsic definiteness of Englisls Genitive Constructions is not acquired by our scisi¥
Furthermore, it suggests that possessors are ngdrio Poss3, but to Poss 2:

(13) [SpecDP[D the [SpecAgrAIisoni [Agr 'S [NP cat t]]]]]

Poss2 is a position where some possessors movalism) namely pronominal possessors.
Subjects use as a landing site for moved posse#iserposition which is active in their

language, namely Poss2. In this case, so, we seefféct of transfer from the L1. A study

concerning the acquisition of German possessivetoactions by adult native speakers of
Italian (Matteini 2007) reports similar resultsafeers systematically resort to determiner
insertion with a pre-posed non pronominal possessor

(14) Mario ruft die Giselas Lehrerin an (L2 German, Matteini, 2007.)

Movement to Poss2 seems thus a process activatedtive speakers of Italian. Movement
to Poss2 also shows that there is not a singlee stathe acquisition of Englisls Genitive
Constructions but rather there is a dissociatiothéchecking of two different features, case
and definiteness.

Interestingly, the effect of transfer does not léaé wild output, since in Uralic languages,
Poss2 is used as a landing site for both prononandl non-pronominal possessors, as we
saw in (9.a-b) for Hungarian.

Even though transfer is active, our subjects’ cb®iare UG constrained.

Finally, we have observed that tlsegenitive marker is present in a high percentdgmases
where the ¥ Person Singular Presens marker is absent. This is a restatement of a fact
noted in early studies on the order of acquisittbrgrammatical morphemes (Brown 1973

12 As for the case of ‘s with pre-nominal possessirsthis case as well it is interesting to evalutite
phenomenon in all cases of pre-nominal possesisenss with the determiner of the possessee antout®%
in 18 Graders ( EDT only), to 35% and 56% itf Graders ( EDT and TT respectively) and to 25% i in
3“ Graders ( EDT and TT respectively). As far thdedénce between the two tasks is concerned wepireteit
as a task complexity effect. The fact that deteersrare inserted in 19% of the cases of pre- ndmossessors
in 1% Graders can be interpreted as follow.Graders produce a very low number of L2 Creatisoswith
respect to the baseline the Right Pattern occueseare more consistent than for the other groups.
13 As they produc@he Alison’s cathey are expected to be able to prodéineAlison’s catUnfortunately our
test did not contain items able to induce such petdns. We leave the matter to future researahil&ily, we
expect our subjects to be able to produkbe/A my cat

215



Elisa Di Domenico, Elisa Bennati

for L1 English; Dulay-Burt 1974 for L2 English), mely that the acquisition of ths
genitive marker precedes the acquisition of té8rson Singular Preserst marker.
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APPENDIX

1. Error Detection Task: Materials

Pre-test

a) My cousin lives at New York
b) Jackie goes to school by bus
c) Paul don't like sweets

Test

2.

1) Ilike Laura’s the bag

2) A gentleman never runs

3) | like those lovely blue jeans

4) Please bring us a orange juice and an tea
5) Ilove cat’s John

6) The pupils didn’t listened to the teacher
7) Liz play the cello and Fred play the guitar
8) Speak slowly, please!

9) Mum baked a delicious apple pie
10)House Peter is near the railway station
11)Jack’s trousers are black and white
12)Car Mary's is red

13)The doctor examined the X-rays carefully
14)The dog Robert barks a lot

15)Paul’'s newspaper is on the table

16)The book Steven’s has a blue cover

Translation task: Materials

1) I biscotti di mia nonna sono squisiti

2) Mi piacciono le scarpe di Susy

3) I negozi sono aperti dalle 9 alle 17

4) |l gatto di Alison dorme in cucina

5) La macchina di John € nuova

6) L'orologio di Sophie & molto piccolo

7) Potresti chiudere la finestra per favore?
8) Spero di rivederti presto

9) Ho trascorso il week-end con la mia famiglia
10)Ho comprato dei fiori al mercato

11)Il treno parte fra un’ora

12) La cugina di Mary scrive poesie

13)1l cane di John € marrone
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14)Questo ristorante € molto caro
15)Paul non e ancora arrivato
16)Jack € il cugino di Louis
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Asymmetries of scope assignment

ANDREA GUALMINI®

Abstract

This paper presents the results of an experimes@singating children’s interpretation of the
indefinite ‘'some’ and negation in the two argumeritshe universal quantifier ‘every.” The
findings show that English-speaking children’s iptetation of sentences containing
negation is not limited to surface scope interptietas. The results documented in the paper,
together with the findings available in the litewe¢, are used to draw an up-to-date sketch of
children’s interpretation of sentences containinggation. Finally, the findings are used to
adjudicate between alternative theories of childsanterpretation of universally quantified
sentences.

1. INTRODUCTION

This paper is concerned with children’s semantiowiedge. In particular, we focus on two
topics that have received much recent attentiondreim’s interpretation of universally
guantified statements and their interpretationesitences containing negation.

1.1  The debate on the interaction between quaatifin and negation in child language

In this section, | will review the recent debate the interaction between negation and
guantificational elements in child language. Mucirent research on this topic starts from
the findings documented in Musolino (1998). To Higt children’s linguistic difficulty, we
will consider all of the experiments from his studiich yielded a significant difference in
children’s and adults’ behavior. Consider the secegs below:

" Utrecht University, The Netherlands, McGill Unisity, Canada.

| would like to express my gratitude to StepheniGr®anny Fox, Luisa Meroni and Michelle St-Amowr f
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Park. The author is currently supported by a VI8ldwship from the Netherlands Organization foreific

Research (NWO) and Utrecht University.
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(1) Every horse didn’t jump over the fence
(2)  The detective didn’t find some guys
(3)  The detective didn’t find two guys

Each of the sentences above contains two operategsition and a quantified noun phrase.
This yields two logically possible scope assignmdnt each sentence. To illustrate, (1) is
ambiguous between the two interpretations listdadvine

4) Every horse is such that it did not jump over #eck
[x [horse (X)- — jump over the fence (x)]
‘for every x, if X is a horse then x did not juraper the fence’

(5) Not every horse jumped over the fence
=[x [horse (X)- jump over the fence (x)]
‘it is not the case that for every x, if X is a @ithen x jumped over the fence’

The two interpretations of (1) listed in (4) andl (&sult from the relative scope assignment to
negation andevery as suggested by the order of the operatorand [] in the logical
formulae. In the semantic literature, the intergtien in (4) is referred to as the ‘surface
scope’ or ‘isomorphic’ interpretation of (1), whi(B) is referred to as the ‘inverse scope’ or
‘non-isomorphic’ interpretation.

The research question that Musolino (1998) andrsthave addressed is whether
young children are capable of accessing both théas scope and the inverse scope
interpretation of sentences containing negation andther scope-bearing element. To
address this question, Musolino (1998) conductederdes of experiments that tested
children’s interpretation of sentences like (1);@nong others.

The experimental evidence collected by Musolin®898) suggests that inverse and
surface scope interpretations of sentences contpimegation are not equally accessible to
young children (4- and 5-year-olds). In fact, theidence suggests that, for all the
constructions in (1)-(3), children consistently adsto their surface scope interpretations,
which are paraphrased below.

(6) Every horse is such that it did not jump over #eck
[x [horse (X)- — jump over the fence (x)]

(7 It is not the case that the detective found sonys gu
- [X [guys (X) & detective found (x)]

(8) It is not the case that the detective found twasguy
- [X [two guys (X) & detective found (x)]

It is critical to note that, across all of the espwents conducted by Musolino, children’s
behavior runs counter to a strategy that is acdepte most psycholinguistic researchers:
namely, the bias to access the interpretationrttees the sentence true. We will adopt the
term Principle of Charity for such a bias (see &r{@€975)). Given that the Principle of
Charity does not explain the data, we have to foolanother explanation.

The proposal offered by Musolino (1998) draws uploe hypothesis that there is a
common denominator to how children differ from aduthildren access the surface scope
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interpretation for all of the sentences that adulisrpret on their inverse scope interpretation.
To describe these facts, Musolino (1998) proposedQbservation of Isomorphism which
claims that overt syntactic and semantic scopecadgrfor children.

The first challenge to Musolino’s Observation afrfsorphism emerged from research
with Dutch-speaking children. Consider the Dutchraple in (9), taken from Kramer (2000).

(9) De jongen heeft een vis niet gevangen
‘The boy has a fish not caught’
There is a fish the boy hasn’t caught

Children’s interpretation of sentences like (9) wasestigated by Kramer (2000). The
experimental results show that 38 Dutch-speakinigirgm from 4,0 to 7;7 rejected (9) as a
description of a story in which a boy had caughd fish out of the three fish available in the
context, whereas adults always accepted (9) (ss®e W@hsworth (2005)). Children, unlike
adults, apparently interpreted the indefinglen vis(‘one fish’) in the scope of negation,
which would correspond to the inverse scope ingtgpion of (9).

Let us now focus on English. One piece of evideaga&inst Musolino’s original view
of Isomorphism is constituted by studies showingddecan’s ability to access inverse scope
interpretations of sentences different from thesoimwestigated by Musolino (1998) (see
Miller and Schmitt (2004), Musolino and GualminiO()). In particular, these studies
showed that English-speaking children can access itherse scope interpretation of
sentences containing the indefinitsuch as (10) and of sentences containing pagisueh
as (11) and (12) (see Miller and Schmitt (2004) a@Adsolino and Gualmini (2004)
respectively).

(10) Mary didn’t paint an egg
(11) The detective didn’t find some of the guys
(12) The detective didn't find two of the guys

Of course there is at least one way to accounthifacts described above, while preserving
the spirit of the Observation of Isomorphism. Itigly, one could simply argue that
children acquire the inverse scope interpretatibrthe constructions tested by Kramer
(2002), Miller and Schmitt (2004) and Musolino a@dalmini (2004) earlier than for the
constructions investigated by Musolino (1998).

A more direct assessment of the original view ofrisrphism could come from data
showing that children’s hypothesis space does nafoctm to the scenario envisioned by
Musolino for sentences such as (1), (2) or (3). Qvey to achieve this result is to
demonstrate that (a) children are capable of atueé®th surface scope and inverse scope
interpretations for those constructions and (b tiir behavior can be predicted.

The first piece of evidence against the view ofmsgohism proposed by Musolino
(1998) and Musolino et al. (2000) comes from Guain2004). This study drew upon the
observation that sentences containing negatiomaritly are used to point out a discrepancy
between an expected outcome and the actual out(seeeGlenberg, Robertson, Jansen and
Johnson-Glenberg (1999), Horn (1989), Wason (1989)72)). In order to evaluate whether
expectations can mitigate children’s difficulty wisentences like (2), Gualmini presented
children with stories in which a character hadsk t® carry out. In one of the trials, children
were told a story about a troll, who is supposeddwiver four pizzas to Grover.
Unfortunately, on the way to Grover’'s house twozpg fall off the delivery truck, and the

221



Andrea Gualmini

troll only manages to deliver two pizzas. Childweere then asked to evaluate either (13) or
(14).

(13) The troll didn’t deliver some pizzas
(14) The troll didn’t lose some pizzas

Notice that both (13) - (14) are true in the coht@xder consideration on the inverse scope
interpretation. (13) is true because there are summas that the troll didn’t deliver, namely
the ones he lost on the way; (14) is true because tare some pizzas that the troll didn’t
lose, namely the ones he managed to deliver. The dentences seem to differ in
appropriateness, however. Whereas (13) points haitthe troll failed in carrying out his
task, upon hearing (14) the hearer has the immneslat the speaker is not addressing what's
at stake. Gualmini (2004) suggested that this idiffee has an effect on children’s responses.
Thirty 4- and 5-year-olds participated in the expent. Children accepted sentences like
(13) in 54 out of 60 trials (90%) but they accepsetitences like (14) only in 30 out of 60
trials (50%). More recently, Gualmini, Hacquard,l$@ty and Fox (2005) have shown that the
same contextual maneuver discovered by GualminD4R0eads children to access the
inverse scope interpretation of sentences equivede(l) (e.g.Every pizza wasn't delivergd
and (3) (e.g.,The troll didn’t deliver two pizzasto a higher extent than documented in
previous literature.

Despite the availability of experimental eviderst®wing children’s ability to access
inverse scope interpretations, there is still disagment as to whether inverse scope
interpretations are available to children to thmasaxtent as surface scope interpretations. In
particular, it is often claimed that inverse scapterpretations are indeed available to young
children, but they represent a somewhat markedogsee Musolino and Lidz, 2006). This
hypothesis has been considered in different stuolidls from theoretical and experimental
perspectives (see Hulsey, Hacquard, Fox and Guil@004; Gualmini 2007; in press). In
this paper, we contribute to the debate by consigenvhether children’s ability to access
inverse scope interpretations is affected by factbat arguably increase the complexity of
the target sentence, such as the presence ofisstitipe bearing element. To this end, we test
children’s interpretation of sentences containimg indefinitesomeand negation in the two
arguments of the universal quantiferery We now turn to previous research on children’s
interpretation of universally quantified sentences.

1.2  The debate on the universal quantifier ina&haihguage

The study of children’s responses to sentences tvéhuniversal quantifieeverydates back

to Inhelder and Piaget (1964), who reported thdd@n (but not adults) sometimes demand
a one-to-one correspondence between the membex® aiets when interpreting universally
guantified statements. More recently, Philip (19%jowed that children often reject
sentences like (15) in a context in which threesbase each riding an elephant, and where
there is a fourth elephant that nobody is riding.

(15) Every boy is riding an elephant

When asked to justify their negative responsesdien often point to the elephant that is not
being ridden by any boy. Children’s rejections ehtences like (15) in the context above
have come to be known agmmetrical responsé¢see Philip, 1995)
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Several psycholinguists have argued that childreprsmetrical responses are due to
non-adult linguistic analyses, which make (15) dals the context under consideration (see
Philip, 1995; Drozd and van Loosbroek, 1998; 1988 Geurts, 2003). However, the need
for a grammatical explanation of children’s non{adesponses to sentences containing the
universal quantifier was questioned by Crain, Thamn Boster, Conway, Lillo-Martin and
Woodams (1996). These researchers found that eveschwmol children consistently
exhibited adult-like performance if, for examplégetexperimental condition included an
additional animal, a donkey say, which the boyssmered riding. Children’s consistent
adult-like performance in this situation was atitdd by Crain et al. (1996) to what they
called the Condition of Plausible Dissent (see BlliSE948).

In recent years, an extensive literature has s the felicity condition proposed
by Crain et al. (e.g., Gordon, 1996; Geurts, 2a)3; Sugisaki and Isobe, 2001; Gouro,
Norita, Nakajima and Ariji, 2002; Philip, 1996; Rpiand Lynch, 2000). A different tack was
taken by Gualmini, Meroni and Crain (2003), whidnusinized one assumption common to
all the grammatical accounts of children’s symnoalrresponses, namely the assumption that
children are not tied to the syntactic structurehef sentence in choosing the two arguments
of the universal quantifier. We will return to thssue momentarily. For the time being, we
would like to investigate whether anything compégdb the mistakes we just described also
emerges such as (16). This will also allow us askitbe debate discussed in the previous
section,

(16) Every farmer didn’t clean some animal

To introduce our research question, we take thenEwQuantification account
proposed by Philip (1995), which we believe is mhast explicit proposal of children’s non-
adult analyses. According to this account, chilthreron-adult responses to (15) follow from
the availability of an interpretation that can la@gphrased as:

(17) For every evene such that a boy or an elephant participates ithat evente is an
event of a boy riding an elephant

In essence, the Event Quantification account miaistdnat children’s behavior results from
an interpretation in which the universal quantigeerybinds a variable whose restriction is
defined by linguistic material contained in thelvg@hrase. As far as we can tell, if one were
to apply the same intuition to the sentences wecaneerned with (i.eEvery farmer didn’t
clean some animgl then children should be able to access an irg&ton that can be
paraphrased as follows:

(18) For every eveng such that a farmer or an animal participates, ithat evene is not
an event of a farmer cleaning an animal

The question is whether children would consisteatgess the interpretation paraphrased in
(18).

! We do not consider the possibility that negatiauld receive wide scope, as we take one of the main
intuitions behind the Event Quantification accotmtbe that the universal quantifier always has whdest
scope. We also refer the reader to Experiment hichvis not affected by the possibility of negatitaking
scope oveevery(either by neg-raising or by reconstruction).
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Similarly, experimental findings could shed ligitt whether children adopt the non-
adult analysis envisioned by Drozd and van Loodb(®698; 1999¥.0On that account, which
we call Weak Quantification account, children irreatly assign to universally quantified
sentences the representation to which adults somagtresort for sentences containing the
weak quantifiermany In a critique of the Weak Quantification accoudigroni, Gualmini
and Crain (2000) attempted to formalize this imbuit and argued that, on the Weak
Quantification account, (19) should be a possibterpretation of (15), i.eEvery boy is
riding an elephanta prediction that has not been confirmed experiailnt
(19) For every elephant, a boy is riding that elephant

By analogy, on the Weak Quantification account weuld expect children to be able to
interpret (16) (i.e.Every farmer didn’t clean some animak in (20).

(20) For every animal, that animal is not cleaned bgrener

Again, the question is whether children would asc@sir rendering of) the interpretation
envisioned by the Weak Quantification account whesomes to the sentences that we are
concerned with.

2. EXPERIMENTAL DATA ON CHILDREN'S INTERPRETATION O F NEGATION
AND SOME IN THE TWO ARGUMENTS OF THE UNIVERSAL QUANTIFIER
EVERY

In this section we illustrate the design and thsults of an experiment conducted to
investigate children’s interpretation sbmewith respect to negation in the second argument
of every The experiment employs the Truth Value Judgmaesk t(Crain and Thornton,
1998). In a Truth Value Judgment task, an experiarescts out short stories in front of the
child using small toys and props. The second expster plays the role of a puppet who
watches the stories alongside the child. At thearte story, the puppet offers a description
about the story, and the child’s task is to deteenwhether the puppet is ‘right’ or ‘wrong.’
In the experiments we conducted, each child wasepted with four target trials preceded by
one warm-up trial and interspersed with filler I8i#o balance the number of ‘yes’ and ‘no’
responses.

2.1 Experiment |

Experiment | focused on the second argument ofittieersal quantifieevery In particular,
we wanted to determine whether children consisteatdtess the inverse scope interpretation
of negation andome when those elements occur in the second arguofetiie universal
quantifier. First, this will allow us to determinfethe pattern uncovered by Gualmini (2004)
is affected by the presence of a third scope-bgaiement. Second, the results will provide
us with new evidence on children’s interpretatibnimversally quantified sentences.

Fifteen children participated in Experiment | (ag&®1 to 5;05 - mean age: 4;09). In
a typical trial, children were presented with argtabout three farmers. Each farmer had to

2 For our purposes, the account proposed by Ge2083] makes the same predictions as the one profmse
Drozd and van Loosbroek (1998; 1999).
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clean three animals: a horse, a chick and a pighdrnend, however, the farmers refused to
clean the pigs. Children were asked to evaluatésattyet sentence in (21).

(21) Every farmer didn’t clean some animal

It is important to observe that if children canyakcess the surface scope interpretation of
the surface stringnpt ... some N they should interpret (21) as in (22) and rejgcon the
grounds that every farmdrd indeed clean some animals.

(22) Every farmer didn’t clean any animal

Here are the results. Children accepted the taegaence 47 times out of 60 trials (78%). A
group of seventeen undergraduates participatedvidlen-taped version of the experiment
and accepted the target sentences 57 times o ofafs (82.4%). Thus, when the surface
string [not ... some Noccurs in the second argumentenferyand the sentence is used to
point out a discrepancy between the expected owam the actual outcome, children and
adults tend to access its inverse scope interpretat

As the reader may have noticed, the experimenabthesis was associated with the
affirmative answer. This was not a matter of choitewever. As discussed by Musolino
(1998), in our contexts the interpretation in whgmmereceives narrow scope entails the
interpretation in whiclsomereceives wide scope. Thus, one can only seektésrdime if the
latter interpretation is available. In additionkeing the only option, the experimental design
can be defended on further grounds. The main reatgnthe response associated with the
experimental hypothesis should be a negative anssvehat children usually respond
affirmatively if they are confused about the expemnt (see Grimshaw and Rosen, 1990; but
see also Fritzley and Lee, 2004). In the particalse at hand, however, the findings of
previous research on the structures under consioierdnave not conformed to this
assumption. As we saw, children have been repooteshexpectedlyeject some sentences
containing the universal quantifier. The same hdlsthe original study on children’s
interpretation of sentences containing negation taerdndefinitesomeby Musolino (1998).
Furthermore, we can report the results of a comabition designed to ensure that children
can reject sentences like (21) (in a different ert)t In that condition, the stories were
slightly different, so that the target sentencekrt correctly describe the final outcome of
the story (on any interpretation). To illustratbe tstory about three farmers would be
modified so that one of the farmers would evenydkan all the animals. Ten children (age
4:0-5;6- mean age 4:10) participated in the contatdition, which included two target
trials. These children rejected the target senea@dimes out 20 trials (85%).

The findings of Experiment | replicate the reswdtscumented by Gualmini (2004).
Children consistently access the inverse scopepirition of sentences like (21), as long as
the relevant felicity conditions are satisfied. Te&evance of the findings extends beyond the
issue of whether children are capable of accedavayse scope interpretations. Because of
the particular linguistic environment that we cho#iee findings also bear relevance for
studies on children’s interpretation of universajlyantified sentences.

In our view, the experimental findings of Experimhé cast doubts on many accounts
that attribute children’s mistakes with universaijyantified sentences to deviant linguistic
analyses. Crucially, both interpretations parapaam (18) and (20), which we believe
should be possible if the Event Quantification astoor the Weak Quantification account
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were c3)n the right track, should lead children jeakthe target sentence, contrary to what we
found:

In order to defend the relevance of the findirgs;larification is appropriate. It is
often argued that children’s ability to give adulte judgments is consistent with most
grammatical accounts of children’s mistakes, beeaws account claims that children (who
are capable of a non-adult interpretation of (I&ghnot access the adult interpretation of
universally quantified sentences. In our opiniooyvaver, that is the claim of some accounts.
Furthermore, under current assumptions, shauldbe the claim of all grammatical accounts
unless we are ready to face a learnability probl®&m.the first point, after discussing the
subset relations that obtain between the relevaatpretations, Philip (1995: 48) writes that
“the typical acquisition order would be predicted be: exhaustive interpretation>
symmetrical interpretation> adult interpretatidniri our view, Philip (1995) is attempting to
use the logic of the subset principle to explaiwlahildren can move from one stage to the
next one. Regardless of whether our reading ofig?(ll995) is correct, we would like to
reiterate a point made by Meroni, Gualmini and €¢&2000), to which no response has been
offered: if one allows the non-adult interpretaiqproposed in the literature) and the adult
interpretation to co-exist, a learnability probleamises, for which no solution has been
proposed.

Suppose that, children assign (at least) two meanio sentences with the universal
guantifier, whereas adults assign only one. Indbwrse of language development, children
must expunge a non-adult semantic representatoon fheir grammars. It is difficult to see
how this could be done, because the environmengaltiwould always be consistent with
one of children’s interpretations, namely the adulerpretation. Thus, children would
always be able to interpret the primary linguistada. Moreover, in this particular case, the
interpretations that have been attributed to céildare true in a subset of the circumstances
in which the adult interpretation is true. Thuse@annot find any situation in which the non-
adult interpretation available to children is traued the one specific to adults is false. As a
consequence, one cannot find any case in which eommation would break down because
the child produces a sentence for which her grameaar generate a true interpretation,
whereas the adult grammar can’t (see Meroni, Gumlamd Crain, 2000). Unless we can
solve this learnability problem, the grammaticalplexation for children’s behavior is
committed to the existence of a stage at which rtbe-adult interpretation is the only
interpretation. As we saw above, however, this liypsis is falsified by experimental data.

2.2 Interim Conclusions

To recap, the results of Experiment | support tvectusion reached by Gualmini (2004), by
confirming that children’s interpretation of sentea containing negation is not limited to
surface scope interpretations. This result wasicoetl by looking at sentences containing
three scope-bearing elements. Moreover, the firdsgggest that when children interpret
sentences likeevery farmer didn’t clean some animahey do not commit any of the
mistakes that one would expect, given the analissshave been proposed to explain their
mistakes with sentences sucheagry boy is riding an elephant

® For instance, the interpretation paraphrased & (ile., For every event such that a farmer or an animal
participates in that event, that event is not aerg\of a farmer cleaning an animahakes the sentence false
because each animal cleaned by a farmer partisipatan event whiclis an event of a farmer cleaning an
animal. According to the paraphrase in (18), naeweé this kind should exist.
* See Philip (1995) for the explanation of thesenterFor our purposes, it suffices to say that gmensetrical
interpretation is the interpretation that leadddrkn to reject a universally quantified statemié Every boy
is riding an elephantinless they can establish a one-to-one correspoadeetween the boys and the elephant
riders.
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In the remainder of the paper, we will not focusamy specific account of children’s
mistakes. Rather, we will follow Gualmini, Meromd Crain (2003), which scrutinized one
assumption common to many grammatical accountshidiren’s symmetrical responses.
These researchers observed that, on many accalnigren are not tied to the syntactic
structure of the sentence in determining the tvguments of the universal quantifier to the
same extent as adults. Here are some represerdabves.

“The WQH [Weak Quantification Hypothesis] claimsathchildren assign a weak-

quantifier interpretation to universal quantifier3his predicts that a child’'s

interpretations of universal quantifiers can beeetid by the meaning of other
constituents in the sentence, or what the childreaw about the denotations of those
constituents.” (Drozd, 2000: 358)

“My proposal is based on an old idea, viz. thatdtbn’s errors are caused by a non-
canonical mapping from syntactic form to semanépresentation.” (Geurts, 2003:
197)

Similar views seem to be endorsed by researchepsdwmot propose a linguistic account of
children’s ‘mistakes’:

“This paper will argue that there is a type of seck interpretation, occurring under
certain circumstances and in certain age groupshioh a subject-predicate distinction
between the content words is not properly regidtelide sentence is encoded as a
simple string or unordered set of substantive wawmithout hierarchical structure.”
(Bucci, 1978: p. 58)

“In the absence of a decisive structuring of lamgyat is then the structuring of the
physical array [visual input] that determines th&come.” (Donaldson and Lloyd,
1974. 82, taken from Philip, 1995: 40)

As these quotes highlight, the same hypothesisghatnat the interface between syntax and
semantics assumes different guises in child andt émhguage, seems to be endorsed by
many researchers. Gualmini et al. (2003) examin@d hypothesis by investigating
children’s interpretation of the disjunction operatdr in the two arguments of the universal
guantifierevery and found that children license different inferesin the two arguments.

The reader may now see another point of relevahdeedfindings reported thus far.
Now that we have shown that children can consisteaccess the inverse scope
interpretation ofsomewith respect to negation in the second argumengvefy we can
determine whether they would consistently accessstinface scope interpretation in the first
argument ofevery If this were the case, then one could conclude ¢hildren do not differ
from adults in the meaning assigned to the univeygantifiereveryand they do not differ
from adults in how the arguments @feryare mapped onto the overt syntax. Whereas the
first conclusion might be uncontroversial, the setaonclusion is unexpected on many
accounts of children’s mistakes. To reiterate,itisee that we are interested in is not simply
whether young children, like adults, interpret thentifiereveryas expressing the inclusion
relationship. Rather, the issue we are interestad whether children interpret sentences of
the formEvery NP VPas expressing a universal statement that is gdrifithe denotation of
the NP and the denotation of the VP are in thdioglaspecified by the universal quantifier if
the denotation of the subject NP is taken asrigs drgument and the denotation of the VP is
taken as its second argument.

227



Andrea Gualmini

2.3 Experiment Il

The properties of the first argument of the unigkiguantifierevery were investigated in
Experiment Il. In the present case, the researelstqan was whether all children resort to the
surface scope interpretation of negation and tefinite somewhen those elements occur in
the first argument of the universal quantiféstery® In addition, just like in Experiment I, we
wanted to determine whether children would regairene-to-one correspondence between
the relevant entities in order to accept thoseesmats. To find out, we conducted an
experiment with fifteen children (ages from 3;1(%t08 - mean: 4;08).

In a typical trial, children were told a story albdive farmers. Each farmer had to
clean three animals: a horse, a pig and a chicle f@mer cleaned all the animals he was
supposed to clean, a second farmer only cleanetidis® and the chick and the remaining
three farmers did not clean any animal. Then, thiose farmers received a broom from their
boss, so they could sweep the floor. At the enthefstory, children were asked to evaluate
(23).

(23) Every farmer who didn’t clean some animal has afro

Our interest was whether children could consisyeaticess the surface scope interpretation
paraphrased in (24), which makes sentence (23)rriee context.

(24) Every farmer who didn’t clean any animal has a broo

In particular, we wanted to distinguish the intetption paraphrased in (24) from another
logically possible interpretation in whicdomeis interpreted outside the scope of negation,
such as (25), and which makes (23) false in theexbnin particular, the interpretation in
(25) makes (23) false because the farmers for wthare is some animal that they did not
clean include the farmer who only cleaned the hargkthe chick. In the story, however, that
farmer did not receive a broom.

(25) Every farmer for whom there is some animal thadlidenot clean has a broom

Let us turn to the results. Children accepted Hrget sentence 53 times out of 60 trials
(88%). A group of twenty-four undergraduates pgtited in a video-taped version of the
experiment and accepted the target sentences 8% ot of 94 trials (92.5%).

Due to the logical relations among the relevanterpretations, the same
considerations that we offered for Experiment Ilggp the present case. In particular, one
can only determine whether the surface scope irgtion is available by means of an
affirmative response. In this case, to ensure ¢hdtlren can reject sentences like (23), the
stories were changed to make the target senteatssih the story. To illustrate, the story
about five farmers would be modified so that oniy tof the farmers who had not cleaned
any animal would receive a broom, while the thimdrier who had not cleaned any animal
would receive a shovel. Twelve children (age 3%-5nean age 4:3) participated in the

® For our purposes, it is irrelevant whether, foultg] somecan be interpreted in the scope of negation in the
first argument okverybecause in this cas®medoes not occur in a downward entailing environmaatthe
standard view would hold (see Ladusaw, 1979), cabse the complex item constituteddmmeand negation
occurs in a downward entailing environment (seeb8lzai, 2004). Furthermore, when it comes to chikgr
there might not be any restrictions on the poldritgrpretations cfome(see Hulsey et al., 2004).
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control condition, which included two target trial$hese children rejected the target
sentences 21 times out 24 trials (87.5%).

Let us sum up. When the stringot ... somé\] occurs in the first argument of the
universal quantifierevery children (like adults) consistently access itgfeste scope
interpretation. Furthermore, it is worth noticidmgat just like in Experiment I, children should
have rejected the target sentences if they hadrtaeimed any analysis modeled on the
grammatical accounts proposed for children’s mesalvith sentences likEvery boy is
riding an elephantin fact, any grammatical analysis that would leaddren to reject such
sentences in contexts which do not show a one-toammrespondence between boys and
elephants also predicts that children should rejectences liké&very farmer who didn’t
clean some animal has a brooamcontexts which do not show a one-to-one corrnedpoce
between farmers and brooms, contrary to fact.

3. CONCLUSION

We have presented the results of two experimenisstigating children’s and adults’
interpretation of the indefinitsomeand negation in the two arguments of the universal
guantifier. These are the conclusions that can fdasvrd First, we have confirmed that
English-speaking children’s interpretation of sects containing negation is not limited to
surface scope interpretations, and we have shoatnthle presence of a third scope-bearing
element does not inhibit the inverse scope intésion. Second, we have shown that when it
comes to sentences lilevery farmer didn’t clean some animad Every farmer who didn’t
clean some animal has a bropohildren do not make mistakes comparable to ties dhat
have been documented for sentencesHwery boy is riding an elephant
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