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Yos Morsi 

 

Tissue Engineering and Biomaterials 

The concept of Cardiac Tissue Engineering 

Tissue engineering can be used to create a viable cellular environment that is supportive for 
integration, vascularization and attachment between implanted biomaterials and native tissue.  
Recently cardiovascular tissue engineering has introduced various new strategies for arteries and 
heart valves with degree of clinical success. However, myocardial tissue engineering is recognised 
as one of the most promising treatment for heart failure, but still in very early experimental stages 
and there are a number of real challenges to overcome. Nevertheless, there is some progress 
reported in literature. For example using three-dimensional (3-D) biodegradable scaffolds various 
kinds of 3-D myocardial tissues have been successfully regenerated by seeding for example 
cardiomyocytes into poly(glycolic acid), gelatin, alginate or collagen scaffolds. However, 
insufficient cell proliferation and attachment into the scaffolds and the occurrence of the 
inflammatory response make the generation of myocardial tissues is far from satisfactory. What is 
clear however, generated layered cell myocardial tissues sheets have enormous potential for 
clinical applications. 

In this theme, the bioengineering strategies to create a viable tissue engineering subrates or devices 
for the heart and its components  

Future research will also be discussed     
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The purpose of this research was to investigate stresses resulting from different thicknesses and 
compositions of hydrogenated Cu-incorporated diamond-like carbon (a-C:H/Cu) films at the in-
terface between vascular stent and the artery using three-dimensional reversed finite element 
models (FEM). Blood flow velocity variation in vessels with plaques was examined by angiog-
raphy, and the a-C:H/Cu films were characterized by transmission electron microscopy (TEM) to 
analyze surface morphology. FEM models were constructed using a computer-aided reverse de-
sign system, and the effects of antibacterial nanostructured composite films in the stress field 
were investigated. The maximum stress in the vascular stent occurred at the intersections of 
net-like structures. Data analysis indicated that the stress decreased by 15% in vascular stents 
with antibacterial nanostructured composite films compared to the control group, and the stress 
decreased with increasing film thickness. The present results confirmed that antibacterial na-
nostructured composite films improve the biomechanical properties of vascular stents and release 
abnormal stress to prevent restenosis. The results of the present study offer the clinical benefit of 
inducing superior biomechanical behavior in vascular stents. 

 



 

Keywords: 3D-reversed model, biomechanics, finite element analysis, surface treatment, vascu-
lar stent  

 

1. Introduction  

Angioplasty is accepted as a safe technique for treating myocardial infarction, coronary artery 
heart disease, and thrombus. The clinical effects of stenting are influenced by various factors such 
as inadequate balloon expansion, artery injury, stent recoil, and restenosis, which is the most crit-
ical problem. In the 1980s, neointimal hyperplasia and elastic recoil were investigated extensively, 
and many cardiologists researched methods to eliminate these problems[1, 2]. Previously, neoin-
timal hyperplasia occurred approximately in 40% of patients within 3−6 months after stenting. 
Subsequently, a repeat of the procedure was usually performed for restenosis[3, 4]. Coated-surface 
technology is widely used in medical devices because of their outstanding biocompatibility prop-
erties. Diamond-like carbon (DLC) has been proposed for use in blood-contacting devices[5-7] 
such as electrosurgical devices, artificial hearts, mechanical heart valves, and artery stents[8, 9]. 
Various reports have shown that the anticoagulation property of DLC is related to the bonding 
structure, hydrophobicity, and smooth surface[10, 11]. Restenosis is a common problem after 
stenting because of vessel overloading, and platelet adhesion and activation. However, a DLC film 
is suitable to prevent blood clotting[12, 13]. 

Finite element analysis (FEA) is a useful tool that could be applied to quantify the biomechanical 
behavior in the vascular stent and surrounding arteries. FEA has been used to study the biome-
chanical behavior of various medical applications, including temporomandibular joint replace-
ment, dental implants, and vascular stents under a number of loading conditions[14, 15]. Hydro-
genated Cu-incorporated a-C:H/Cu films were prepared in the present study using a radiofre-
quency plasma magnetron sputtering system at various CH4/Ar gas ratios. The use of a-C:H/Cu 
films as promising anticoagulation and antibacterial coatings for biomedical applications was ex-
amined. The mechanical behavior at the stent-artery interface is an important factor for the clinical 
success of stenting; however, investigations of this behavior through experimental and theoretical 
analyses have thus far been scarce. To examine the biomechanical behavior of film-coated stents, 
the magnitude and location of the maximum stresses must be determined. Therefore, the aim of 
the present study was to examine the use of 3D finite element models (FEM) to quantify the 
maximum stresses in vascular stents with nanostructured composite films. 

2. Materials and methods 

2.1. Angiography test 

Angiography is a biomedical imaging technique that is used to visualize blood vessels in the hu-
man body, such as arteries, veins, and heart chambers can be observed using contrast media. The 
arm vessels of six patients were selected because the vascular image of the arm is more stable than 
that of other parts. A special gray scale range for blood was adopted to show the regions of blood 
flow, and noise points could be erased. Variation of the gray scale at each moment could be used 
to determine changes in blood flow. 



 

2.2. Preparation and evaluation of the a-C:H/Cu film 

A deposition process that combined radio-frequency (RF) plasma and a magnetron sputtering sys-
tem was used to deposit the a-C:H/Cu film on a glass substratum (diameter, 1 cm; thickness, 2 
mm). Various gas mixture ratios of CH4/Ar were fed into the chamber to deposit onto the films 
after the cleaning process[16]. For deposition of the a-C:H/Cu films, nano-Cu particles were gen-
erated by sputtering a copper target (99.99% purity), which was fixed at 60 mm directly above the 
substratum. The microstructures of the deposited films were examined with a high-resolution 
transmission electron microscope (HR-TEM, PHILIPS F-20) operated at 250 kV. 

2.3. 3D-reversed model analysis 

The 3D image models were built using the ANSYS Workbench 12.1 (ANSYS, Inc) finite element 
program. The vascular stents and arteries were regarded as continuous integers. The vascular stent 
in this study was standard type (Biosensors International Group, Ltd.; outer diameter: 3.0 mm, 
thickness: 0.1 mm). Clinical MRI showed that the artery had an outer diameter of 4.5 mm and a 
thickness of 0.5 mm, with plaques extending 5 mm and showing a central thickness of 0.5 mm. 
According to hyperelastic material laws, unloading follows the initial response of the stress-strain 
relationship, which is the rule for soft tissues in biomechanics. The balloon (diameter: 2.8 mm) 
was modeled in a cylindrical shape. The balloon simulated procedure was divided into two phases. 
The two important processes involved were converging and reinforcing of the mesh, which allow 
the model to approximate the actual object more accurately. Because of the deformation require-
ment, three types of elements were used in the present models: a 20-node solid element (Solid186) 
was used for the vascular stent. A 4-node shell element (Shell181) was used for the balloon, and 
an 8-node hyperelastic element (Hyper58) was adopted in the artery. The numbers of nodes and 
elements were 19,852-20,412 and 12,699-13,462, respectively. The vascular stent is characterized 
by the properties of the 316 L stainless steel. The biomechanical properties of the a-C:H/Cu film, 
and tissue have been described in previous studies[17, 18]. 

In the present study, the parameters were categorized into two groups on the basis of the thickness 
of the coated film and the percentage of the metallic Cu element. The thicknesses of these coated 
films varied from 0 (control group) to 500 µm, and all models simulated with different percent-
ages of metallic Cu element varied from 0% to 80%, for comparison. The von Mises stresses of 
the vascular stent and the artery were investigated in this study. 

3. Results 

Figure1 shows the blood flow velocity variation in vessels with plaques. The blood flow decreased 
through the narrow parts of vessels. The pixel of blood suddenly stopped increasing, and it indi-
cated the blood was jammed because of plaques. Blood velocity decreased by >20% of the initial 
value. The present of plaques blocked blood flow and decreased the blood velocity, resulting in an 
increase in stress. 



 

 
Fig. 1 Angiography test of artery with plaques (arrow) (a) t = 0.015 s, (b) t = 0.020 s, (c) t = 0.025 
s, (d) t = 0.030 s (Lift: clinical image, Right: pixel image). 

 

To better understand the effect of Cu doping on the microstructural variation of the a-C:H film, 
the samples were subjected to TEM. Cu doping resulted in the embedding of sphere-like nanopar-
ticles became embedded in the film. Moreover, the SAEDP consisting of ring spots revealed the 
presence of nano-polycrystalline structures in the film. The size and number of nano-Cu particles 
were proportional to the Cu content. Therefore, the production of a- C:H/Cu films varied with the 
CH4/Ar ratio, and transformation of the amorphous-like phase into a nano-polycrystalline phase 
was induced by Cu doping/ion bombardment and radical reactions. Figure 4(b) shows a TEM 
cross-section image showing Cu particles embedded in the DLC film, and crystallized within mo-
lecular system. 

The highest stresses occurred at the intersections of the net-like structure in the vascular stent 
models. Figure 2 shows the von Mises stress distribution in the vascular stent with a 500 nm 
a-C:H/Cu film with 80% metallic Cu element (a-C:H/Cu-500:80) and without a-C:H/Cu film 

(control group). The highest stress in the vascular stent of the control group was 719.22 MPa, and 
that in the nanostructured film group varied between 597.62 and 715.40 MPa. 

 
Fig. 2 Von Mises stress distributions of vascular stent in the (a) control group and (b) 
a-C:H/Cu-500/80 group. 

 



 

On the other hand, the stress distribution was more uniform among the group of thicker-coated 
films. Remarkably, the maximum von Mises stress was reduced by 16.91% in the 
a-C:H/Cu-500:80 group, relative to the control group. The stress distribution showed significant 
stress in the untreated group. Surface treatments were shown to have the potential to decrease the 
abnormal stress concentration in the vascular stent. In the artery, the maximum stresses were ob-
served at the intersections of the net-like structure of stents as shown in Fig. 3.  

 
Fig. 3 Von Mises stress distributions of artery in the (a) control group and (b) a-C:H/Cu-500/80 
group. 

The highest stress for the artery was >10% lower in the a-C:H/Cu-500:80 group than in the control 
group. Coated layers decreased the stresses at the interface between the vascular stent and the ar-
tery. Although no significant differences in the maximum stresses were detected between the 
groups with different percentages of the metallic Cu element, the maximum von Mises stress in 
the vascular stent and artery was slightly smaller in the groups with a metallic Cu element than in 
those without. As described above, data analysis indicated deduced stresses in vascular stents and 
arteries resulting from the a-C:H/Cu film, although the maximum stresses did not differ signifi-
cantly between the films with and without a metallic Cu element. In our study, the maximum 
stress was observed at intersections of the net-like structure. Applied stress is considered one of 
the most important factors determining the effectiveness of vascular stents. 

4. Conclusion 

Although previous studies have used FEA to examine vascular stents, few models have built stents 
with antibacterial nanostructured composite film. In the present study, this factor was considered 
important because evidence had indicated that the coated film is a critical factor for stress, and that 
overloading may induce a greater response to injury on the vessel wall, ultimately resulting in 
restenosis. Therefore, the interaction stress between the vascular stent and the artery is considered 
as an important factor. The aim of the present study was to understand the interface stress distri-
bution in stenting operations. Our results indicate that vascular stents with a-C:H/Cu films may 
decrease overloading stress and release abnormal stress concentration to prevent restenosis. The 
present data suggest the clinical benefit of inducing a superior biomechanical behavior of the vas-
cular stent. 
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Introduction 
Biodegradable magnesium (Mg) alloy stents (MAS) constitute a promising candidate which might present 
improved long-term clinical performances over commercial bare metal or drug eluting stents. MAS are 
expected to provide a temporary opening to a narrowed artery until it remodels and to disappear 
progressively. It would be particularly useful in treatment of congenital heart disease in growing babies. 
However, MAS were found to show limited mechanical support for diseased vessels due to fast 
degradation1. Moreover, magnesium has a lower strength and elongation capability with respect to 
stainless steel 316L (SS316L) which is the standard reference for stent applications. In this paper we 
propose an approach based on finite element analysis (FEA) to improve MAS properties. The numerical 
results are also validated by experimental tests.  
 
Material and Methods 
As a first step, new design concept of MAS was proposed and a shape optimization process with FEA 
was applied on two dimensional (2D) stent models. Different magnesium alloys were considered, 
however the final choice fell onto AZ31 alloy. The main difficulty in this process was related to the fact 
that a MAS has two additional and controversial demands in mechanical properties compared to 
conventional SS316L stents. First, SS316L stents undergo large local strain (about 0.4-0.5) during stent 
expansion2, while most magnesium alloys have much lower fracture elongation (usually below 0.2)3; this 
means that the deformation of MAS needs to be well controlled. Second, the elastic modulus of 
magnesium alloys is about 25% of SS316L; hence, a MAS needs more material (e.g. widening stent strut) 
to get enough scaffolding. However, more material may increase the strain demand during expansion. 
Moreover, the degradation time, which is mainly controlled by both uniform and stress corrosion 
processes4, requires at the same time to increase mass and to reduce maximum stress. An optimization 
algorithm based on the adaptive response surface method (ARSM)6 was applied to control the shape 
evolution. The minimization of the maximum principal strain was selected as objective function. A 
morphing procedure was used to facilitate the optimization involving iterations between a parametric 
CAD, a FEA code and an optimization code. Among the solutions having the maximum principal strains 
below a selected limit (0.118), the design with maximum normalized mass was chosen as the optimized 
(OPT) design.  
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As a second step, a biodegradable material model was proposed to study the behavior of the optimized 
stent in terms of corrosion under loadings resembling those in vivo. The numerical model is based on the 
continuum damage approach to scale linearly with the scalar damage parameter (D) for both the elastic 
and plastic properties of the undamaged material. Two corrosion mechanisms are considered in a 
cooperating way. The former is the uniform corrosion damage (DU), which has phenomenological 
correspondence to the micro galvanic mechanism experimentally observed in Mg alloys that results in 
corrosive attack uniformly distributed on the surface exposed to the aggressive environment. The latter is 
the stress corrosion damage (DSC), describing the damage related to stress corrosion process, namely the 
localization of the corrosion attack in the areas of the material where the maximum principal stress is 
more concentrated and the corrosive phenomenon evolves mediated by the stress field5. The corrosion 
damage variable D responsible for the global degradation is considered as a linear superposition of the 
two mechanisms under the isotropic damage assumption. When D equals 0, it means the element of the 
FEA stent model is intact; while when D equals 0.9, it means that the element is completely damaged and 
will be deleted in the model during simulation. The developed numerical model was used to compare the 
degradation process of the 3D optimized geometry and of a conventional design concept (called CON 
hereinafter) designed by the Institute of Metal Research, CAS, Shenyang, China (Fig. 1). 
Finally, an experimental validation for the developed FEA procedure (optimization plus degradation 
modeling) was carried out thus proving its practical applicability for designing MAS. Twelve stent 
samples of AZ31 were manufactured according to the two MAS designs OPT and CON (Fig. 1), and each 
design had six samples. All samples were balloon expanded and subsequently immersed in D-Hanks' 
solution for a degradation test lasting 14 days. After 1, 3, 7 and 14 days of degradation, one, one, one and 
three samples of each stent design were removed from the solution, respectively (named CON-1to CON-
6; OPT-1 to OPT-6), cleaned in distilled water and then dried in air at room temperature. The breaking 
points and the surface morphology of these removed samples were observed using a stereo microscope 
and a scanning electronic microscope. 
 
Results and Conclusions 
The optimization history of responses of maximum principle strain and normalized mass (left) is plotted 
in figure 2. The results with the maximum principle strain below the selected-limit (80% tensile limit) 
were shaded for distinction and the model of iteration 20 (indicted by arrows) was chosen as the 
optimized design.. The main dimensions of the optimized design are indicated. The results of the 
simulation of the degradation process for CON and OPT design are plotted in figure 3. The normalized 
time unit t* was set as 1 according to the ring break of the OPT model because the OPT model preserved 
its structural integrity longer than the CON model. Red circles indicate those locations on rings that were 
expected to be rapidly attacked and broken by stress corrosion.  
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Fig. 1. CON sample (top) and OPT sample (bottom) used for experimental validation. The CON sample has two kinds of rings: 
short (indicated by solid red box) and long (indicated by dash yellow box). CON and OPT models  for degradation process 
simulation are also plotted on the left. Note that the CON model only considered the short ring of the CON design. 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Left: Optimization history and selected design (indicted by arrows). Right: Layout comparison of the original and optimized 
design. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. Results of the simulation of the degradation process for OPT (upper part) and CON (lower part) design in terms of damage 
parameter D. 
 
The experimental results showed that the samples of the optimized design had better corrosion resistance 
than that of the conventional design. CON-2 sample after 3 days of immersion is shown in figures 4a and 
4b: it has seven break points caused by degradation. The locations on the short rings (points 3and 7) were 
compatible with the location predicted in the simulation. OPT-2 had only 1 fracture after 3 days, and 7 
days were necessary to have five locations broken by degradation in OPT-3 (Figure 4c and Figure 4d). 
Also in this case four locations (points 10, 20, 40 and 50) were compatible with those simulated. With the 
good match between the simulation and the experimental results, the work shows that the FEA numerical 
modeling constitutes an effective tool for design and thus the improvement of novel biodegradable MAS. 
 
 
 
 



	
  

4	
  

	
  

 
 
 
 
 
 
 
 
 
 
Fig. 4. Configuration of CON-2 after 3 days and OPT-3 after 7 days of degradation. The fracture locations due to corrosion are 
indicated by green arrows on the stent and by red points on the model.  
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The potential of Polymeric Heart Valves (PHV) is to combine the good haemodynamic 
performances of biological valves with the durability of mechanical valves. The aim of this work is 
to design and develop a new supra-annular tri-leaflet prosthetic heart valve made from styrenic 
block co-polymers. A computational finite element model was implemented to optimize the 
thickness of the leaflets and the orientation of the polymer microstructures, to improve PHV 
mechanical and hydrodynamic performance.  Based on the model outcomes, a prototype valve was 
developed, and 8 valves were developed and tested in vitro under continuous and pulsatile flow 
conditions, as prescribed by ISO5840 Standard. A specially designed pulse duplicator allowed 
testing of the PHVs at different flow rates and frequency conditions. All the PHVs met the 
requirements specified in ISO5840, in terms of both regurgitation and Effective Orifice Area 
(EOA), demonstrating their potential as heart valve prostheses. 

Keywords: Heart Valve Prosthesis; Finite Element Model; pulse duplicator; styrenic block co-
polymer. 

	
  

	
  

1. Introduction 

Two categories of Heart Valve (HV) prostheses are currently available: mechanical HV, fabricated from 
synthetic hard materials, or biological HV, made from xenograft tissues1. The former demonstrated high 
durability, on the other hand they promote turbulent flow and require daily anticoagulant treatment. The 
latter have preferable fluid dynamics and hemocompatibility performances, but do not display high 
durability and present significant risk of failure due to tissue degradation1. Despite current improvement 
in manufacturing of valve prostheses, clinical applications claim for new generation of HVs, able to meet 
long term reliability and effectiveness requirements2. Recently, emerging material technologies allowed 
the development of novel polymers with improved and tunable properties: styrenic block co-polymer 
elastomers have a suitable micro-morphology which may mimic the structure and function of anisotropic 
collagen in the native valve3. The arrangement of these micro-domains can be optimized to enhance valve 
durability. The aim of this work was to design and develop PHV prototypes, on the basis of the outcomes 
of an ad-hoc implemented computational Finite Element Model and to test their performance by in vitro 
trials under continuous and pulsatile conditions. 
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2. Material and Methods 
 
2.1 Finite element model (FEM) 
CAD modeling was used to draw the PHV leaflet shape (Fig. 1-a) to fit into the host anatomy and 
guarantee appropriate coaptation of the leaflets in closed position avoiding backward flow. A single 
leaflet of a trileaflet HV (120° periodicity) was considered. FEM modeling (ABAQUS, Inc., Providence, 
RI) was used to analyze the mechanical behavior of the valve as a function of the leaflet thickness 
(t24=0.24 mm, t35=0.35 mm and  t60=0.60 mm)  and material  properties.  Each 3D  solid model was  
discretized with hexahedral elements (Fig. 1-c). 

	
  
Fig. 1. PHV CAD model: (a) Sketch of a trileaflet heart valve (FE=Free Edge, CE=Commissure Edge, SE=belly Shape Edge); (b) 
automatic drawing procedure to model the edges; c) 3D solid model of the leaflet. 

 

 The mechanical effect of omitted leaflets was accounted by means of kinematic constraints. Uniform 
static pressure (24 kPa) was applied over the convex face of the leaflet to simulate the maximum 
transvalvular pressure gradient (diastolic load).The polymer mechanical behavior was modeled by a 
newly formulated hyperelastic anisotropic constitutive law; the model parameters were optimized on 
experimental data. An iterative reorientation procedure of the polymer chains was identified to optimize 
material response according to the hypothesis that the fibers shall align with the maximum principal stress 
directions.  

 
2.2 Prototype in vitro testing 

Based on the CAD design and FEM outcomes, 8 PHV prototypes (Fig. 2) were manufactured by 
compression moulding from poly(styrene-isoprene/butadiene-styrene), with 19% polystyrene weight 
fraction.  

In-vitro tests were performed under both continuous and pulsatile flow on a test bench (Fig. 2) as 
recommended by ISO5840 Standard, using distilled water at 25°C.	
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Fig. 2. Outline of the experimental set up for continuous (a) and pulsatile (b) flow tests. In the detail (c): sketch (left) and picture 
(right) of a PHV: h leaflet = 10.8 mm; h tot = 21 mm; Dint = 22 mm; Dext = 28 mm. 

 

Steady tests were performed at flow rates from 0 to 10 l/min (step 0.5 l/min). Regurgitation tests were run 
applying a backpressure in the range of 28 mmHg to 128 mmHg (steps 5 mmHg). A pulse duplicator was 
specifically designed to perform pulsatile flow tests (Fig.2-b) replicating the peripheral compliance and 
the resistances of the cardiovascular system by a Resistance-Compliance-Resistance (RCR) analogue. 

Each PHV was tested under 3 different frequencies (45 bpm, 70 bpm, 120 bpm), 3 backpressures (80 
mmHg, 120 mmHg, 160 mmHg) and 4 mean flow rates (2 l/min, 3.5 l/min, 5 l/min and 7 l/min) for at 
least 15 consecutive cycles. 

 

3. Results and Discussion 

3.1 Finite element model results 

Finite element analysis for t24, t35 and t60 models calculated the stress distribution within the leaflet 
(Fig. 3).  

	
  

Fig. 3. Von Mises Stress map at different leaflet thickness. 
 

Under the diastolic load, all the leaflet geometries assure appropriate coaptation of the leaflets but t24 
displays significant stress increase near the junction between free-edge and commissural regions. Model 
t60 presents no significant stress peaks but a reduced coaptation area; moreover, the high thickness of the 
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leaflet may limit opening and closing of the PHV. Model t35 shows to be the best compromise among the 
analyzed geometries. 

Five iterations of the reorientation procedure were required to optimize the leaflet obtaining an almost 
radial orientation, from the belly SE zone to the commissures. The optimized leaflet withstand more 
uniform stress state: 60% of the elements show maximum principal stress lower than 0.4 MPa. 

 

3.2 In vitro tests results 

PHV mean transvalvular pressure drop (8.36 ± 1.33 mmHg) and mean regurgitation (175.3 ± 19 ml/min) 
were recorded during continuous flow tests. Figure 4 (a-b) shows minimal leakage area formed during the 
closing phase of the valve. 

 
Fig.4. In vitro tests results: a-b) PHVs during static regurgitation tests at backpressure 28 mmHg (a) and 128 mmHg (b); c) Pressure 
and flow courses of the PHV during pulsatile tests; d) maximum opening of the PHV. 

	
  

During pulsatile flow tests mean (12.20±1.41 mmHg) and maximum (30.09±4.7 mmHg) systolic pressure 
differences were recorded. Regurgitation (7.13%±1.33) and Effective Orifice Area EOA (1.445±0.08 
cm2) of all the PHVs meet the requirements provided by ISO5840 Standard (i.e. regurgitation <10% of 
the stroke volume and EOA>1 cm2). 

The performances of PHVs under pulsatile tests are comparable with those of some bi-leaflet mechanical 
prostheses currently on the market4, having a comparable tissue annulus diameter. 

 

4. Conclusions 

The computational model may be used as a tool for the optimization of the design of new PHV: an 
automatic parametric CAD procedure allows the investigation of a large class of leaflet design and a 
standardized FEM procedure gives information about the mechanical response of the device before 
prototyping. The leaflet took advantages from reorientation process: the reduction of the vertical sliding 
of the leaflet at constant contact area remarks the stabilization of the closure of the valve.  

The experimental hydrodynamic evaluation of PHVs prototypes showed that all 8 PHVs met the 
minimum requirements specified by ISO5840 Standard, in terms of both regurgitation and EOA, 
demonstrating their effectiveness.  
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Left ventricular assist devices (LVAD) can support the failing left ventricle (LV) in patients waiting for heart transplantation or 

even for lifetime. In this context, understanding the interaction between the pump and the heart is crucial. However, the utility of a 

combined evaluation of information derived from the pump curves analysis and from transthoracic echocardiography (TTE) is still 

poorly explored, especially with the HeartWare HVAD, one of the newer pumps.  

We report the experience of collaboration between engineers and clinicians at Medical University of Vienna during 2013, in which 

this combined approach lead to pump adjustments useful in clinical practice in two patients. 

In one patient affected by dilated cardiomyopathy (DCMP),  interrogation of pump controller revealed a pattern of suction because 

of excessive LV unloading by the LVAD. Pump power was 3.8 Watts, speed 2700/min, pump estimated flow 4 l/min. TTE showed 

interventricular septum shifted to the left chamber and small LV end-diastolic (EDD) and end-systolic (ESD) diameters (35 mm and 

21 mm); aortic valve was closed in all beats, and right ventricle dilated. Pump speed was decreased to 2640/min, fluid intake was 

increased. After one month,  pump power remained stable, estimated pump flow increased to 4.6 l/min, TTE showed a more central 

septum position, and larger LV (EDD/ESD: 51/43 mm); aortic valve was still closed, indicating a poor residual left ventricular 

function. Another patient with a recovering heart was identified, characterized by a normal right and left heart function at baseline 

speed of 2400 rpm (left ventricular EDV: 69ml, estimated EF 43%). In this patient, even when the speed was increased until suction 

occurred, the AV opened substantially. The shape of the systolic portion of the pump flow signal also reflected a prolonged opening 

time of the AV as observed in M-mode US. This patient was successfully weaned from the LVAD.  

An integrated technical and clinical approach is useful for the management of patients with LVAD and early detection of potentially 

life-threatening events in an ambulatory setting 
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BIOLOGICAL SAFETY ASSESSMENT OF A CARDIOVASCULAR IMPLANTABLE 
DEVICE: AN UPHILL WALK TOWARDS CLINICAL APPLICATION 
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A medical device or material that comes in contact with the patient's body is expected to perform its intended function without 
resulting in any adverse effect to a patient. Cardiovascular devices may lead to potentially serious adverse effects ranging from 
short-term (acute) to long-term (chronic) phenomena, especially when permanently implanted and in contact with blood. 
Worldwide, national and federal regulatory agencies require an overall safety assessment of a medical device to grant its use for 
clinical application, and biocompatibility is an important part of such assessment. For this reason, cardiovascular devices are subject 
to in vitro and in vivo biological testing to assess the interaction between device and tissue, cells or body fluids of the patient. No 
device is completely risk-free and the goal of device designers is to minimize risk while maximizing benefit to patients. 
Biocompatibility plays a key role in the development of cardiovascular devices and is an important input requirement for their 
design. The purpose of this lecture is to outline the main aspects related to the safe and effective use of medical devices with respect 
to biocompatibility and to provide a framework for determining the appropriate steps to plan a successful biological evaluation of a 
cardiovascular implantable device. 
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In the past decade human adipose tissue has been identified as a source of multipotent stem cells, called adipose-derived stem cells 
(ASCs), that share phenotypic and functional characteristics with mesenchymal stem cells (MSCs). The possibility to use these cells 
in clinical practice is subjected to in vitro expansion and to the regulatory restrictions imposed by cGMP Guidelines, that delay their 
applications in humans. The conventional method of isolation of ASCs involves enzymatic digestion, which is a costly and time-
consuming process. 
Here, we present an innovative system, named Lipogems, providing a non-expanded, ready-to-use fat product. The system uses mild 
mechanical forces in a completely closed system, avoiding enzymes, additives and other manipulations. This product can be 
transplanted immediately in vivo, or it can be cultured in vitro giving rise to a highly homogeneous population of MSCs. 
Differently from unprocessed lipoaspirate, the non-expanded Lipogems product can be cryopreserved, and it encompasses a 
remarkably preserved vascular stroma, that is comprised with a significantly higher percentage of pericytes and hMSCs, and lower 
amount of hematopoietic elements. Moreover, the transcription of vasculogenic genes in Lipogems-derived MSCs was enhanced at 
a significantly greater extent by pro-vasculogenic molecules, when compared to MSCs isolated from enzymatically-digested 
lipoaspirates. 
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Extracellular matrix (ECM) of soft connective tissues such as ligaments and tendons is an example of 
fibre-reinforced composite with a hierarchical architecture [1,2]. Of late, interest in the mechanics of the 
hierarchy of soft connective tissues is concerned with establishing a comprehensive structure-function 
relationship at the respective levels (i.e. from tropocollagen (TC) molecule to tissue) of the hierarchical 
architecture [3]. This is a challenging area of work, involving a multidisciplinary approach that invokes 
the principles of classical mechanics and quantum mechanics for biochemistry, biophysics and molecular 
biology to name a few. The intent of this lecture is to review the key findings on the mechanical response 
of ECM at the respective levels of the hierarchical architecture, identified by key structural units of ECM, 
namely TC molecule (the lowest level), microfibril, collagen fibril, collagen fibre and fascicle, to provide 
insights that may lend support to establishing a comprehensive structure-function relationship of ECM. 
To wrap up this lecture, we introduce a framework for ECM mechanics that supports the goal for 
establishing the structure-function relationship (see Figure 1, [3]). The framework describes the 
integration of the mechanisms of reinforcement by the structural units at the respective levels of the 
hierarchical architecture in a consistent manner, both to allow comparison of these mechanisms and to 
make prediction of the interconnection of these mechanisms that can also assist in the identification of 
effective mechanical pathways. For design considerations, this framework is a step in the direction 
towards the development of effective strategies for engineering materials to replace or repair damaged 
tissues.  



	
  
Figure 1. A framework for the mechanics of extracellular matrix (ECM) in soft connective tissue [3]. The 
framework integrates the findings from low-dimensional to macroscopic studies, to describe the 
mechanisms of stress uptake in ECM structural units at the respective levels of the hierarchical 
architecture. The aim of the framework is both to allow for comparison and to make prediction of the 
interconnection (mechanical pathway, highlighted by thick gray lines) of the mechanisms that can also 
assist in the identification of new mechanical pathways. PG, proteoglycan; GAG, glycosaminoglycan; 
TC, tropo-collagen 
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Abstract: 

The wide spread of equipment using radio frequency (RF) has focused the interest of scientists on the 
effects of electromagnetic fields (EMF) on humans. EMF interact and modify the behavior of cells and 
subcellular components, even changing DNA conformation and cytoskeletal array,opening the possibility 
to develop a fine tuning of the cellular fate . 

In particular, we are interested on determining the biological effects of  EMF in the field of regenerative 
medicine. We are testing REAC (Radio Electric Asymmetric Conveyer) technology: ultra-high 
frequencies (UHF, 2.4 GHz) at low intensity (400 µWatt \ m2 ) “permeate” cells, while culture medium 
plunged electrodes transmit micro-currents to the cells induced by the same EMF conveyed by REAC. 
Previous studies demonstrated the biological effects generated by REAC on embryonic stem cells and 
human fibroblasts.Now we are examining the possibility that REAC may affect also differentiated cells, 
interrupting  pathological processes after myocardial infarction, on the basis of evidence obtained by the 
in vivo use of REAC. For this reason, we have analyzed the effects on cell death and recovery from a 
induced ischemia-reperfusion process. Data obtained show the ability of REAC to improve the survival 
outcome of cell subject to damage . 
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Hanging-drop method is one of the most widely used approaches to fabricate three-dimensional 

(3D) islet models for diabetes research. Recently, we have found that drops with the same 

volume may give different spread areas during hanging process, which may affect the cell 

aggregation behavior. However, this has been ignored nobody in previous studies. In this study, 

we investigated the variation in droplet geometries using a 30-µl drop with different spreading 

areas, and their effects on the formation of INS-1 cell aggregates. The results indicate that the 

larger the spreading area the larger the maximum volume and radius of curvature, the smaller the 

contact angle. The INS-1 cell aggregates reached the maximum diameter on day 4 during the 

7-day cell culture. INS-1 cell aggregates with better morphology were observed when using 

hanging-drops with spreading areas of 5 mm or 6 mm in diameter. This platform enables the 

precise manipulation of hanging-drop geometry, and the better control over the formation of 3D 

islet aggregates.  

Keywords: Hanging drop; 3D islet model; spreading area.  

 

1. Introduction 

Diabetes is currently one of the major risk factors for cardiovascular diseases, where the incidence 
of type 1 diabetes is 1 in 300 with a steadily increase worldwide (3% per year) [1]. Traditionally, in vitro 
diabetes research is conducted by culturing cells on a two-dimensional (2D) flat, rigid plastic substrates, 
which cannot recapitulate the native cell microenvironment. In contrast, three-dimensional (3D) cell 
culture models enable the establishment of cell-cell and cell-ECM interactions that closely mimic the 
biochemistry and mechanics of the native cell microenvironment. Numerous studies have demonstrated 
that increases in cell viability, insulin secretion and cell connection were observed in 3D islet models 



	
  
	
  

compared to 2D cultures [2-4]. Therefore, it is important to fabricate in vitro 3D model of islets for 
physiological and pathological studies, diabetes drug efficiency tests, as well as for islet transplanted 
in vivo to treat diabetes.  

 

Hanging-drop method is one of the most commonly used approaches to fabricate 3D islet models 
among all the tissue engineering methods. The traditional handing-drop procedure employs the medium 
containing the islet cells drop on a plate (e.g. glass slide), after the plate turnover the drop hanging on the 
plate. The cells in the hanging-drops of culture media descend due to the gravity and assemble to a cell 
spheroid, free of contact with any support matrices or surfaces. By using this method, the islet aggregates 
formed in vitro showed viability and functions[5]. However, most of the studies mainly focused on the 
applications of the hanging-drop method, but ignored the variations during the fabrication process such as 
drop spreading area. As we known, materials with different hydrophobicity [6] (i.e. glass, plastic and 
PMMA) result in different spreading areas when using a same volume of drops. So far nobody has looked 
into the effect of drop spreading area on the formation of islet aggregates by using the hanging-drop 
method. The aim of this work is to identify the optimal spreading area for generating islet aggregates 
using the hanging-drop method to obtain 3D islet models with good viability and functionality. 

2. Materials and Methods 

2.1 Design and fabrication of hanging-drop plates 	
  

 Poly(methyl methacrylate) (PMMA) of 1.5 mm thickness was used to create hanging-drop plates 
(Fig. 1a) that are compatible to the standard 6-well cell culture plates. Each plate consists of 6 surface 
tension-mediate units created by using a laser cutter. For each unit, two concentric circles were created. 
The inner circle (control line) was designed to control the spreading area of the hanging-drops, while the 
second one was designed to fit for the 6-well culture plates. In this study, the diameter of the first circle 
ranges from 4 mm to 9 mm (i.e., spreading diameter).  

2.2 Preparation of islet hanging-drops	
  

The INS-1 cells were used to form islet aggregates using the hanging-drop methods. The INS cells 
were cultured in RPMI-1640 medium supplemented with 10% fetal bovine serum, 11.1 mmol/l D-glucose, 
100 U/ml penicillin, 100 µg/ml streptomycin, 10 mmol/l HEPES, 2 mmol/l L-glutamine, 1 mmol/l 
sodium pyruvate, and 50 µmol/l-mercaptoethanol as previously described [7]. 30-µl cell suspension at a 
density of 4×106 cells/ml was pipetted on the plate, which was then turnovered and put on top of the 
6-well plate. PBS is pre-added to the wells to prevent evaporation during cell culture.  



	
  
	
  

2.3 Evaluation of islet aggregate formation 	
  

 The morphology of the hanging-drops including curve radius and contact angle (α	
   angle) was 
observed using microscope, and the images were processed using ImagePlus Pro. The drop diameters 
with different spreading areas were also recorded and compared. Values were averaged and expressed as 
means±SEM. Statistical differences were determined by Student's t test, one-way ANOVA (SPSS). 
Differences were considered statistically significant at p<0.05. 
 
 The viability of the INS-1 cells within the islet aggregates were examined by live/dead assay 
(Invitrogen). Briefly, islet aggregates were incubated in 10 mM Calcein AM and 10 mM EthD-1 in PBS 
for 20 min at 37℃, then imaged using fluorescent microscopy at excitation of 515 nm and  emission of 
635 nm.  

3. Results and discussion  

 To assess the effect of spreading area on the shape of drop morphology, we hanged drops with fixed 
spreading diameters of 4-9 mm (Fig. 1). We observed that the maximum volume of the hanging-drop 
increased from 35.01±0.67 µl to 134.60±0.94 µl with increasing drop spreading diameter. There was 
significant difference for the maximum volume of drops with different spreading areas (p＜0.05). In 
addition, the radius of curvature also increased with increasing drop spreading area. For instance, the 
radius of curvature was 0.21±0.01 mm when the drop diameter is 4 mm, whereas the radius of curvature 
was 0.69±0.10 mm when the drop diameter increased to 9 mm. There was significant difference in the 
radii of curvature of the drops among drops with different spreading areas (p＜0.05), while the contact 
angle presented the opposite tendency. With increasing spreading area, the contact	
  angle decreased from 
89.70±10.44 to 22.33±5.95 (p＜0.05). We also found that hanging-drops with spreading diameter of 4 
mm was not stable, thus spreading areas with diameters from 5 mm to 9 mm were used for our 
experiments. 
 
 To assess the effect of drop spreading area on cell aggregate formation, we cultured INS-1 cells in 
30 µl drops with spread areas of 5, 7, 9 mm (Fig. 2). The aggregations of INS-1 cells were observed daily 
for 7 days. We observed that INS-1 cells formed aggregates in all drops. However, aggregates formed in 
5 mm spreading hanging drops exhibited better morphology with a spheroid-like micro-tissue, while 
aggregates formed in 7 mm and 9 mm hanging drops gave pie-shaped morphology. This may be due to 
the fact that when the drop spreading area is bigger, it is more like a 2D culture and thus more difficult for 
cells to form spheroid. These were further confirmed with the live/dead staining results. We further 



	
  
	
  

quantified the change of aggregate size with culture time. We observed that the size of aggregate formed 
in 5 mm spreading drops significantly decreased with culture time, with significant difference as 
compared to day 1 (p＜0.05). In the case of 7 mm and 9 mm spreading drops, the aggregate diameter 
increased to maximum at day 4. At day 4, the diameter of cell aggregates increased with increasing 
spreading area (p＜0.05). In addition, we also checked the viability of formed cell aggregates and 
observed good viability for all spreading areas (Fig. 2d). However, more cell death as observed for these 
pie-like aggregates, maybe due to the limitation in oxygen and nutrient transport. 
 
    We for the first time proved that even though drops with same volume was used for the 
hanging-drop method, the islet cell aggregates with different sizes may form if the spreading areas are 
different. In this work, we only studied the effects of drop spreading area on the cell viability. We will 
further evaluate their effects on the insulin secretion, which is the most important function of islets in the 
continuous study. In brief, as a common method for the fabrication of islet models, the standardization of 
the operation procedures of hanging-drop methods is recommended to avoid the unexpected variations in 
the generation of cell aggregates between experiments.  
 

 
Figure 1. Schematics of hanging-drop plate design and drop evaluation. (a) The structure of hanging drop plate; (b) The shape of a 

drop on the plate; (c) Schematics of the drop geometry; (d) Max volume of a drop with gradient diameter; (e) Radius of curve of a 

drop with gradient diameter; (f) α angle of a drop with gradient diameter. 

 



	
  
	
  

 

Figure 2. Geometry of cell aggregates in hanging-drops. (a) Different islet aggregates from day 1 to day 7（4×）；(b) Diameter of cell 

aggregates from day 1 to day 7（p＜0.05); (c) Diameter of islet aggregates with different spreading areas at day 4; (d) Live/Dead 

image of INS-1 cell aggregates formed with spreading area of 5 mm in diameter cultured for 4 days (4x). 
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The use of conducting polymers as materials for bioelectronics is a rapidly-growing research field. Their mechanical and electrical 
properties, together with their excellent biocompatibility, make them more suitable for being used as an interface between 
electronics and cell tissues than “traditional” inorganic semiconductors. Moreover , the fact that the electronic properties of 
conducting polymers can be modified in response to electrical stimuli creates the opportunity to use these materials as active 
substrates for cell growth[1-3].  We employed two different techniques, spin-coating and electro-polymerization, to deposit thin 
films of a bio-compatible conducting polymer widely used in organic electronics, poly(3,4-ethylene dioxytiophene) doped with 
poly(styrenesulfonate) (PEDOT:PSS). These techniques impart quite different physical and chemical properties to the films, namely 
surface roughness, electrical conductivity, and redox-state properties. Furthermore, the oxidation state of this polymer can be 
reversibly changed through an electrochemical reaction. We characterized the effects of a change in the oxidation state of 
PEDOT:PSS thin films, deposited using different deposition methods,  by atomic force microscopy, optical absorption, electrical 
and electrochemical analyses. Finally, we studied the effects of cell adhesion and proliferation on these films by growing primary 
human dermal fibroblasts (hDF) and human glioblastoma (T98G) cell cultures. 

Keywords: Bioelectronics; conjugated polymers ;PEDOT:PSS; redox reactions; cell growth; cell adhesion.    
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Abstract 

Introduction:  Carbon dioxide (CO2) has been validated as contrast agent in a large series of studies. Particular advantages of CO2 
over iodinated contrast medium (ICM) are the absence of nephrotoxicity and allergic reactions. One of the limitations of CO2 
angiography was the difficulty of CO2 manual injection due to its compressibility. The manual gas injection does not permit an 
optimal control of the gas output. Development of an automated CO2 injector has overcome these problems.  
Aim: it was to compare the feasibility, safety, and diagnostic accuracy of automated CO2 digital subtraction angiography (DSA) in 
comparison with ICM DSA in the evaluation of critical limb ischemic (CLI) patients. 
Methods: DSA with both CO2 and ICM, to directly compare the two techniques, was performed on 40 consecutive CLI patients. 
Sixteen females and 24 males participated in the study (mean age 71.7 years). We assessed the diagnostic accuracy of CO2 in 
identifying arterial stenosis in the lower limb with the ICM DSA used as the gold standard.  
Results: The overall diagnostic accuracy of CO2 DSA was 96.9% (sensitivity 99.0%; specificity 96.1%; PPV 91.1%; NPV 99.6%). 
Tolerable minor symptoms occurred in 3 patients. No allergic reactions and no significant decline in renal function were observed in 
patients receiving the CO2 injection.  
Conclusions: Automated Carbon Dioxide DSA is a technology that is conceptually different from ICM angiography. This modality 
should be considered as the standard choice for CLI patients undergoing angiographic evaluation, who are know to have renal 
insufficiency or contrast allergy. To obtain high quality images it necessary to optimize both the operational and radiological 
protocols. The automated Carbon Dioxide DSA is a valuable and safe alternative to traditional ICM DSA for evaluating CLI 
patients. 
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The using of carbon dioxide as contrast medium (CM) is increasing in the diagnosis of  vascular diseases  such as peripheral stenosis 
and fistulae. This radiological technique produces images through a digital subtraction (DS) of the images obtained with CM 
injected and a series of masks images.  
The two phase system (blood, CO2) remain separate by a surface until the gas is been  dissolved. The radiological contrast of the x-
ray image is given by integral dose on the pixels under the bubble respect to the pixel’s dose in the surround. Since the bubble is 
moving in the vessel, the fluoroscopy pulse time and the frame frequency change the contrast to noise ratio (CNR) of the contrast 
medium. This create moving artifacts that reduce the diagnostic outcome of the exam. To evaluate the best operational procedure we 
started with a laboratory model of the dynamical system. In this study has been realized a phantom made of 15cm of water with 
inside different glass vessels of various diameters. The images are taken with a PAXSCAN 4030 FP irradiated with RQR5 and 
RQR7 (IEC61267) x-ray field in different frame rate and integration time configuration. Moreover an  algorithm  to find the best 
radiological parameters has been developed to maximize the image quality indexes with no changing in entrance dose. The image 
quality improvement is evaluated in term of increment of the figure of merit of the image (CNR^2/Dose). The results shows the 
limits of the common used stacking technique and find out how long integration time protocols are less efficient than high frame 
rate protocols even in condition of high frame rate. 
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1. Introduction 

Increasing interest is found in textural features for tumor characterization in PET and CT imaging 
techniques. In general there is no universally agreed definition for texture analysis but in this work it will 
be referred to the analysis of the spatial variation of pixels intensities. Despite standard analysis methods 
which relies just on pixel intensities ( SUV or HU mean, maximum, skewness, kurtosis etc.) textural 
features keep trace of their spatial arrangements1. For this reason these methods are well suited for image 
segmentation to establish boundaries and to discriminate different regions. Even if recent publication 
employ texture indices there is still a lack of comprehension in what they represent and how they relate to 
conventional analysis methods. The aim of this study is to investigate features behavior varying well-
known phantom properties to assess their reliability in structure discrimination and to find relationships 
between standard analysis and feature indices. 
 
2. Methods 

 
2.1. PET image acquisition: 
 
Data from NEMA IEC Body Phantom Set™ (Data Spectrum Corporation, Hillsborough, NC) shown in 
Fig.1 were acquired on a PET/CT GE Discovery STE scanner. Spheres of different radius were equally 
filled with 12 KBq/ml activity concentration of 18F-FDG and scanned for different timings. PET images 
were reconstructed on a 256×256 image matrix using 3-D VUE Point HD algorithm varying 
reconstruction steps and Gaussian post-filter width. Spheres contour segmentation was performed on a 
GE Advantage Workstation 4.4, using a 40% SUVMAX  threshold algorithm. Textural analysis on 
contoured volumes was conducted employing the Chang Gung Image texture analysis toolbox2. 



 
2.2. CT image acquisition 
Images of a Catphan600 CT phantom Fig.2A were acquired with a Philips Brilliance 64 CT scanner 
varying kV and mA in the scanning protocol. Subsequently different filters (from scanner options)  were 
applied to data to evaluate textural features response. Fig.2B and 2C show 2 modules analyzed with the 
software cited in section 1.1. The first one contains cylinders of different radius and width whereas in the 
second one cylinders’ materials are varying. 

	
  
Fig. 2. Strain gauges in measurement position (left) and strain gauge support detail on forearm (right) 
 
 
The relationship between standard and textural indices were studied as well as their robustness with 
respect to the nature of the test involved (Stability with volume variation, sensitivity to different materials 
etc.). 
 
 
3. Results: 
Many of the 74 textural features analyzed regardless the type of test were strictly correlated to standard 
indices thus  providing no additional information. Features detected in this way were discarded and not 
discussed anymore along this work. Indices less sensible to partial volume effect and discriminating more 
among different materials (for CT acquisition) were considered the most reliable ones for image 
segmentation and tumor characterization. 
 
 

 

  

 Fig. 1.  Image of an NEMA IEC Body Phantom  (A) and relative PET acquisition(B) 

 



 
 
4. Conclusions: 
We analyzed a large range of textural indices for the most common phantoms and acquisition modalities 
employed in quality assurance practices. We proved that it is extremely important to acquire knowledge 
of textural features in detail for tumor characterization and image segmentation in order to avoid 
misunderstanding in clinical studies. Finally we point out that this study is just a starting point for further 
analysis as we didn’t provide wide range information among different scanner brands. 
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Inner ear diseases include not only hearing loss but also equilibrium disorders. In these cases the 
normal life is seriously affected and simple actions like walking and moving are seriously 
impaired by the appearing of symptoms like dizziness, nausea, vomit. Imaging the inner ear is a 
very interesting radiological challenge, in fact present medical CT scanners do not have the 
spatial resolution necessary to image the fine structures of the inner ear. As a consequence, when 
inner ear diseases are treated surgically, the physician has to proceed to the operation without 
any trustable image guidance. In addition, without good imaging, it is not possible to follow up 
the therapeutical effects of medications. Therefore a dedicated and performing CT system for 
inner ear imaging would be extremely useful also to avoid unnecessary surgeries. In the 
framework of a research project funded by the Italian National Institute of Nuclear Physics we 
studied this issue and performed an experiment at the European Synchrotron Radiation Facility 
to determine whether, under ideal conditions (parallel and monochromatic X-ray beam, high 
resolution detector), it was possible to obtain tomographic images of the inner ear with 
satisfactory resolution and contrast. This experiment can be considered as a "reference 
benchmark" for the CT imaging of the human ear, a target which a new CT scanner devoted to 
middle and inner ear should approach.  
 
Keywords: inner ear; computed tomography; high resolution 

 
1. Introduction 

The human ear has a very complex structure which, beyond sounds perception, is also responsible for 
sensing motion, gravity and linear acceleration. It is normally divided in outer, middle and inner ear. The 
last one is composed by the cochlea, the semicircular channels and the vestibula system which contains 
the otolith organs for sensing gravity and linear acceleration. Inner ear diseases include not only hearing 
loss but also equilibrium disorders. In these cases the normal life is seriously affected and simple actions 
like walking and moving are seriously impaired by the appearing of symptoms like dizziness, nausea, 
vomit. CT is commonly used as a standard method to diagnose disease and to plan surgery. However, 
present medical CT scanners are able to give images with a minimum voxel size of about 0.3 mm, thus 
some anatomical details like the semicircular channels and the otoliths are not clearly observable (Figure 
1).  
Given the fact that inner ear diseases are often treated surgically, the physician has to proceed to the 
operation without any trustable image guidance. In addition, without good imaging, it is not possible to 
follow up the therapeutical effects of medications.  
Worldwide, preclinical developments of high resolution inner ear CT imaging have been done on small 
animals (i.e. mice).1,2 In human beings, the accurate detection of anatomical details like the semicircular 
channels and the otoliths is made particularly difficult because they are relatively small and contoured by 
the skull and the petromastoid bone which are very radio-opaque to X-rays.  For this reason imaging the 
inner ear is a very interesting radiological challenge that has been faced by our research group in the 



framework of the research project RITOR (Research for Inner Ear CT), funded by the Italian National 
Institute for Nuclear Physics.  
 

 

Fig. 1. Scheme of ear anatomy (left) and tomographic image (right) of the inner ear (inside the circle) obtained by means of a 
standard medical CT scanner: the contrast is good, but the anatomy of the labyrinth and other parts of the inner ear is poorly defined. 
 
A specific X-ray scanner for human inner ear should satisfy the following requests:  

• good spatial resolution (around 50 µm); 
• high dynamic range; 
• short scanning time and fast reconstruction; 
• low dose.   

Obviously it is really difficult to achieve all these features in a single instrument because some of them 
are contradictory and mutually exclusive; for this reason our research was focused on the study of the CT 
system components  to find the best balance between the different demands, but first we wanted to obtain 
a "reference benchmark" of human ear CT imaging, a target which a dedicated and high-performing CT 
system should approach. Therefore we decided to perform several experimental tests both with a standard 
X-ray source and with synchrotron radiation. We carried out a lot of tests in our laboratory at the 
Department of Physics and Astronomy of Bologna University with two different cone-beam CT systems 
and a human head phantom containing a real human skull embedded in a plastic material. We obtained 
very clear images of the inner ear (see Ref. 3), but the scanning time was very long and not adequate for a 
clinical application. Then we decided to test another kind of detector; for this purpose we carried out an 
experiment at the ID17-ESRF beamline (Grenoble, France) with a dedicated high resolution linear 
detector to determine whether, under ideal conditions (parallel and monochromatic X-ray beam), it was 
possible to obtain tomographic images of the inner ear with satisfactory resolution and contrast.   

2. Materials and Methods 

The tomographic tests at ESRF were performed with an innovative linear detector, composed by an 
APOGEE CCD camera model ALTA-U9000, with 3056 × 3056 pixels of 12 µm, coupled with a GOS 
scintillator by  means of  a fiber optical fan, 50 cm wide, which can be intended as a “geometry 
transducer” (Figure 2). In fact, it transforms the CCD matrix 3056 × 3056 in an equivalent one, about 
30000 × 300, that is 300 slices of 30000 pixels, with a minimum pixel size of 16 µm.4 The image 
collected by the camera is composed of displaced frames with respect to the real image. This has to be 



taken into account within the reconstruction software. However, this method allows the pixels of the CCD 
to virtually expand horizontally, giving a very high image definition along this direction.  

 

Fig. 2. The Fiber Optical fan, made of coherent FO bundles, that works as a “geometry transducer”. 
 
The tomographic tests were performed at an energy of 55 keV using a plexiglass head phantom made by 
the company Finceramica (Faenza, Italy). One slice of this phantom has been modified to include an 
hydroxyapatite insert in order to simulate the skull and the petromastoid part of the temporal bone (Figure 
3). The design is based on the head phantom model by Günter Lauritsch and Herbert Bruder.5 Some 
artificial holes, with diameters ranging from 1 to 3 mm, have been drilled in the hydroxyapatite to 
simulate the semicircular channels of the inner ear. Moreover the porous structure of the hydroxyapatite 
allows to insert small wires and aluminium particles of size comparable to the otoliths. 
 

 

Fig. 3. Pictures of the plexiglass head phantom and of the modified slice with enclosed a geometric hydroxyapatite insert to simulate 
the skull and the petromastoid part of the temporal bone. 

3. Results and discussion 

Several acquisitions using different voxel sizes from 69 to 46 µm have been performed. Figure 4 shows a 
3D rendering of the hydroxyapatite insert and a detail of the iron wire positioned inside a hole in the 
plexiglass phantom (voxel size of 69 µm).  The CT analysis carried out at higher resolution was 
performed in "local tomography" modality. The voxel size for this acquisition was 46 µm.  Figure 5 
shows a detail of the hydroxyapatite used to simulate the petrous bone: the porous structure of the 



hydroxyapatite is clearly reproduced. The four holes have diameters ranging from 1.5 to 2 mm and 
represent the semicircular channels of the ear. A bright spot inside one hole, corresponding to a copper 
wire of 200 µm, is also clearly visible.  

 

Fig. 4. 3D tomographic reconstruction of the hydroxyapatite insert (left) and detail of the iron wire (right) positioned inside a hole in 
the plexiglass. 

 

Fig. 5. Pictures of the region of interest analyzed at higher resolution (black circle, left); detail of  the hole where a copper wire of 
200 µm is placed (centre); tomographic reconstruction of the region of interest (left). 

4. Conclusions 

The experimental tests carried out at ESRF and in our laboratory at the Department of Physics and 
Astronomy of Bologna University indicate that it is possible to obtain tomographic images of the inner 
ear with satisfactory resolution and contrast.  These results can be considered as a "reference benchmark" 
for the future development of a new CT system for in vivo imaging of the inner ear. 
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Abstract:  
The incidence of pathologies like tumors and infections is a significant public health burden in 
developing countries. Although telemedicine implementation largely remains a privilege of 
developed countries with more economic resources,  it could be of great utility and efficacy in 
developing countries lacking appropriate health care facilities by allowing for the performance of 
good level health care practices. “Share and Meet” project includes a novel intercontinental 
telematic platform oriented to oncology and its related branches. The project goals are: to 
provide telecommunication (TLC) services between health care facilities in developed and 
developing countries including conference calling, second opinion, and distant learning; to share 
radiology and microscopy images and patient medical records for diagnostic purposes; and to 
carry out Good Clinical Practice (GCP) clinical trials through data collection, monitoring, and 
evaluation. There is currently a longstanding partnership between several Italian institutions and 
the Bugando Medical Centre Department of Oncology in Mwanza, Tanzania (BMC-Tanzania) 
with cooperative programs including training of BMC medical staff in Italy through e-learning 
programs, support in establishing a Radiation Oncology Department in BMC, public health 
screening programs for the Tanzanian population, and shared clinical and basic science research 
programs. The telematic platform, developed by Softmed, is strengthening this remote 
cooperation and partnership. Services currently available include the sharing of workflows and 
international GCPs, teleconsulting between the specialists of the hospitals, clinical data remote 
entry, and monitoring of patients enrolled in research trials. The pilot implementation confirmed 
the project feasibility. “Share and Meet” is characterized by a high level of innovation based on 
cost-effective solutions which increase efficiency and efficacy of health practices, allow 
interdisciplinary and synergistic cooperation, and can boost the use of telemedicine in low 
income countries. 
 
Keywords: telemedicine, digital imaging, remote radiotherapy, telepathology, digital divide 

 
 
 



Rationale:  
Pathologies like tumors and infections are a significant public health concern in developing countries. 
Many international institutions aim to promote cultural and scientific actions both in developed and 
developing countries on human solidarity issues, with a special focus on sanitary related health and social 
care. One of their main goals is to develop tools and procedures focused on prevention, diagnosis, and 
treatment. 
Vittorio Tison Association (Tison), IRST Cancer Research Hospital, Softmed, and Patologi Oltre 
Frontiera Association (POF) cooperate in the sanitary mission founded in BMC, a hospital located in the 
city of Mwanza, in the northern region of Tanzania. BMC serves the Victoria Lake Zone, an area with 
over 14 million inhabitants. The Oncology Operative Unit supervised by Tison in BMC represents the 
core of the first Tanzanian National Cancer Institute and a model of sanitary management in Sub Saharan 
African countries’ public institutions. 
The complex path of oncologic care requires the support of anatomopathology laboratories to perform 
diagnostic exams like cytology and immunohistochemistry, and diagnostic imaging. 
In addition, radiotherapy (RT) is a critical component of oncologic curative treatment and palliation. 
However, developing countries currently lack many of these resources and services.   
Where distance is a critical factor, telemedicine is one tool used by health care professionals using 
Information and Communication Technologies (ICTs) to deliver health care services, to exchange 
information necessary for disease prevention, diagnosis, treatment, evaluation, research and training of 
health professionals. The implementation of telemedicine could be of great help and efficacy in 
developing countries that lack the necessary resources to provide high level health care practices. 
Collaborations especially in digital imaging and radiotherapy treatment planning between developed and 
developing countries separated by significant physical distance can be enhanced using the “Share and 
Meet” intercontinental telematics platform. 
 
Objectives: 
The “Share & Meet” project utilizes a novel worldwide telematic platform oriented to several sanitary 
branches with a special focus in oncology. The main project goals are: 
•to provide TLC services between healthcare facilities in developed and developing countries, allowing 
for conference calling, second opinion, and distant learning 
•to share radiology and microscopy images and patients medical records for diagnostic purposes 
•to design a radiotherapy remotization model to facilitate and enhance radiotherapy treatment planning in 
developing countries 
•to allow the remote control of medical instrumentation 
•to carry out GCP clinical trials through data collection, monitoring, and evaluation 
•to encourage and support scientific research 
 
Material and methods:  
Softmed integrates the core technology solutions and network layouts which the “Share & Meet” project 
is based on.  
“Share & Meet” creates intranet links between worldwide operating sites and implements several 
optimization and redundancy strategies in the transmission layer including: IP Load Balance and links 
aggregation to group the bandwidth available on the connections to the Internet and to other wide area 
networks, provided over heterogeneous media; Double Path VPN tunnels to allow High Availability of 
the international links which can operate in Active/Active redundancy compensating for the latency and 
variance in packets transmission and overcoming inevitable problems arising from the shortage of 



connectivity solutions from developing countries’ Internet Service Providers (ISPs); duplication of voice 
and data packets to reduce the impact of packet loss on single Internet connections; IP packet overhead 
reduction to maximize the effectiveness of the transmission.  
Due to specific Quality of Service (QoS) protocols, “Share & Meet” can support simultaneous real time 
and asynchronous data transfer and can optimize the usage of different connections according to the type 
of data, the priority of services, the commitment of the network, and in case of failure of a connection. 
The privacy for sensitive patient data is assured by the support for the main data encryption protocols and 
VPN technology. 
 
We performed the first survey of the BMC building in May 2011. This was followed by a general 
assessment of the internet connection services available in Tanzania delivered on landlines and GSM 
technologies, the ICT facilities existing in BMC, the needs and lacks in local working procedures, the 
development plans released by the charities and NGOs operating in BMC involving the Tanzanian public 
health authorities. 
In 2012, a new building dedicated to the Radiotherapy department was completed in a compound adjacent 
to the BMC main building. This RT clinic includes an IT room where the “Share & Meet” IT core devices 
are hosted.  
Four landlines connections were delivered to the IT room: 3 ADSL2+ copper lines and 1 optical fibre.  
The digital link between IRST and BMC has been realized during the early pilot phase. 
Some services already available on-site at BMC include: voice over IP telecounselling with international 
workgroups, secure access to medical records software remotely hosted in IRST datacenter, sharing of 
workflows and international GCPs, e-learning programs implemented through web conference and 
remote dashboard tools, and remote entry and monitoring of patients enrolled in research trials. 
Development is ongoing for two high innovation facilities: a new approach to telepathology, and a 
remotization model for RT treatment planning. 
 
Pathologic anatomy laboratory investigation is the foundation of the diagnostic process. Mainly for the 
reading of microscopic slides resulting from cytological and histological sampling, accurate interpretation 
relies on both appropriate sample preparation and competence of the pathologist making the diagnosis 
through visual image inspection and interpretation. In developing countries, there is limited availability of 
expert medical pathologists, in the range of 1 to 10 pathologists per 10 million people. In developed 
countries the availability of medical pathologists is in the order of some hundreds per 10 million people. 
Telepathology is often the main method used to share diagnostic images allowing the double-blind check 
operated by remote pathologists to reach an accurate diagnosis.  
Diagnostic specimen slides are digitized with microscopic scanners, most commonly  using magnification 
rates of 5x, 20x, and 40x. The resulting image file’s dimension range between 500 MB and 2 GB. 
Since the ‘90s, POF projects have implemented a model of telepathology based on satellite internet 
connection to transfer the diagnostic images. Some limitations of this approach include low bandwidth, 
high cost, and limited service continuity. Frequently, the only available connection is shared with several 
users so the file transfers must be performed during night hours. All these factors decrease the 
effectiveness of the telepathology facility. 
Based on the experience collected by POF operators on their operative sites, on average, it is possible to 
upload about 1 digitalized slide per night or a few slides per week. This transfer rate value could be 
adequate to support basic cytology activity, but is considered inadequate for the workload of a formal 
diagnostic histologic lab. 



“Share & Meet” can provide higher speed and availability for the ICT services. On the operative site of 
BMC, experimental sessions are underway with the digital microscope Menarini D-SIGHT rev. 05; a 
following session will be performed with the Aperio ScanScope scanner which is able to automatically 
scan slides in unattended mode. 
The digital images are codified with JPEG2000 compression. 
At its first step, our procedure begins with the digital acquisition of all the slides at a medium rate of 5x, 
followed by the file upload on a remote server using an encryption protected channel. Next, the first level 
of double-blind visual investigation is provided by the international pathologist team to highlight the most 
relevant slides’ areas, then a second step of digital acquisition of these areas at a high rate of 20-40x and 
the file upload of the updated images is performed, and lastly, the second visual investigation to reach a 
final diagnosis is performed. 
 
A Radiotherapy department requires a large sanitary staff including medical doctors, physicists, and 
nurses. The devices used for RT planning and treatments need to be serviced and maintained frequently. 
The full implementation of an RT department in developing countries remains a significant challenge. 
Nevertheless, RT is one of the main and critical components of curative and palliative treatments for 
oncologic patients. 
Tison is in the process of setting up an RT unit in BMC. An Elekta Linear Accelerator was already been 
allocated from Ravenna Hospital to be moved to Mwanza and commissioned in the local RT building in 
BMC. Subsequently, IAEA will provide a Cobalt therapy machine. 
IRST RT and IT staff are in the process of coordinating the commissioning of new RT machinery in 
Ravenna Hospital RT department, which will be connected to the existing IRST RT department to share 
the activity between the two sites. The RT devices installed in both sites are Accuray Tomotherapy unit 
and Elekta Linear Accelerator.  
Images and data are codified in DICOM format. 
We have begun to outline a remotization model for the RT treatment planning between the twin IRST and 
Ravenna RT departments, with the further aim of applying this design to the interconnection between 
IRST and BMC RT departments allowing the Italian staff to support the BMC working procedures. 
 
Results: 
Regarding the application of “Share & Meet” in the telepathology field, the preliminary extrapolation and 
first experimental data indicate an improvement of a factor between 10 and 100 in the overall images 
transmission rate in comparison to the previous models. To enlarge the data set, a subsequent more 
detailed experimental session will take place in Mwanza in October 2014. 
Our survey suggests the feasibility of a collaboration between remote RT departments to perform 
diagnostic imaging on a patient at the first site, transfer the data set to a different site where a different 
staff will design the treatment plan, share the treatment plan with the first site, and ultimately provide the 
final RT therapy plan to the patient. 
Further work is ongoing in understanding the most involved parameters and sizing of the remote RT 
model. 
The early experimental stages revealed some needs. For instance, in the file transfer layer, a specific 
solution to compensate transfer session disconnections with an incremental strategy, and the multiple file 
contemporary transmission over the same aggregate multichannel are required. 
The most immediate extension of the model concerns the remotization of radiologic imaging, to integrate 
and complete the diagnostic path.  



The remote RT model provides additional challenges regarding the reproducibility of the working set on 
the remote sites, the exact tuning of devices, a strong quality control procedure, and harmony between 
therapeutic approach and good clinical practices.  
Share & Meet is being implemented in other developing world scenarios, with different availability of 
basic resources and local infrastructures. This suggests the implementation of a benchmarking procedure 
to characterize the environmental parameters. 
Where only satellite coverage is available, to provide a network connection, the use of data transmission 
over HF radio carriers between the remote operative site and a concentrator site better served by the ISPs 
are being evaluated. 
The first level project’s goal is to ensure the working continuity for the departments located in the 
developing countries with a small local staff. Subsequently, training programs will be provided to medical 
and paramedical local staff focusing the working processes towards the achievement of autonomy in the 
operations. Remote counselling should assume the role of supervising the processes and performing 
independent quality control. 
The long term cooperation experience with BMC is showing the relevance of scientific research in low 
income countries in helping to better understand the specific pathologies of these populations and 
mutually enrich the knowledge base. 
 
Conclusions:  
Practical collaborations between health care sites in developed and developing countries utilizing the 
“Share and Meet” program, a novel intercontinental telematics platform oriented to oncology and its 
related branches, are feasible.  
“Share & Meet” is characterized by a high level of innovation based on cost-effective solutions which 
increase the efficiency and efficacy of health practices, allow interdisciplinary and synergistic 
cooperation, could boost the use of telemedicine in underdeveloped countries, and reduce the knowledge 
gaps inherent to the digital divide, in a scenario of virtuous globalization. 
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WETTING ABILITY OF BIOLOGICAL LIQUIDS IN PRESENCE OF METALLIC 
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The wetting ability of biological liquids is measured at room temperature and at 37°C on 
different materials including biocompatibile surfaces and biological tissues. Measurements as a 
function of the surface treatments, roughness and surface tension are presented, demonstrating 
that surfaces can be hydrophobic and hydrophilic and that the treatments change their 
functionality. The inclusion in the liquid drop of metallic nanoparticles, at different 
concentrations and different species, modify significantly the contact angle, often improving the 
wet ability of many surfaces and enhancing the adhesion forces at the solid-liquid interface. 

 

Keywords: Wetting ability, nanoparticles, surface roughness. 

 

 

1. Introduction 

Nanoparticles (NP) with dimensions ranging between tens and hundreds of nanometers, play important 
role at the surface of solids, controlling the physical and chemistry properties of the solid-liquid 
interfaces. In nanotechnology has been demonstrated that nanoscale materials may have remarkably 
different properties compared to the bulk. For example Au-NP have interesting catalytic properties, not 
presented by the bulk gold [1]. When a liquid is placed into contact with a solid, the liquid’s spread onto 
the solid surface as a function of the solid surface energy. The resulting shape of the liquid drop depends 
on the forces at the three interfaces: the liquid-solid, the liquid-air and the air-solid, according to the 
Young’s equation [2]: 

 

                                 σSV=σSL+σLV (cosθ)                        (1) 

 

where σSV, σSL and σLV  represent the energy per unit area at the solid-vapor, solid-liquid, and liquid-vapor 
interfaces, respectively, while θ is the contact angle of the liquid on the solid. When the surface energy at 
the solid-liquid interface is high or the solution’s surface tension is low, the contact angle is small and the 
drop spreads out over the surface; it is the case of hydrophilic surface. When the surface energy is low, 
the drop maintains the spherical shape on the surface; it is the case of hydrophobic surface. Between 
these, at around 90 degrees, the surface has intermediate properties. These forces depends on many 
properties of the solid surface, such as the roughness and morphology, chemical reactivity, elemental 
composition, electrical properties etc..Also the liquid properties control the wetting ability, in terms of 
liquid composition, surface tension, properties of solution, etc.. In particular solutions containing NP 
modify significantly the wetting ability of the solvent with the solid surface, due to adhesion forces, 
electrochemical properties, roughness, nature of the liquid-solid interface, dimensions and shape of the 
nanoparticles, etc.. From this point of view the NP may control the adhesion of interface between solids 
and liquids determining the best coupling for optimal hydrophilic surfaces or the bad coupling for 



	
  

	
  

hydrophobic surfaces. Bio-medicine, microelectronics and metallurgy are strongly interested to these 
aspects concerning the coupling of biomaterial and prosthesis with biological tissues and the transport of 
drugs using NP, the growth of superconductor layers on monocrystals and their doping and the use of NP 
to enhance the wetting during material  welding [3].  

 

2. Experimental set-up 

Nanoparticles of different metals (Ti, Cu, Ag and Au) have been prepared  using laser ablation in water. 
Nd:Yag laser at 1064 nm wavelength, 3 ns pulse duration and 200 mJ pulse energy was employed at 10 
Hz repetition rate focalizing the laser light on the metal surface with 1 mm2 spot size. The metal was 
placed in a little container in which was added 10 ml water. Irradiation for 10 minutes produces ablation 
of the order of 1-10 mg thus a solution with a concentration of 1-10 mg/ /10 ml solvent, depending on the 
nature of the ablated metal, was obtained. NP are produced with dimensions of the order of 10-100 nm in 
dimension and with a spherical shape. NP coalescence effects are observed as a function of the NP 
permanence time in water. The method used to measure the wetting angles is the sessile drop that 
involves the measurement of profile of a liquid droplet resting on a solid surface [4]. Basically consists in 
the measurement of the contact angle between the tangent to a profile drop, deposited on the sample 
surface and the surface itself. The drop is generated depositing 1 ml liquid on the surface with a 
microsyringe. A CCD camera connected to the eyepiece of an aligned optical microscope records the 
images of the drops and of the substrate cross-section. A  software permits to calculate the contact angle 
and for each material 6 measures were carried out, of which it is calculated the average. The sample is 
moved horizontally to allow a new deposition in a different part of the pattern. Roughness measurements 
were made using a surface profilometer Tencor P-10. This device allows analysis of surfaces of solid 
materials (polymers, metals, plastics) measuring the horizontal and the vertical roughness. The analysis is 
done using a diamond point that sweeps the surface of the specimen to follow the profile. A transducer 
converts the movement of the tip in value relative height. All information are transmitted to a computer, 
connected to the instrument, which show the surface of the sample itself.  

The tip can be used with a force between 1-50 mg and has a range, in horizontal and vertical position, 
between 0-300 µm with a depth resolution of 1 nm. SEM analysis and X-ray fluorescence analysis were 
employed to observe the NP deposited on different substrates using high resolution microscopy. 

 

3. Results and discussion 

Fig. 1 shows typical examples of surface profiler for the PMMA surface (a) and Ti surface (b) used in this 
investigation. The average roughness is of about 30 nm for PMMA and 4.5 µm for Ti. The roughness 
influence strongly the wetting ability decreasing the contact angle with the increment of the surface 
roughness [4]. 

 



	
  

	
  

 

Fig. 1: Surface profiles of biocompatible PMMA (a) and Ti (b) surfaces 

 

Fig. 2 shows, as an example, a comparison of  drops images on biocompatible Ti substrate using a pure 
physiological liquid without (a) and with the Ti NP (b) at a concentration of  5 mg/10 ml,  and drops of 
pure physiological liquid on PMMA surface without (c) and with (d)) Ti NP at the same concentration. 
Such measuring were performed using different solutions (water, physiological liquids and blood), 
different substrates (Al, Cu, Ti, Ag, Al2O3, polyethylene and polymethylmethacrylate), different 
nanoparticles (Ti, Cu, Ag, Au) and different temperatures (20°C and 37°C). The temperature increment 
decreases the contact angle measured at room temperature. 

 



	
  

	
  

 
 

Fig. 2; Contact angle for water on Ti (a) and on PMMA (c) and for water containing Ti NP on Ti (b) and 
on PMMA (d). 

 

The water contact angle decreases going from aluminium to polyethylene, titanium, 
polymethylmetacrylate, silicon and glass, where it was evaluated of  96°, 94°, 91°, 77°, 67° and 40°, 
respectively. Generally the use of NP decreases the contact angle enhancing the wetting ability of the 
surface. A lot of results are summarized in Fig. 3 for water solutions without and with Ag NP (a) and 
without and with Au NP (b). In both cases NPs induce contact angle decrement improving the adhesion 
with the solid surface  that means increasing the adhesion forces of adherence between the liquid and the 
substrate. 
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Fig. 3: Contact angle measurements for water and for water containing Ag NP (a) and Au NP (b) as a 
function of different surfaces. 

 

Fig. 4 shows a SEM image of  Ti NP deposited on Al substrate reporting an average dimension of 100 nm 
for the NP. (a).The same figure shows the dependence of the water wetting angle on the roughness of the 
aluminum solid surface (b). Generally mirror polished  surfaces are hydrophobic while high roughness 
surfaces, obtainable with peculiar treatments using lasers, chemical attach and sandblasting, show high 
hydrophilicity [5]. Surface treatments of the same surfaces may decrease the contact angles up to about 
10% with respect to the maximum value for mirror conditions. The use of NP in solution may decrease 
the contact angle up to about 50% with respect to the solution without NP. For special surface NP doesn’t 
decrease  the wetting angle or may increase it, such as for Ag NP in water deposited as a drop on glass 
surfaces. 

 



	
  

	
  

 

 
Fig. 4: SEM image of Ti NP on Al surface (a) and contact angle of water deposited on aluminum surface 

 vs. roughness (b). 

 

4. Conclusions 

The wetting ability of biological solutions with biocompatible surfaces, based on different materials 
(metals, ceramics and polymers), plays an important role for the implantation of prosthesis in the body for 
the attachment of cells and tissues to biomaterials and for the formation of optimal adhesion between 
different media [6]. Particularly interesting appears the use of nanoparticles that may improve the wetting 



	
  

	
  

ability enhancing significantly  the contact adherence and consequently the adhesion forces between 
different materials. This new field of interest involves the sub-microscopic study of the solid-liquid 
interfaces, taking into account many important parameters such as the surface roughness, which enhances 
the adhesion, such as the body temperature, the nature of the solutions and of the surface,  and the liquid  
tension surface that decrease it. All these aspects are very important in different actual fields of interest, 
from biomaterials preparation to biomedicine research, and from microelectronics to new nanotechnology 
applications.  
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The periodic bending in the DC electrical field (1 V/mm) was studied on sodium polyacrylate 
gels with different network density immersed in 0.8 mM CaCl2 solution. The gel stripes 2x2 mm 
in the cross section and 10 -15 mm in length were affixed by one end perpendicular to the 
electric field. The other end of the stripe remained free. Up to four consequent bending 
displacements of the free end of the stripe in opposite directions were observed while the 
electrical field was kept constant. The angle of inclination from the vertical position and the area 
of the planar projection of the stripe were monitored by means of digital optical recording. It was 
found that the gel stripe substantially contracted during its bending in the DC field. The 
dynamics of the gel contraction was well fitted by the combination of the Gaussian and 
exponential decay functions. The underlying mechanism of the gel actuator periodic bending 
based on the dynamics of gel volume change in DC eclectic field was proposed.  
 
Keywords: polyelectrolyte gels; actuator; DC electric field; mechanical behavior. 
 

Introduction 

The polyelectrolyte gels are the electroactive smart materials which resemble some cell’s structures1 and 
which are promising for the different applications in the area of biomedical engineering.2 Recently, we 
have reported for the first time that the rodlike polyelectrolyte gel samples placed in the DC electric field 
across the field lines apart from the electrodes produced the periodic bending.3  



 
 

    In our latest publication, we demonstrated that in the course of the actuator’s bending, the gel shrinks 
much as a whole.4 Therefore, the gel volume change at different solutions as a function of time may 
contribute to the mechanical behavior of gel actuators. 

    In this paper, we provide experimental data on the gel volume change in the course of gel actuator 
bending in DC electric field. The aim of the study is to determine the qualitative description of actuator 
contraction dynamics due to DC electric field application.  

Methods  

Polyacrylic acid gels with sodium counterions (20% of ionization) were synthesized by the free-radical 
polymerization in 2.7M aqueous solution with N,N'-methylene-diacrylamide as a cross-linker. In order to 
make gels with varying network density, cross-linker to monomer ratio was set at 1:25 and 1:100. 
Polymerization was carried out in the PE probe tubes 10 mm in diameter. Then, the gel samples were 
washed in distilled water and cut by a razor blade to elongated rectangular actuators 10 mm in length and 
2x2 mm in cross-section.  

    Actuators were placed into the experimental cell made of a Teflon ring 5 mm in height and 20 mm in 
the inner diameter mounted upon a glass plaque. Two 5x5 mm platinum foil electrodes were placed at the 
opposite walls of the cell. All experiments were performed under the constant voltage 27 V. The distance 
between electrodes was set at 27 mm so the electric-field intensity was equal to 1.0 V/mm.  

    The gel actuator was positioned in the center of the cell between the electrodes with its longer axis 
across the electrical field lines. One end of the sample was affixed in a gap in the wall of the cell, while 
the other end was left free to move in the applied field. During the experiments, the cell was filled with 16 
ml of 0.8 mM CaCl2 to cover on the electrodes and the gel sample. Computerized optical system of 
laboratory design was used for the video recording of the gel sample bending in the applied DC field.  

    Figure 1A presents the layout of the geometrical parameters of the planar projection of the gel stripe, 
which were monitored during its bending. They were: the angle (θ) of the free end displacement 
(inclination) from the vertical (initial) position and the apparent area (S) of the projective image of the gel 
stripe. The contours of actuator were outlined by hand, and the area of delineated figure was calculated 
with the use of the original software. The evolution of the geometrical parameters under the applied direct 
current was analyzed at the 10 sec ramp. 

 



 
 

 
 

Fig. 1. Layout of the parameters monitored under the applied DC current (A), and typical plot of the evolution of the angle of 
inclination with time for the gel with network density 1:100 (B). 

 

    The statistic software packages “Statistica 6.0” and “SigmaPlot” 12.0 were used for the statistical 
analysis. Mean value (M) and standard deviation (SD) were calculated. The best fit of the data 
approximation was tested as well. 

 

Results 

The most obvious demonstration of the mechanical oscillatory bending of the gel stripe in the DC field 
are the changes in the angle of the inclination to the vertical position, which can readily be observed by 
the naked eye. Figure 1B (see above) presents the typical plot of the angle of inclination (θ) against time. 
Positive values of θ correspond to the anodal displacement of the gel with regard to the initial (vertical) 
position, while negative values indicate the gel bending to the cathode. In first 20 sec the gel noticeably 
bends to the cathode with the maximal inclination of 20 degrees.  

    The anodal bending follows this relatively short step, and it is substantially longer and more 
pronounced. At its maximal anodal bending, the gel stripe is aligned almost parallel to the electric field. 
The anodal bending is followed by the reversal cathodal displacement, which results in the straightening 
of the gel stripe in the initial position across the DC field. The third step of bending ends in the moderate 
inclination of the stripe toward the cathode, which is comparable to the inclination during the first step. 
The fourth bending took place only for the weakly cross-linked gels with the network density lower than 
1:100. For example, Table 1 presents the mean values and SD (n=5) of the duration and the maximal 
inclination of the consequent three steps for the gels with different network density. 

 

Network 
density 

1st step (cathodal) 2nd step (anodal) 3rd step (cathodal) 

Duration (s) θ max (deg) Duration (s) θ max (deg) Duration (s) θ max (deg) 

1:25 28±5 6±2 390±102 76±6 1400±250 1±6 



 
 

1:100 16±5 9±3 198±132 82±5 1010±88 30±11 

Table 1. Duration and maximal inclination of the steps of gel bending. 

 

    Although the average values are much dispersed, the general trend is quite clear: the decrease in the 
network density of the gel makes the consequent steps of the bending less durable and the maximal 
inclination in these steps more substantial.  

    Figure 2 presents the time plot of the area of the gel stripe projection (S) for the gels with 1:25 and 
1:100 network densities. The mean values and SD (n=5) are displayed.  

 
Fig. 2. Time dependence of the area of the gel stripe in the planar projection. Network densities 1:25, 1:100. 

 

 

    Assuming the isotropic volume changes of the gel, the relative degree of gel swelling is given by the 
equation: 2/3

00 )/(/ SS=αα . The plots in Figure 2 indicate that the degree of swelling of the gel 
stripes does not remain constant in the applied experimental conditions. The dynamics of the gel 
contraction was well fitted by the combination of the Gaussian and exponential decay functions. The 
fitting parameters are listed in Table 2. 
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Gel y0 a τ1 b τ2 R2 

1:25  0.36 0.63 373 0 0 0.996 

1:100  0.16 0.47 187 0.40 453 0.995 

Table 2. Parameters of Equation (1) for time evolution of the apparent area of the gel stripe. 

 



 
 

 

    With the decrease in the network density the maximal contraction of the gel (y0) increases and the 
characteristic time of the Gaussian decay (τ1) diminishes. 

 

Discussion 

If the elongated stripe or filament of sodium polyacrylate gel is placed in the DC electrical field across the 
field lines with one end affixed, it undergoes several periodic inclinations in the opposite directions 
starting from bending to cathode. According to the general theoretical consideration, the gel bending is 
based on the redistribution of ions inside and outside the polyelectrolyte gel.5 When DC electric field is 
applied, free ions, which are present in the gel and in the surrounding solution, begin moving to the 
oppositely charged electrode.  

    The gel contains Na+ counterions, which compensate the negative electrical charge of the carboxylate 
residues attached to the chains of the macromolecular network. The swelling of the polyelectrolyte gel is 
affected by the several factors, among which the osmotic pressure of counterions is one of the most 
strong. In the experimental setup, the gel stripes were placed in the 0.8 mM solution of CaCl2, which 
contained divalent Ca2+ cations. Due to the diffusion Ca2+ cations enter the gel interior while Na+ ions 
leave it for the surrounding solution.  

    According to the electroneutrality condition, the Ca2+/Na+ ionic exchange should result in the two-fold 
diminishing of the counterions concentration in the gel network as Ca2+ is divalent, and it can compensate 
the charge of the two carboxylate residues. Therefore, the osmotic pressure, which is proportional to the 
concentration of the counterions inside the gel, will also decrease. One can see from Figure 2 that the 
relative contraction of the dense gel with the network density 1:25 is lower than that of the weak gel with 
1:100 networking. These results are in a good agreement with the data obtained for other polyelectrolyte 
gels.6 

    Meanwhile, the contraction of the NaPAA gel in CaCl2 solution as a whole cannot provide by itself the 
periodic bending of the gel stripe in the DC electrical field. From the general point of view, it is clear that 
the bending of the gel stripe is tightly linked to the local swelling of its opposed sides marked as L1 and L2 
in Figure 1A (see above). If the cathodal side swells more than anodal side, the stripe bends to the anode, 
and vise versa. The same happens if the cathodal side shrinks less than the anodal side. It makes the 
analysis of the local swelling of the stripe crucially important for the understanding of the underlying 
reasons for the periodic bending, and it is the subject of our future investigation.  
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Fast and physiological bone integration coupled with reduced bacterial 
contamination and even active antibacterial behavior are nowadays the main 
challenges for orthopedic implants. An innovative and patented surface 
treatment able to produce nanotextured bioactive and even antibacterial 
titanium based surfaces is the topic of the present research. The treatment 
foresees a first acid etching in diluted hydrofluoric acid, followed by a 
controlled oxidation in hydrogen peroxide. The result is a multi-scale surface 
topography (micro and nano textures) and an high density of surface 
hydroxyl groups. These features impart to titanium surfaces inorganic 
bioactivity (ability to induce hydroxyapatite precipitation in simulated body 
fluid), high wettability and protein absorption ability, high osteoblast 
adhesion, proliferation and differentiation. A further biological 
functionalization (biomolecular grafting) or introduction of an antibacterial 
agent can improve surface properties adding biological bioactivity or 
antibacterial action respectively. 

Keywords: titanium, bone integration, surface modification 

 

1. Introduction 

Ti6Al4V is one of the most widely used materials for the realization of orthopedic prostheses, due to its 
good mechanical properties and biocompatibility. The improvement of bone integration ability and 
reduction of bacterial contamination are the main challenges of the research on materials for orthopedic 
applications. 

Several strategies have been proposed in the scientific literature, in patents and in clinical applications in 
order to improve the bone bonding ability of titanium surfaces. Modification of surface topography, 
bioactive coatings and chemical/electrochemical treatments aimed to obtain bioactive oxide layers can be 
cited as the most important ones [1, 2, 3]. These strategies are based on the consolidated knowledge that 
surface roughness, chemical composition and charge are the main factors affecting biological interactions. 
An increasing interest on biological functionalization (surface grafting of specific biological molecules) 
has also been registered in the last years, in order to improve the bone-implant interaction [4]. 

The problem of prosthetic infections and the concomitant development of increasing bacterial resistance 
to common antibiotics are at the basis of a growing attention to antibacterial surfaces for medical implants 
[5,6]. The rationale of these surfaces includes both anti-adhesive materials (able to reduce bacterial 
adhesion to their surface) and active antibacterial materials (which are able to exert a bactericidal 
activity). 



	
  
	
  

In the last years the attention of scientists has been focused on nano-features of surfaces both for 
improving their cell stimulating ability, also to reduce bacterial colonization and even to exert an 
antibacterial action (e.g. silver nanoparticles) [7,8]. 

The present papers summarizes recent results on innovative multifunctional titanium surfaces, developed 
and patented by the authors, characterized by nanotextured topography, in vitro bioactivity, tunable 
antibacterial activity and bone stimulating ability. 

 

2. Materials and Methods 

Ti6Al4V alloy (ASTM B348, Gr5, Titanium Consulting and Trading) disks were obtained by automatic 
cutting. Samples were polished by SiC abrasive papers up to 4000 grit and washed in acetone and water 
in an ultrasonic bath in order to obtain homogeneous and clean surfaces. 

The surface modification process foresees a first acid etching in diluted hydrofluoric acid (HF) aimed to 
remove the native oxide layer and a subsequent controlled oxidation in hydrogen peroxide for obtaining a 
micro- and nano-textured oxide layer [9,10]. The whole process requires less than 4 hours to be 
completed. The control of process parameters allowed to couple the micro and nano-texture to various 
surface topographies (e.g. pre-existing micro or macro roughness from blasting, etching, sintering).  

The possibility to add antibacterial activity to the modified surface was explored by the addition of the 
precursor of an inorganic antibacterial agent (e.g. silver) in the hydrogen peroxide solution [11,12]. 

On the other hand the opportunity to functionalize the modified surface with a biomolecule was 
performed by organic chloride activation followed by enzyme grafting (alkaline phosphatase for instance) 
[9,13]. 

Surface topography was analyzed by means of Scanning Electron Microscopy (SEM), Field Emission 
Scanning Electron Microcopy (FESEM) and Atomic Force Microscopy (AFM). Surface chemistry was 
investigated through Energy Dispersive Spectroscopy (EDS), Infrared Spectroscopy (FTIR)  and X-Ray 
photoelectron Spectroscopy (XPS). Surface wettability was determined by contact angle measurements 
and protein absorption by BCA analyses. In vitro bioactivity was investigated by immersion in Simulated 
Body Fluid (SBF) and SEM observation of hydroxyapatite precipitation. 

The activity of the grafted biomolecule (ALP) was verified by enzymatic activity test for biologically 
functionalized samples [13]. 

Silver release was quantified by spectrophotometric measurement for Ag-enriched surfaces and their 
antibacterial activity by means of inhibition halo tests against S aureus [12]. 

In vitro biological behavior of modified surfaces was investigated by osteoblast cell culture [1, 12,14]. 

 

3. Results and discussion 

A micro-roughness (Fig 1a, due to acid etching) and nanotexture (Fig. 1d, due to controlled oxidation in 
hydrogen peroxide) can be obtained on Ti6Al4V surfaces by the proposed treatment (Fig. 1). A proper 
optimization of process parameters allows to superimpose the described nanotexture to various pre-
existing topographies (e.g. blasted surfaces, Fig. 1b or electron beam melted ones, Fig. 1c). 



	
  
	
  

 
Figure 1: SEM/FESEM images of polished and treated surface (a), blasted and treated surface (b), 3D 

surface from electron beam melting and treated (c), nanotexture on treated surfaces (d), nanotexture 
enriched with silver nanoparticles (e) 

 

Modified surfaces are rich in hydroxyls group, as demonstrated by XPS detailed analysis of oxygen 
region (Fig. 2a) and FTIR analyses (Fig. 2b). The presence of OH groups is an important feature, in fact it 
is correlated to surface wettability and bioactivity and it is useful for a further grafting of selected 
biomolecules. 



	
  
	
  

 
Figure2: XPS detailed analysis of oxygen region for a modified Ti6Al4V surface (a), FTIR spectrum of 

the same surface (b), XPS detailed analysis of an ALP grafted Ti6Al4V surface. 



	
  
	
  

A significant improvement of surface wettability has been observed after the treatment (halving of the 
water contact angle compared to bare surfaces), together with a significant increase in the protein 
absorption ability. The inorganic bioactivity of modified surfaces has been evaluated in SBF, 
hydroxyapatite precipitation has been observed after 2 weeks soaking. 

Alkaline phosphatase grafting to surface hydroxyl groups has been performed via tresyl chloride 
activation, as described in [13]. ALP presence has been verified by specific signal in the detailed XPS 
analysis of carbon region (Fig. 2c) and by enzymatic activity tests. It has been observed that the enzyme 
maintains its activity after grafting and is also able to improve the surface inorganic bioactivity [13]. 

The addition of AgNO3 in the hydrogen peroxide solution allows the deposition of silver nanoparticles 
within the nanotextured surface layer, as reported in Fig. 1e. The presence of silver confers antibacterial 
properties to the modified surfaces, in fact a significant inhibition halo has been observed on silver 
containing Ti6Al4V samples against S aureus [12]. Silver containing surfaces release silver ions up to 2 
weeks and they maintain an in vitro bioactive behavior. 

A good biocompatibility for osteoblasts cells has been observed for all the modified surfaces. Moreover, 
it has been evidenced that the combination of micro and nano textures promotes at the same time 
osteoblast adhesion, proliferation and differentiation. 

 

Conclusion 

An innovative surface treatment for Ti6Al4V alloy has been developed and patented by the authors. 
Modified surfaces present a multiscale surface topography characterized by a peculiar nanotexture, high 
density of hydroxyls groups, in vitro bioactivity, high wettability and protein absorption ability and they 
improve osteoblasts adhesion, proliferation and differentiation. The grafting of a biomolecule (alkaline 
phosphatase) and introduction of silver nanoparticles have been performed on the same surfaces, in order 
to respectively improve their biological properties or confer antibacterial activity. 
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Plantar pressure assessment is recognised as an effective tool to assess the efficacy of insoles in 
reducing the risk factors associated with plantar soft tissue injuries during walking. The slow 
rebound Poron (SR) insole was claimed to result in a custom fit during each use and believed to 
be more effective in increasing the contact area and consequently reducing the contact pressure 
and peak contact pressure compared to a normal Poron (NP) insole. The aim of the study was to 
compare the effectiveness of SR or NP in increasing the Contact Area (CA), and reducing the 
Contact Pressure (CP) at different regions of the foot during walking when compared to a control 
insole made of EVA (EV). Plantar pressure data during walking was collected from nine healthy 
individuals using in-shoe plantar pressure sensors. The results indicated that only the NP insole 
increased the CA and decreased the CP on the entire foot compared to the EV insole.  The 
expected decrease in CP as a result of increase in CA was not observed at any region of the foot 
in any of the tested insoles.  CP showed a positive significant correlation with CA in heel, hallux 
and heel centre in all three insoles.   
 
Keywords: Plantar pressure; insole material; slow rebound; foot regions; contact area. 

 

1. Introduction:  

Plantar pressure assessment has been used to assess the efficacy of insole in reducing the risk factors 
associated with soft tissue injuries during weight bearing activities of daily living. Conformity has been 
used as a strategy to decrease plantar pressure and has been shown to work through increasing the contact 
area between the foot and the insole, and subsequently leading to a decreased contact pressure for an 
equal applied force.  While the conformity can be increased by using customised insoles that closely fit to 
the shape of the foot 1, it has also been shown that the plantar pressure parameters can also be altered 
when a flat insole made of a different material is used 2,3. 

Poron® (Rogers Corporation) has been recognised as an effective material in reducing plantar 
pressure in patients with diabetes and peripheral neuropathy 4,5. A variety of Poron including a normal 
(Poron 4708), and a slow rebound variation (Proron 96) are available and are commonly used in clinical 
practice. The slow rebound Poron was claimed to result in a custom fit during each use and believed to be 
more effective in increasing the contact area and consequently reducing the contact pressure during use 
when compared to a normal Poron.   

A previous study 6 found no significant difference between the peak plantar pressure for the forefoot 
area among five different participants when they compared a slow rebound Poron insole against a normal 
Poron.  However there is a paucity of studies in which the differences in contact area and contract 
pressure were considered between the two variations of Poron insole across the entire foot region.    



	
  

	
  

While investigating the contact area and its correlation with contact pressure could shed more light on 
the efficacy of slow rebound Poron compared to a normal Poron, such correlation has never been 
investigated across different foot regions.  

2. Aim: 

The aim of the study was to compare the effectiveness of the normal or slow rebound Poron insole on 
increasing the Contact Area (CA), and reducing the Contact Pressure (CP) at different regions of the foot 
during walking.  

3. Method:  

Nine healthy individuals with body mass (76.8 ± 24.4 kg) and shoe UK size (8 ± 1) participated in this 
study after appropriate ethical approval was granted from the Faculty’s Ethics Committee.  

Flat insoles were cut from sheets of 6.35 mm thickness slow rebound and normal Poron material 
sheets with the same hardness (Shore O hardness = 18) ( Figure 1).  A 6 mm flat insole was cut from a 
low density EVA sheet (Shore A hardness = 25 / shore O hardness = 35) and was used to represent the 
control condition (Figure 1).  All insoles were tested in a Plimsoll (Figure 1).   

 

 

Fig.1. From left to right: Plimsoll, Normal Poron insole, Slow rebound insole, EVA insole 
and the plantar pressure profile together with  the template created to assess the plantar 
pressure parameters at 10 different plantar regions of the foot.  

F-scan (Tekscan Inc., USA) in-shoe pressure measurement system was used to measure the pressure 
between the insole and the foot, while the participant walked across a ten m walkway at their preferred 
speed (1.3 ± 0.2 m/s).  Plantar pressure data was recorded from each foot over five consecutive stance 
phases during each trial. Five trials were collected foreach insole condition:  the EVA (control), slow 
Rebound Poron (SR) and the Normal Poron (NP).  A template was designed to divide the foot into ten 



	
  

	
  

different regions, including  underneath the arch (ARC), Centre of the Midfoot (CMF), Centre of Foot 
(CHE), Hallux (HAL), Heel (HEE), First Metatarsophalangeal joint ( FRM), Central Metatarsophalangeal 
joints ( CEM), Fifth Metatarsophalangeal joint (FIM), and Lateral Midfoot (LMF) and Toes ( TOS) ( 
Figure 1).  CA and CP were averaged across 25 trials for the left and right foot separately for each 
participant.  A repeated measure ANOVA was performed to identify significant differences in CA and CP 
between the three different insole conditions (SR), (NP) and (EV) across the ten foot regions.  

 
4. Results:  
4.1.  Significant differences ( P<0.05 ):  

CA (SR vs NP): There was a significant increase in the CA at the ARC (η2=0.409, p= 0.020) and CMF 
(η2= 0. 719, p= 0.021) in SR compared to NP condition (Figure 2).  

CA (SR vs EV): There was a significant increase in the CA at the ARC (η2=0.409, p= 0.010), CMF (η2= 
0.719, p=0.000) and LMF (η2= 0.592, p=0.000) in NP compared to EV (Figure 2).  

CA (NP vs EV): The results showed that there was a significant increase ( η2= 0.557, p=0.001) in the CA 
for the entire foot in NP (77.10 ± 12.98 cm2)  compared to EV (70.19± 11.97 cm2), while  CMF (η2 
=0.719, p=0.000) and LMF(η2 = 0.592, p= 0.012) had significantly higher CA in the NP compared to EV 
condition (Figure 2).  

 

 



	
  

	
  

 

Fig.2. CA across different regions of the foot for SR, NP, and EV. Significant differences are shown with the 
bracket. 

 
CP (SR vs NP): There was a significant (η2= 0.494, P=0.010) increase in the CP at ARC region in SR 
compared to the NP condition (Figure 3).   
CP (SR vs EV): There was a significant increase in the CP in the ARC (η2= 0.494, p= 0.004), CMF (η2= 
0.318, P = 0.042) and LMF (η2= 0.296, P = 0.049) regions in SR as compared to EV condition (Figure 3).  
CP (NP vs EV): There was a significant decrease (η2= 0.386, p=0.015) in CP for the entire foot in NP ( 
65.01 ±27.16 kPa ) compared to EV (101.16 ± 28.35 kPa)  (Figure 3).  
 



	
  

	
  

 

Fig.3. CP across different regions of the foot for SR, NP, and EV. Significant differences are shown with the 
bracket. 

4.2.  Significant relationships (p<0.05) 
NP: CA and CP were significantly correlated in NP condition at CHE ( r = 0.701, p= 0.001) , HAL (r = 
0.597, p= 0.009), HEE (r = 0.477, p= 0.045), and FRM (r = 0.544, p= 0.020). 
SR: CA and CP were significantly correlated in SR condition at CHE (r = 0.734, p= 0.001), HAL (r = 
0.623, p= 0.006), HEE (r = 0.500, p= 0.035) and FIM (r = 0.652, p= 0.003). 
EV: CA and CP were significantly correlated in EV condition at CHE ( r = 0.734, p= 0.001), HAL (r = 
0.663, p= 0.006), HEE (r = 0.592, p= 0.010) FRM (r = 0.589, p= 0.010),  FIM ( r= 0.507, p=0.032) and 
CEM ( r=0.469 , p=0.50) 

5. Discussion  

Both SR and NP significantly increased CA at CMF and LMF. While SR showed significantly higher CA 
in CMF compared to NP and significantly higher CA at ARC compared to both NP and EV, NP showed 
to significantly increase CA over the entire foot compared to the EV insole condition.  SR showed a 
significant increase in the CP in ARC area compared to both EV and NP conditions. This may have 
implications in cases where increasing pressure underneath the arch is not desirable. In fact NP was the 
only insole that increased the CA and decreased the CP on the entire foot. Tests of correlation showed 
significant and positive correlations between CA and both CP in the HEE, HAL, CHE region in all tested 



	
  

	
  

insoles. While in NP condition there was a significant positive correlation between CO and CA at FRM, 
similar correlation was observed in FIM in SR condition. Also positive significant correlations were 
observed at FRM, FIM and CEM in EV condition. The lack of any negative correlation contradicted the 
expected decrease in CP as a result of the increase in CA. In fact, no negative correlation was observed 
between the CA and CP at different regions of the foot for any of the tested insoles. This may be 
attributed to the thickness of the insoles that were tested and more studies are needed in future to 
investigate the effect of insole thickness on the reported parameters in this study.   

6. Conclusion: 

The results of this study indicated that only NP insole increased the CA and decreased the CP on the 
entire foot compared to the EV insole. SR showed to significantly increase CA in ARC and CMF 
compared to NP. The expected decrease in the CP as a result of increase in CA was not observed for any 
region of the foot and instead CP was in positive significant correlation with CA in HEE, HAL and CHE 
regions in all tested insoles.   

Acknowledgement:  

Funding from DiabSmart project is acknowledged. DiabSmart project was funded by the European 
Commission, Grant Agreement Number 285985, under Industry Academia partnerships and Pathways 
(FP7-PEOPLE-2011-IAPP). This project has a focus on development of a new generation of Diabetic 
footwear using an integrated approach and Smart materials. 

References:  

1- Bus S, Ulbrecht J, Cavanagh P, Pressure relief and load redistribution by custom-made insoles in diabetic 
patients with neuropathy and foot deformity, Clin. Biomech. 19: 629-638, 2004. 
2- Tsung B Y S, Zhang M, Mak A F T, Wong M W N W, Effectiveness of insoles on plantar pressure 
redistribution, J. Rehabil. Res. Dev. 41: 767-768, 2004. 
3- Healy A, Dunning D, Chocklingam N. Effects of insole material on lowerlimb kinematics and plantar 
pressure during treadmill walking, Prosthet. Orthot. Int. 36: 53-62, 2011. 
4- Birke J A, Foto J G, Pfiefer L A, Effect of orthosis material hardness on walking pressure in high-risk 
diabetes patients, J. Prosthet. Orthot. 11: 43-46, 1999. 
5- Burns J, Begg L, Vicaretti M, Comparison of orthotic materials on foot pain, comfort and plantar pressure 
in the neuroischemic diabetic foot: a case report, J. Am. Podiatr. Med. Assoc. 98:143-148, 2008. 
6- Tong J W, Ng E Y, Preliminary investigation on the reduction of plantar loading pressure with different 
insole materials, The Foot 20:1-6. 2010. 
 

	
  



EVALUATION OF MOTOR STABILITY IN ELDERLY SUBJECTS THROUGH 
INSTRUMENTAL STABILITY MEASURES AND CLINICAL RATING SCALES 

 

FEDERICO RIVA, PAOLA TAMBURINI, ALICE CONI 
Department of Electrical, Electronic and Information Engineering “Guglielmo Marconi”, University of Bologna, Via Risorgimento 

2,  
Bologna, 40136, Italy 

f.riva@unibo.it 
 

RITA STAGNI 
Department of Electrical, Electronic and Information Engineering “Guglielmo Marconi”,  

University of Bologna,  Italy 
Health Sciences and Technologies, Interdepartmental Center for Industrial Research (HST-ICIR),  

Ozzano dell'Emilia, Italy 
rita.stagni@unibo.it 

The understanding of locomotor stability is a critical issue in the assessment of fall risk in elderly 
subjects. Clinical assessment of fall risk is typically based on clinical rating scales; however, this 
approach heavily relies on the clinician’s subjective judgment. Instrumental measures of gait 
variability and stability can represent a promising solution for the objective quantification of 
locomotor function and fall risk. The integration of the two approaches could lead to a more 
objective assessment of fall risk in elderly subjects, and can improve the understanding of the 
physiological correlate of gait stability measures. The aim of the present study was to assess the 
relationship between instrumental variability and stability measures based on trunk acceleration 
during gait and clinical rating scales in a large sample of elderly subjects. 
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1. Introduction 

Falls in the elderly represent a major community and public health problem, with large clinical and 
economic consequences1. The understanding of locomotor stability is a critical issue in clinical assessment 
procedures. Clinicians and physical therapists typically use clinical rating scales and questionnaires for fall 
risk assessment in the elderly population purposes. However, this approach highly relies on the clinician’s 
subjective judgment2. More reliable and objective tools for the quantification of motor function and gait 
stability are needed. Instrumental measurements have been shown to represent a valid and objective 
complement to clinical rating scales in balance, gait and metabolic consumption assessment of both healthy 
and pathologic subjects3-6. In particular, instrumental variability and stability measurements of stride time 
and trunk accelerations during gait recently resulted promising in the assessment of gait stability and fall 
risk in healthy elderly subjects7. For an effective exploitation in clinical practice, the association between 
stability measures and clinical scales has to be assessed, in order to understand the relationship between the 
two approaches. Moreover, the administration of both clinical scales and instrumental measurements can 



help better define the physiological correlate of stability measures, which is generally still not known. 
Instrumental measurements could hence lead to a more rapid and reliable quantification of the features 
quantified by clinical scales, avoiding inter-operator differences. The aim of the present study is the 
assessment of the relationship between instrumental variability and stability measures based on trunk 
accelerations during gait and some of widely used clinical rating scales. 
 

2. Materials & Methods 

Seventy community dwelling old adults (35 males and 35 females, 76 ± 7 years, 76 ± 13 kg, 168 ± 9 cm) 
participated in the study. Subjects’ recruitment was conducted in collaboration with Cesena Municipality, 
involving five old adults community centres. Four clinical rating scales were administered to subjects, in 
order to obtain a description of their motor function and independence in daily living. Barthel Index (BI), 
Cumulative Illness Rating Scale (CIRS, composed of Severity Index, SI, and Co-morbidity Index, CI) and 
Mini-BESTest (MBT) were administered to subjects by the same operators, avoiding possible bias 
introduced by inter-operator differences. Due to time/location constraints, MBT was only administered to 
39 subjects (19 males and 20 females, 76 ± 6 years, 77 ± 12 kg, 168 ± 8 cm). Subjects also performed an 
instrumented overground gait task (on a 100 m long road) wearing an IMU (Opal, APDM, USA) located 
on the trunk, at the height of the fifth lumbar vertebra. Eleven gait variability and stability measures, 
namely Standard Deviation (SD), Coefficient of Variation (CV), Non-stationary index (NI), Inconsistency 
of Variance (IV), Poincaré Plots (PSD1/PSD2), Maximum Floquet Multipliers (maxFM), short/long-term 
Lyapunov exponents (sLE/lLE), Harmonic Ratio (HR), Index of Harmonicity (IH), Multiscale Entropy 
(MSE) and Recurrence Quantification Analysis (RQA), were calculated on stride time and trunk 
acceleration data during gait. The two latter measures produce 6 and 5 sub-measures respectively, based 
on the time scale in MSE or based on the feature of the recurrence plot that are analyzed in RQA, namely 
recurrence rate (rr), determinism (det), average length of diagonal lines (avg), maximum length of 
diagonal lines (max), divergence (div). Each measure was calculated for anterior-posterior (AP), medio-
lateral (ML) and vertical (V) acceleration directions. In order to assess the correlation between clinical 
parameters and stability measures, log transformed measures were used as inputs for linear regression 
models (SPSS Statistics 20.0, IBM, Armonk, NY, USA). 
 

3. Results 

Variability measures (SD, CV, PSD1 and PSD2) showed negative correlation with BI and MBT. The only 
stability measure that correlated (positively) with MBT and BI was IH in the ML direction. CIRS (SI and 
CI) correlated with MSE (ML and V directions), RQA (V direction), maxFM and lLE. NI, IV, HR and sLE 
showed no significant correlation with clinical rating scale outcomes. Correlation results are shown in 
Table 1. For the sake of brevity, only significant correlation values are shown. 
 



 
 

Table 1 Correlation results (p-value < 0.05) between variability/stability measures and clinical rating scales 

 BI MBT SI CI 
SD 0,014 0,034   
CV 0,014    

PSD1 0,018 0,036   
PSD2 0,010 0,030   

MSE ML τ = 3   0,026  
MSE ML τ = 4   0,020  
MSE ML τ = 5   0,019  
MSE ML τ = 6   0,010  

MSE V τ = 1   0,047  
MSE V τ = 2   0,046  
MSE V τ = 4    0,047 
MSE V τ = 5    0,044 
MSE V τ = 6    0,025 

RQA V rr   0,023 0,011 
RQA V max    0,026 

iIHML 0,039 0,014   
maxFM tot   0,006 0,015 
maxFM AP   0,002 0,023 
maxFM ML   0,027 0,007 

maxFM V   0,005  
lLE tot   0,021  

lLE ML   0,019  
lLE V     0,008   

 

4. Discussion 

BI and MBT negatively correlated with stride time variability measures, meaning that a relationship exists 
between the deterioration of the overall motor functionality and the increase in stride time variability. BI 
and MBT were also found to be linked to the harmonicity of acceleration signal in the ML direction, 
confirming the importance of ML trunk oscillations during gait for functionality assessment. CIRS 
correlated with stability measures, in particular with MSE in ML and V directions, suggesting a link 
between cumulative illness and gait stability in elderly subjects. Moreover, MSE was previously found to 
be linked to fall history in elderly subjects, and should hence to be taken into consideration for gait stability 
assessment. 
 In conclusion, gait variability and stability measures showed promising correlation with clinical 
rating scales in the elderly population, and could be considered for complementing the standard clinical 
scores in the assessment of fall risk. A more reliable quantification of locomotor features could be obtained 
from instrumental measurements, allowing to avoid inter-operator differences. 
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1. Introduction 

Falls in the elderly represent a major community and public health problem, with large clinical and 
economic consequences1. The understanding of locomotor stability is a critical issue in clinical assessment 
procedures. Clinicians and physical therapists typically use clinical rating scales and questionnaires for fall 
risk assessment in the elderly population purposes. However, this approach highly relies on the clinician’s 
subjective judgment2. More reliable and objective tools for the quantification of motor function and gait 
stability are needed. Instrumental measurements have been shown to represent a valid and objective 
complement to clinical rating scales in balance, gait and metabolic consumption assessment of both healthy 
and pathologic subjects3-6. In particular, instrumental variability and stability measurements of stride time 
and trunk accelerations during gait recently resulted promising in the assessment of gait stability and fall 
risk in healthy elderly subjects7. For an effective exploitation in clinical practice, the association between 
stability measures and clinical scales has to be assessed, in order to understand the relationship between the 
two approaches. Moreover, the administration of both clinical scales and instrumental measurements can 



help better define the physiological correlate of stability measures, which is generally still not known. 
Instrumental measurements could hence lead to a more rapid and reliable quantification of the features 
quantified by clinical scales, avoiding inter-operator differences. The aim of the present study is the 
assessment of the relationship between instrumental variability and stability measures based on trunk 
accelerations during gait and some of widely used clinical rating scales. 
 

2. Materials & Methods 

Seventy community dwelling old adults (35 males and 35 females, 76 ± 7 years, 76 ± 13 kg, 168 ± 9 cm) 
participated in the study. Subjects’ recruitment was conducted in collaboration with Cesena Municipality, 
involving five old adults community centres. Four clinical rating scales were administered to subjects, in 
order to obtain a description of their motor function and independence in daily living. Barthel Index (BI), 
Cumulative Illness Rating Scale (CIRS, composed of Severity Index, SI, and Co-morbidity Index, CI) and 
Mini-BESTest (MBT) were administered to subjects by the same operators, avoiding possible bias 
introduced by inter-operator differences. Due to time/location constraints, MBT was only administered to 
39 subjects (19 males and 20 females, 76 ± 6 years, 77 ± 12 kg, 168 ± 8 cm). Subjects also performed an 
instrumented overground gait task (on a 100 m long road) wearing an IMU (Opal, APDM, USA) located 
on the trunk, at the height of the fifth lumbar vertebra. Eleven gait variability and stability measures, 
namely Standard Deviation (SD), Coefficient of Variation (CV), Non-stationary index (NI), Inconsistency 
of Variance (IV), Poincaré Plots (PSD1/PSD2), Maximum Floquet Multipliers (maxFM), short/long-term 
Lyapunov exponents (sLE/lLE), Harmonic Ratio (HR), Index of Harmonicity (IH), Multiscale Entropy 
(MSE) and Recurrence Quantification Analysis (RQA), were calculated on stride time and trunk 
acceleration data during gait. The two latter measures produce 6 and 5 sub-measures respectively, based 
on the time scale in MSE or based on the feature of the recurrence plot that are analyzed in RQA, namely 
recurrence rate (rr), determinism (det), average length of diagonal lines (avg), maximum length of 
diagonal lines (max), divergence (div). Each measure was calculated for anterior-posterior (AP), medio-
lateral (ML) and vertical (V) acceleration directions. In order to assess the correlation between clinical 
parameters and stability measures, log transformed measures were used as inputs for linear regression 
models (SPSS Statistics 20.0, IBM, Armonk, NY, USA). 
 

3. Results 

Variability measures (SD, CV, PSD1 and PSD2) showed negative correlation with BI and MBT. The only 
stability measure that correlated (positively) with MBT and BI was IH in the ML direction. CIRS (SI and 
CI) correlated with MSE (ML and V directions), RQA (V direction), maxFM and lLE. NI, IV, HR and sLE 
showed no significant correlation with clinical rating scale outcomes. Correlation results are shown in 
Table 1. For the sake of brevity, only significant correlation values are shown. 
 



 
 

Table 1 Correlation results (p-value < 0.05) between variability/stability measures and clinical rating scales 

 BI MBT SI CI 
SD 0,014 0,034   
CV 0,014    

PSD1 0,018 0,036   
PSD2 0,010 0,030   

MSE ML τ = 3   0,026  
MSE ML τ = 4   0,020  
MSE ML τ = 5   0,019  
MSE ML τ = 6   0,010  

MSE V τ = 1   0,047  
MSE V τ = 2   0,046  
MSE V τ = 4    0,047 
MSE V τ = 5    0,044 
MSE V τ = 6    0,025 

RQA V rr   0,023 0,011 
RQA V max    0,026 

iIHML 0,039 0,014   
maxFM tot   0,006 0,015 
maxFM AP   0,002 0,023 
maxFM ML   0,027 0,007 

maxFM V   0,005  
lLE tot   0,021  

lLE ML   0,019  
lLE V     0,008   

 

4. Discussion 

BI and MBT negatively correlated with stride time variability measures, meaning that a relationship exists 
between the deterioration of the overall motor functionality and the increase in stride time variability. BI 
and MBT were also found to be linked to the harmonicity of acceleration signal in the ML direction, 
confirming the importance of ML trunk oscillations during gait for functionality assessment. CIRS 
correlated with stability measures, in particular with MSE in ML and V directions, suggesting a link 
between cumulative illness and gait stability in elderly subjects. Moreover, MSE was previously found to 
be linked to fall history in elderly subjects, and should hence to be taken into consideration for gait stability 
assessment. 
 In conclusion, gait variability and stability measures showed promising correlation with clinical 
rating scales in the elderly population, and could be considered for complementing the standard clinical 
scores in the assessment of fall risk. A more reliable quantification of locomotor features could be obtained 
from instrumental measurements, allowing to avoid inter-operator differences. 
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The gait analysis of subjects with short and non-uniform gait is difficult using the common commercial force 
platforms. The present work consists in the design, based on finite element method (FEM) analysis, of a 
force platform of small dimensions (0.40x0.40 m) considering static and dynamic simulation of its 
behaviour. The aim of this project is to improve, with a simple and low cost structure, the instrumentation 
available for the gait analysis of children and neurologic patients. The applicability of gait analysis to 
children and neurologic patients, improved the flexibility of force platforms without loosing the performance 
provided by traditional force platforms (e.g. for postural analysis) 
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1. Introduction 

Gait analysis of subjects with short and non-uniform gait, typical children, children with cerebral palsy, 
elderly and stroke patients, can result critical in terms of ground reaction force (GRF) quantification with 
traditional force platforms. 
The standard de facto of commercial force platforms dimension  (0.60x0.40 m) can determine problems 
resulting from the double contact of the foot on the same platform that does not allow the identification of 
the GRF under each foot. The current proposal of the companies is the use of standard force platforms 
arranged so as to achieve a sensitive corridor. This solution allows the acquisition of several steps, but 
maintaining the size of the force platform does not solve the problem of double contact. 
The aim of this work is the design, by finite element method (FEM), of a small modular force platform  
(0.40x0.40 m) to solve the problem of double contact, maintaining the reference performance of 
commercial larger platforms. The small dimensions require the use of large number of platforms in order to 



instrument a corridor. However, the simplicity of the design and materials used allows the use of multiple 
force platforms at low cost. Electronics dedicated to the acquisition of the output signal is not required 
because a commercial evaluation board can be exploited, that is able to independently manage the output 
of the strain gauges. This solution simplifies the realization of instrumented corridors. 

 

2. Materials & Methods 

The design of the proposed small modular force platform [1] was performed aiming to obtaining a 
performance comparable to that of commercial force platforms. 
For modularity purpose and to allow the differentiate short steps, the total dimension of the force platform 
is: 0.40x0.40x0.105 m.  

• 1 aluminium top 0.40x0.40x0.02 m 
• 4 aluminium hollow cylindrical posts with inner radius 0.013 m and outer radius 

0.011 m and height 0.07 m 
• 1 steel base 0.40x0.40x0.015 m. 

The minimum number of mono-axial strain gauges is used for deformation sensing: six for each post, 
longitudinally arranged. The total number of strain gauges used is twenty-four per platform. 
The output of each strain gauge is directly provided as input to a commercial evaluation board (e.g. Texas 
Instruments DDC264 DDC1128). This removes the need for ad hoc electronics for signal acquisition. In 
addition, the commercial evaluation board manages current signals, solving the problem of signal 
attenuation introduced by the cable length that is present when using voltage signals. 
COMSOL Multiphysics was used for implementing the FEM. 
For a six component force platform, the output vector provides the three components of the force (Fx, Fy, 
Fz) applied to the force platform and the three components of the moment Mx, My, Mz) of the force in the 
orthogonal directions of space (x and y on, and z orthogonal to the force plate plane). The coordinates of 
the point of application of the force on the platform  (xp, yp, zp) results from the output components 
according to the equations: 
 

Mx = Fz yp 
My = −Fz xp  

Mz = Fy xp − Fx yp + MT ≈ Fy xp − Fx yp 
 
 

The free torque MT is neglected because the Young modulus of the aluminium and the foot soft tissue are 
very different. 
Static analysis was perform to estimate the platform calibration matrix based on least square fitting. A 
uniformly distributed load was applied to a surface of radius RArea = 0.05 m and 576 simulations were 
implemented considering applied forces varying between -200 N and 200 N for Fx and Fy and between -
2000 N and -200 N for Fz, in 9 different points of application. The coordinates (xcop, ycop) of centre of 
pressure (COP) of distributed load were all possible combination of xcop = [0.05, 0.20, 0.35] m, and ycop = 



	
  

[0.05, 0.20, 0.35] m; which were used in order to cover most of the surface of the platform. The large 
number of testing conditions used for the estimation of the calibration matrix was chosen in order to cover 
the largest number of possible operative conditions. 
Eighty-four additional simulations were performed to test the calibration matrix and quantify the error 
that the system commits in the estimation of applied loads and moments. For these testing simulations, 
loads and corresponding application points were chosen in order to test the calibration matrix with 
settings not exploited in the estimation of the calibration matrix. 
Dynamic analysis was implemented with the default COMSOL eigenfrequencies solver, allowing the 
estimation of the resonance frequency of the force platform. 
 

3. Results 

The median error made in the determination of the forces is between -0.0378% and 0.0041%. The 
maximum error made in the determination of the forces ranges from a minimum of 0.0325% to a 
maximum of 0.8075 %. These results are valid regardless of the value of the applied load. The median 
error made in the determination of the moments is between 0.0028 % and 0.0372 %. The maximum error 
made in the determination of the moments is in Mx 0.1112 % at -45 Nm, in My 0.2401 % at 15 Nm and in 
Mz 3.435 % at 10 Nm. Choosing a reference value exciding 20 Nm, the maximum error committed in the 
determination of Mx does not change. For My is 0.1540 % and for Mz is 0.6090 %. 
The median and the maximum error in the determination of the forces and moments, based on the 
calculated calibration matrix, resulting from the 84 additional simulations are illustrated in Tables 1 and 2. 

The resonance frequency resulting from the dynamic analysis was 350 Hz. 
 

Table 1 Median and Maximum error in the determination of the Forces 

Component of 
the Force Median Error % Maximum Error % 

Fx -0.0378 0.8075 
Fy -0.0022 0.2137 
Fz 0.0041 0.0325 

Table 2 Median and Meximun error in the determination of the Moments 

Component of 
the Moment 

Median Error % Maximum Error % 
Reference Value (Nm) 

Mx 
0.0070 0.112                            

- 45 

My 
0.0028 0.2401                        

15 

Mz 
0.0372 3.435                         

10 

 



4. Discussion 

The gait analysis of subjects with short and non-uniform gait is difficult using the common 
commercial force platforms. The present work consists in the design of a force platform of small 
dimensions to improve, with a simple and low cost structure, the instrumentation available for the gait 
analysis of children and neurologic patients. 
The range of the forces used, and the resonance frequency are comparable to those of commercial 
platforms [2]. 
In order to obtain a proper functioning of the device, once built, it will be necessary to calibrate in situ. 
This will help to compensate for the error introduced by non-alignment in the positioning of the strain 
gauges, mechanical crosstalk and more [3 4]. 
The low cost of mechanical structure and the use of commercial evaluation board encourages the creation 
of multiple platforms. An ad hoc support base is provided in such a way as to allow the isolation of the 
structure and then a proper measure. In addition, the support base allows solving many of the critical issues 
related to the installation. 
The starter kit, which consists of two platforms, allows the standard balance analysis achieved with 
commercial platforms. Furthermore it allows us to distinguish the GRF of each foot and through 
integration techniques we are able to estimate a global GRF. 
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Recent studies proved that the ankle joint motion is nearly spherical and can be accurately 
modeled by a single degree of freedom spatial spherical mechanism. In this study, the global 
optimal pivot-point position, i.e. the center of this spherical motion, is obtained for two 
specimens, and the relevant sensitivity of the ankle motion to the pivot-point position is 
analyzed.  
 

Keywords: Ankle joint; Passive motion; Spatial spherical mechanism; Pivot point; Sensitivity.ù 

 

1.    Introduction 

In virtually unloaded conditions, the tibiotalar (ankle) joint behaves as a single degree-of-freedom (1DoF) 
system.1,2 In these conditions, throughout the joint flexion arc, fibers within the ligaments remain nearly 
isometric and articular surfaces are nearly rigid. Relevant theoretical models have shown that the 
ligaments and the articular surfaces act together as mechanisms to control the passive joint kinematics.3-7 
In particular, isometric fibers were identified within the calcaneal-fibular and tibio-calcaneal ligaments, 
rigid contacts were associated to the articular surfaces between the tibio-fibular mortise and the talus.6  

Further kinematic measurements also revealed that a nearly-spherical motion is experienced by this joint: 
a point of the joint (i.e. the pivot point) was identified where the relative motion between the tibia and 
talus was almost null over the full flexion arc.7 Based on this experimental evidence, a Spherical Parallel 
Mechanisms (SPM) was defined: the two isometric ligaments were modeled as binary links of constant 
length, and the tibia and talus were also connected by a spherical pair centered at the pivot point, in order 
to approximate the nearly spherical motion observed for the ankle joint (Figure 1).4,5,7 The model is 
therefore a 1DoF-SPM, assumed kinematically equivalent to the original joint. 



 
 

In this most recent study (Ref. 7), the SPM model geometry was identified for 9 different ankle 
specimens, proving a high accuracy for the passive motion modelling in each of these. These results 
confirmed also that the ankle joint passive motion is actually spherical-like, and the coordinates of the 
pivot point were obtained for each specimen. This pivot-point position, in particular, is important both for 
the design of new ankle joint devices and for the improvement of current full lower limb models,8 where 
the ankle is often approximated by a spherical joint. However, due to the scopes of the previous study 
(Ref. 7), the optimal pivot-point position was determined by limiting the search domain to be within a 
preliminary estimate based on experimental data. Moreover, no analyses were performed on the 
sensitivity of the simulated ankle motion to the variation of the pivot-point position. 

The scope of this study is to complete that analysis. The global optimal pivot-point position, i.e. the 
position of the pivot point determined without any bound on the search domain, is determined for two 
ankles. Then, the sensitivity of the simulated joint motion is analyzed by changing the pivot-point 
position and by quantifying the differences with respect to the original experimental motion.  

2.    Methods 

In the present study, the same experimental data for Specimens #2 and #5 obtained in a previous study 
from the same authors are used.7 The 1DoF-SPM for the simulation of the ankle passive motion,7 
represented in Fig. 1, is used to perform the analysis. The global optimal pivot point position is 
determined at first, then the sensitivity analysis on the joint motion is performed by changing this optimal 
pivot point position. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
An iterative procedure9 is used to optimize the geometry of the 1DoF-SPM model. Sixteen parameters 
define the model: the coordinates of Aj and Bj, j = 1,2,3, in the tibiofibular (Sf) and talocalcaneal (Sc) 
reference systems7  respectively (14 parameters), and the length of the isometric fibers of the ligaments (2 
parameters).  The procedure starts from a first guess geometry gathered from the experimental sessions, 

 
Figure 1. One-degree-of-freedom spherical parallel 

mechanism model (1DoF-SPM) 

 



 
 

where the ankle passive motion and articular geometry (including the ligament attachment areas) were 
measured. These parameters are then optimized via an optimization strategy,7 by reducing to a minimum 
the differences between the experimental and model motion. In order to determine the global optimal 
pivot-point position for the specimens, no constraints are imposed on the final position of A3 and B3, 
whereas the distance between the experimental and the final position of the points Aj and Bj, j = 1,2 is 
constrained to be smaller than 4 mm. 
The sensitivity analysis is then performed starting from the obtained geometry of the 1DoF-SPM for the 
two specimens. A cubic volume with a side of 6 mm centered at the determined optimal pivot point is 
explored, by creating  a grid of points with one millimeter steps from one point to another in all 
directions. A similar optimization procedure is then carried out for every point of the grid, by imposing 
the pivot-point position in Sf (A3). Therefore only the remaining 13 model parameters out of the 16 were 
optimized. 

3.    Results and discussions 

The position of the global optimal pivot point for the two specimens is reported in Table 1 together with 
the position of the constrained pivot point previously obtained7 and the difference between the two. The 
x, y coordinates are almost the same, while z, the medio/lateral position, changed significantly. 
The results from the sensitivity analysis are shown in Fig. 2, where the contour lines of the error on 
parallel sagittal planes -3, 0, +3 mm respectively distant from the global optimal pivot point along the 
medio/lateral axis are represented. The present analysis shows a low sensitivity of the joint motion when 
moving the pivot point along the medio/lateral axis. On each sagittal plane, the error shows an ellipse-like 
trend, with a higher sensitivity along the distal/proximal direction. This information can be useful for pre-
surgical planning, prosthetic design and multi-body modelling of the lower limb. 
 
Table 1. For the two specimens, the global pivot point (PP_glb),  the constrained pivot point (PP_const) and the difference between 
the two (PP_diff). The x, y, z axes are the posterior(-)/anterior(+), the distal(-)/proximal(+) and the medio(-)/lateral(+) axes 
respectively, the origin is in the mid-point between the malleoli. 

Specimens #2 #5 
 x (mm) y (mm) z (mm) x (mm) y (mm) z (mm) 

PP_glb 3.75 2.02 -9.5 3.15 -2.72 -9.24 
PP_const 3.35 2.82 -13.33 4.21 -4.13 1.88 
PP_diff 0.39 -0.79 3.83 -0.96 1.41 11.12 

 



 
 

 

 
 

Figure 1. Motion errors on three parallel sagittal planes for Specimen #2 (top row) and #5 (bottom row). Coordinates are measured 
from the global optimal pivot point in Sf. Dark red represents errors greater than the double of the dark blue. 
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The foot plays an important role as it is the only connection that the human body has 
with the floor when walking, running, etc. The two main techniques commonly used to 
study the lower limb in biomechanics are Gait Analysis and Plantar Pressure 
measurements. However, they require different settings: one requires barefoot 
experimentation and the other one requires subject to be shod. The method proposed in 
this paper solves this problem by designing shoes that can mimic both conditions. This 
allows the analysis of both approaches simultaneously and therefore provides valuable 
inputs for a well validated model of the foot.  

 

1.  Introduction 
 

The difficulties arising in foot modelling are inherent in the complex composition of the foot, 
which is commonly divided into three different segments according to their function: rear-, mid- 
and forefoot1. Most foot models developed during recent years simplify the foot geometry, 
structure and materials2. Two well validated techniques for analysing foot biomechanics are Gait 
Analysis and Plantar Pressure measurement. 

Many previous experiments on foot modelling could not be truly validated due to their lack of 
precision in terms of marker placement during gait analysis and their inability to replicate the 
experiment under the exact same conditions3,4. All of the studies referred to the motion within the 
foot and its kinematics, but none of them are conclusive regarding the dynamics. These problems 
are mainly due to the fact that not all of the available methodologies can be used simultaneously. 
Given that the two studied methodologies require different conditions, it is fundamental to find a 
way to perform both experiments at the same time, obtaining accurate and reliable outputs. In this 
paper a way to reconcile both methods and compare their results in the framework of the Oxford 
Foot Model5 is explored. 
In terms of the techniques employed, Gait is defined as the manner of walking6 and its study allows 
analysis of movement patterns, kinematics and kinetics, as well as the forces that are produced by 
movements and reactions with a force plate commonly used in such experiments7. This analysis has 
been employed in order to study the lower limb, through the implementation of a multi-segment 
foot model: the Oxford Foot Model.  

Foot Plantar Pressure is the pressure acting between the foot and the support surface during 
these activities. A force plate in the Gait Laboratory permits calculation of the total force applied 
by the foot to the ground and a Tekscan plantar pressure insole system allows the measurement of 
the force distribution over the subject's foot.  
Not only are we interested in the forces between the foot and the ground, but also in the internal 
forces involving soft tissue and joints. The response to a force will be determined by the plantar 



pressure. Therefore, plantar pressure is a critical issue when examining the foot.  
 
2.  Methods 

2.1.  Methodology 

The paper reports results on the reliability of the Oxford Foot Model under barefoot and shod 
conditions, as well as repeatability intra-person and inter-session. The method proposed introduces 
the use of specially designed shoes to enable simultaneous gait and plantar pressure analysis. 

Experimental analysis was carried out in the School of Engineering’s Gait Laboratory and 
surroundings. The laboratory consists of 12 infrared (IR) cameras, 1 force plate and 2 video 
cameras (digital). The cluster of IR cameras is able to capture the movement of reflective markers 
attached to a subject, as long as they are seen by at least three cameras. After the input of certain 
physical subject specific parameters to the system, a total of 43 markers are placed on the 
subject’s lower limb in line with the Oxford Foot Model guidelines. The plantar pressure system, 
on the other hand, requires only a step calibration. 

A repeatability analysis was first performed in order to understand which sensitivity to 
consider for the rest of the experiments. The same subject was markered up across four successive 
days and performed a dynamic trial. Results of the assessments were compared to study the 
median and the standard deviation for the angles studied.  

The experiment consisted of three sessions of 30 trials each. One third of these were in a 
barefoot condition, another third in a shod condition and the last 30 trials wearing the designed 
shoes. The last two sets of trials included analysis of the plantar pressure using Tekscan insoles. 

Static and dynamic trials were conducted. First a static trial was performed and used to scale 
the model for the participating subject. The participants were asked to stand on the force plate and 
remain still for a few seconds. Afterwards, the subjects were asked to walk at their own pace, 
stepping first with the right foot on the force plate, and then with the left foot. Each session consisted 
of a total of 15 trials for each leg. All the acquired information was processed using Vicon Nexus to 
gain a deeper knowledge about different joint angles. The evaluated angles were: 

• FF/HFA: Forefoot with respect to hind foot. 
• FF/TBA: Forefoot with respect to tibia. 
• Hallux with respect to forefoot. 

 
The analysis was performed over two gait cycle events: Foot Strike and Toe Off (first and fifth 
events in figure 1). 
 



  
Fig. 1.	
  Complete Gait Cycle analysed simultaneously with Motion Capture System (Vicon Nexus 

1.7.1) and Plantar Pressure Insoles (Tekscan).  

 
2.2.  Subjects 

The number of subjects participating was 15; this number yielded enough statistical power to 
obtain significant results. The number of subjects lies within the upper bound of previous studies 
which normally included 7-15 participants. The age of the participants was between 22 and 34. 
The only eligibility requirement for the participants was that they were capable of walking around 
the Gait Laboratory for up to 15 minutes. Males and females were asked to participate, though no 
analysis was performed by gender due to the small sample sizes. Experiments complied with all 
data protection requirements as stated in the BSREC ethical approvala obtained.
 
3.  Results 

While the results for the same person, under barefoot and shod conditions, showed a significant 
difference; the gait designed shoes proved to be reliable as the error introduced was smaller than for 
the repeatability analysis, as shown in figure 2. 

 
Fig. 2. Results for one person (three studied angles), foot strike and toe off for the three conditions. 

 



 
 
 

 
4.  Discussion 
 
The designed shoes proved to be reliable in terms of marker placement and plantar pressure (figure 
3). The utilisation of a plantar pressure mat is under consideration as it would overcome the 
mentioned constraints; however it would only allow the analysis of one stance at a time. 

	
  
Fig 3. Oxford Foot Model marker placement: barefoot, designed shoes and shoes. 

 
 
5.  Conclusion 
 
The proposed method can be used to reconcile barefoot and shod conditions in the Oxford Foot 
Model as it can mimic both conditions to study gait and plantar pressure at the same time. It is a 
promising method for conducting further research on foot modelling in order to obtain valuable 
information at the same time by triggering both systems simultaneously.  
Parameterized state space models are under development to simulate the foot, using experimental 
analysis to parameterize and validate the models. Foot is also being analysed from a structural 
numerical perspective, initially trialling a two-part model of the foot which consists of nine spring-
damper systems and was introduced by Gilchrist et al8. 
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Baropodometry and multi-segmental foot kinematics are frequently employed to get better 
insight into the mechanics of the foot-ground interaction in both biomedical research and 
clinical settings. Only a few studies have thus far addressed the association between 
intersegmental kinematics and the plantar loading of foot regions. The authors aimed here 
at better understanding the relationships between foot joint mobility and plantar loading by 
focusing on the correlation analysis between kinematic and kinetic global measures. 

An integrated pressure-force-kinematics system has been used to measure plantar pressure 
and rotations between foot segments during the stance phase of walking in 10 healthy 
subjects. An anatomically-based masking was applied to each footprint to obtain six regions 
according to the position of reflecting markers tracked by a stereophotogrammetric system; 
hence each kinematic segment could be paired with a corresponding loaded area of the 
plantar surface on an anatomical basis. Possible relationships between segmental motion 
and relevant baropodometric data were explored by means of correlation analysis. 

Weak-to-moderate negative correlations (r2<0.5) were found between mean and peak 
pressure and inter-segmental range of motion across all foot joints.  In general, larger 
motion in the foot joints during walking was associated with lower pressure and pressure-
time integral at rearfoot and forefoot and with larger pressure at midfoot. 

The study helps to improve our understanding of the relationships between joint mobility 
and plantar loading in the healthy foot and represents a fundamental preliminary analysis 
before addressing a number of possible clinical applications. 

 
keywords: kinematics, baropodometry, plantar pressure, foot joints, mobility 

 

1. Introduction 

The foot is generally regarded as a flexible structure which can adjust its flexibility in response to various 
external conditions and variable dynamic states, i.e. gait phases, within the motor tasks of daily living. In 
gait, both joint kinematics and plantar pressure have shown to be affected by functional and structural 
factors 1 2. In fact, pressure distribution can be seen as the effectiveness of the musculoskeletal system in 
absorbing the ground reaction forces and managing propulsion via the foot and its joints. Excessive 
repetitive load may develop into calluses, which become sites of peak pressure and pain. The relationship 



 

 

between foot joints mobility and plantar pressure has not been thoroughly investigated. Aim of this study 
was to combine a multi-segment kinematic model 3 with advanced baropodometric analysis based on 
anatomical masking 4, to investigate correlations between intersegmental kinematics and regional 
baropodometric parameters in the normal-arched healthy foot. 

 

2.  Methods 

Ten able-bodied subjects (26.8 ± 6.9 years; 67.5 ± 12.6 Kg; BMI 22.0 ± 2.7) with normal-arched feet 
volunteered in the study. An eight-camera motion system (Vicon, UK) was used to track foot segments 
during the stance phase of level walking, according to an established protocol 3. This implies tracking 
fourteen 10mm reflective spherical markers in correspondence of relevant anatomical landmarks of the 
shank and foot (Fig. 1, left). Simultaneously, a pressure plate (Novel Gmbh, Germany) recorded foot plantar 
pressure over three repetitions. An anatomical-based selection was employed to divide the pressure 
footprints in six subareas 4 (Fig. 1, bottom right). Maximum of mean and peak pressure, of vertical force, 
contact-area and -time, and pressure- and force- time integrals, were determined for each subarea. The 
relationship between range of motion (ROM) in each anatomical plane of each foot joint and of the medial 
longitudinal arch (Fig.1, top right) to baropodometric parameters in each subarea was investigated using 
Pearson’s and Spearman’s coefficients. 

 

Fig. 1. Left, feet of one of the subjects who volunteered in the study fitted with skin markers for kinematic 
analysis. Top right, multisegment model of the foot, where: SH is the shank; CA is the calcaneus; MI is the 
midfoot; ME is the metatarsus, and HA is the hallux. The circles represent the articulations included in the 
kinematic model. Bottom right, the six foot sub-regions according to the location of the reflecting markers placed 
on the foot. 



 

 

3.  Results 

 
Fig. 2. A Pearson’s r = - 0.57 (r2=0.32, p=0.001) was found between peak pressure (kPa) at the forefoot and frontal-plane ROM 
(deg) at the ankle joint. The linear regression line (red) is superimposed to the data points. 

 
Most of the statistically significant correlations (p<0.05) between foot joints ROM and baropodometric 
parameters were moderate (Pearson’s |r| =0.36 – 0.67). In general, motion at the foot joints was negatively 
correlated with pressure and pressure-time integral at rearfoot and forefoot (Fig. 2) and positively correlated 
at midfoot. Strong correlation was found between ROM of the medial longitudinal arch angle and pressure-
time-integral at the forefoot (Spearman Rho = - 0.93, p<0.05). 

 

4. Conclusions 

The association between limited joint mobility and increased plantar pressure has been previously shown in 
the diabetic foot 5 6 7. According to the sample of normal feet analyzed in this study, those feet presenting 
smaller joint mobility are associated with larger pressure at the rear- and fore-foot. A trend for decreased 
pressure at the midfoot was also detected in those feet presenting a stiffer medial longitudinal arch. A more 
flexible foot may allow better distribution of pressure at the plantar foot surface during gait thus limiting the 
contribution to plantar tissue damage especially in at-risk groups such as the diabetic feet 8. 
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Diabetic foot is an invalidating complication that can lead to foot ulcers. 3D finite element (FE) 
models (FEM) allow characterizing the loads developed in the different structures of the foot. A 
cluster analysis is a multivariate statistical technique used to group objects based on their 
characteristics. The aim of this study was to apply cluster analysis to FE-simulated plantar 
pressures and internal stresses of a group of diabetic neuropathic subjects in order to identify 
those at risk of plantar ulcers. Sixteen subjects underwent routine gait analysis in the 5 years 
preceding the study and experimental kinematics, kinetics and plantar pressure were acquired. 5 
years clinical follow up was performed and afterword 6 subjects ulcerated. 3D FE analysis was 
ran by applying subjects specific boundary conditions to a 3D FEM developed segmenting 
bones, cartilage and skin from one neuropathic subject’s MRI. The FE-simulated plantar stresses, 
von Mises, normal stresses in the soft tissues were used to run cluster analysis; three clusters 
were defined: 5 ulcerated subjects were grouped in one cluster with 3 non-ulcerated subjects. A 
longer follow up and a larger dataset is needed. This combined approach may infer useful 
informations on the risk of ulceration prior to wounds evolution. 
 
Keywords: Diabetic foot; Gait analysis; Finite element analysis; Three-dimensional; 
Multidisciplinary biomechanics approach; Cluster analysis. 

 
1. Introduction 
The prevalence of foot ulceration (FU) among patients with diabetes mellitus ranges from 1.3% to 4.8% 
in the community 1. The pathophysiology of diabetic FU is multifactorial, but diabetic peripheral 
neuropathy (DPN) is thought to be responsible for most cases. Diabetes’ complications cause alterations 
in foot structure and function, subsequently leading to increased plantar pressure (PP), which is a 
predictive risk factor for the development of diabetic FU 1-2. Recently others indicated that mechanical 
stress concentrations in deep tissues of the plantar pad of the DPN subjects’ (DPNS) play a dominant role 
in the mechanism of foot injuries and may lead to FU 3-5. Some experimental and numerical techniques 
have been explored to study this mechanical interaction between external and internal stresses and strains. 
While experimental analyses are limited solely to measurements of interfacial variables, a reliable 
numerical model (as FEM) can provide both the interfacial pressures and insight into internal stresses and 
strains tolerated by the plantar tissue 3-5. Moreover FEMs allow taking into account the critical aspects of 
the diabetic foot: the movement, the morphology, the tissue properties and the loads. Several recent 
models have used the FEMs to predict the loading of the foot’s components during standing and gait 3-5, 
in particular applied to diabetic foot pathology. However it should be considered that state of art foot 
FEMs have been developed under simplified assumptions such as foot sub-segments, material properties, 
and generic boundary conditions. The authors recently developed a foot FEM based on a neuropathic 
subject MRI 5. A cluster analysis (CA) is a multivariate statistical technique used to group objects based 



	
  
	
  

on their characteristics 6. This technique has provided an objective method of classifying different 
subjects based on their biomechanics characteristics and has recently been applied to gait analysis data 6. 
The aim of this study was to combined the two different methodologies (FEM and CA) in order to 
identify DPNS at risk of FU. With this purpose, a FE analysis was ran with the data of 16 DPNS and FE-
simulated contact pressures and internal stresses were calculated. The latters were used as input to k-
means CA and hierarchical CA.  
 
2. Methods 
2.1 Experimental set up 
 

Groups                non US        SD                    US              SD 
Subjects [#] 10  6  

Sex [# of males] 6 (60%)   4 (66.6%)   
BMI  mean[kg/m2] 24.3 2.9 26.3 2.0 
Age mean [years] 63.2 6.4 62.3 4.1 

Peripheral neuropathy  [#]  10 (100%)  - 6 (100%)   
Diabetic retinopathy  [#]  6 (60%)  - 5 (83.3%)  

Microalbuminury  [#]  2 (20%)  - 1 (16.6%)   
Vasculopathy  [#]  3 (30%)  - 1 (16.6%)  

Type of diabetes [#]  type1: 6 type2: 4 type1: 2,  type2: 4 
HbA1c mean 7.97 1.28 8.7 1.04 

Years of disease mean 28.1 12.5 20.8 20.2 
Cavus foot [#] 9 (90%)   6 (100%)   

Valgus Hindfoot [#] 4 (40%)   2 (33.3%)   
Varus Hindfoot [#] 1 (10%)  1 (16.6%)  
Hallux valgus [#] 4 (40%)   3 (50%)   

Foot deformities [#] 5 (50%)  3 (50%)  
Plantar callosity [#] 4 (50%)   3 (50%)   

Table 1. Demographic and clinical data the DPNS. # = number of subject, SD = standard deviation. 
 

Sixteen DPNS (Table 1) underwent gait analysis in the 5 years preceding the study and kinematics, 
kinetics and plantar pressure were experimentally measured by means of 4 segments 3D foot kinematic 
model 2: 6 cameras stereophotogrammetric system (60Hz, BTS S.r.l, Padova), 2 force plates (FP4060-10, 
Bertec Corporation, USA), 2 PP systems (0.64 cm2 resolution, 150 Hz, Imagortesi, Piacenza). The signals 
coming from all systems were synchronized as 2. A static trial and at least 3 gait cycles of each limb were 
collected. Neurological evaluation, Michigan Neuropathy Screening Instrument questionnaire and 
physical examination as in 2 were performed on every DPNS. The protocol was approved by the local 
Ethic Committee of the University Clinic of Padova and written informed consent obtained. 5 years 
clinical follow up was performed and afterword 6 subjects developed FU (ulcerated subjects (US)) 
under metatarsals heads.  
 
2.2 Finite element models 
Of the 16 subjects, one (age 61 years, BMI 25.8 kg/m2) was used to develop a foot FEM as in 5. His foot 
MRI in a completely unload condition was acquired with 1.5 T device  
 



	
  
	
  

 
	
  
	
  

 
 
(Siemens Avanto, spacing between slides: 0.7mm, slice thickness: 1.5mm, multi-fast-field-echo 
sequence). The gray-scale-images were segmented with Simpleware-ScanIP software (v.5.0) into 30 
bones, cartilages between them, and the foot skin as contour of the homogenous mass of foot soft-tissues 
(Figure 1). The mesh was generated with the Simpleware-ScanFE (7 mm edges - 84386 elements 3-5) and 
imported into Abaqus-CAE FEA software (Simulia, v.6.12), where a 3D horizontal plate was drawn and 
meshed with hexahedral elements (8 mm edges) to simulate the ground support. Material properties of 
different tissues were obtained from the literature (Table 2). For the plantar soft-tissues isotropic, nearly 
incompressible, hyperelastic second-order polynomial formulation was used as in 5 (increased stiffness by 
a factor 2 7).  
 

Component E [MPa] v  
Plate 17 - linear elastic isotropic 68900 0.3 
Bones 9 - linear elastic isotropic 7300 0.3 
Cartilage 6 - linear elastic isotropic 1.01 0.4 
Plantar fascia 6,7 - linear elastic isotropic 350 -  
Tendons/ ligaments 6,7 - linear elastic isotropic 250 -  
Soft tissues 
coefficients 6 

C10  C01 C20 C11 C02 D1  D2 
[N/mm2] [N/mm2] [N/mm2] [N/mm2] [N/mm2] [mm2/N] [mm2/N] 

DPNS model 7 0.17113 -0.1168 0.078 -0.0464 0.01702 1.82636 0 
Table 2. Homogeneous, isotropic, linear elastic and hyperelastic 2ndorder polynomial soft tissue materials. 

 
FE analysis was ran by applying each DPNS’s experimental vertical load and angular positions during 
loading response, midstance and push-off phases of gait (when critical loads occur in the foot of the 
DPNS). Gastrocnemius-soleus muscle force acting through the Achilles tendon was applied (50% of the 
ground load 3-5). The superior surfaces of the tibia, fibula and soft-tissues were fixed to simulate the 
effects of constraints from superior-lying tissues. A coefficient of friction of 0.6 4 was used in the contact 
surface between the deformable plantar soft tissues and the rigid plate. After the simulations, the PP at 
foot-supporting interface and both von Mises and normal stresses in the soft tissues were considered for 
the K-means and hierarchical CA. 
 
3. Results 
 
 
 
 
 
 

Figure	
  1: Workflow of the development of the FE model of the foot. 

Figure 2 Results of a1 US’s FEM simulation: Plantar pressures 
(left) and Von Mises internal stresses (right). 



	
  
	
  

 
DPNS FEM’s validity was assessed through comparison between the FE-simulated stress distribution and 
the experimentally measured one. The DPNS FEM loaded with their subject-specific static standing 
vertical forces underestimated the experimental peak PP of 6.3% (difference between the simulated and 
the experimental peak PP in percentage of the experimental ones). The comparison between the 
experimental and simulated data within the different sub-phases of the stance phase of gait showed that 
there was a good agreement in the overall patterns of predicted and measured although every FE 
simulations overestimated both contact pressures and contact area under the lateral mid foot. Peak stress 
level calculated from the internal plantar soft-tissues was expressed in terms of von Mises and normal 
stresses (Figure 2). The hierarchical CA (Ward’s linkage) gave the best results and led to the definition of 
3 well defined clusters (Table 3): 5 US  
were included in one cluster with only 3 non US and this was the cluster characterized by the larger 
presence of diabetes complications. 

  
Cluster N° subjects 

US/ non US 
Push-off Mid-stance 

Peak PP Mean PP Von Mises Peak PP Mean PP Von Mises 

1 0 / 3 0.423 0.108 0.000381 0.323 0.080 0.000251 
0.052 0.023 0.000174 0.020 0.010 0.000044 

2 1 / 4 0.371 0.097 0.000348 0.275 0.060 0.000245 
0.041 0.019 0.000050 0.017 0.007 0.000024 

3 5 / 3 0.390 0.104 0.000378 0.277 0.062 0.000228 
0.035 0.007 0.000042 0.028 0.004 0.000021 

Table 3. Results of the hierarchical CA: 3 clusters (values in % of the subject’s weight. 
 
4. Discussion 
In this study, a 3D DPNS model was developed, based on MRI data. Gait analysis driven FE analyses 
were ran with the data of 16 DPNS and results used for performing CA. Innovations consist in the 
integration of FEM, gait analysis and CA for providing insight in diabetic foot prevention. In term of 
FEM validity, results demonstrated a good agreement between the simulated and experimental peak PP 
values. CA results showed that 5 out of 6 subjects were correctly identified and developed FU. 
Correspondence was found between FE-simulated and clinical examinations at follow up. Limitations of 
the current study can be found that should not be neglected: only one subject specific MRI based model 
was developed and the other FE analysis were run by applying DPNS subject specific boundary 
conditions; material properties were taken from literature4-9; a longer follow up is needed in order to 
verify whether the 3 DNS included in cluster 2 and the 3 DNS in cluster 3 will develop FU; a larger 
dataset is needed to validate this methodology. Despite limitations, the method may have significant 
impact in providing a useful tool for diabetic foot prevention. 
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1. Introduction 
 
Radiotherapy treatment planning for patients with metallic hip prosthesis, for pelvic or abdomen 
malignancies, is often challenging. A very detailed knowledge of the prosthesis position and dimensions, 
necessary in the organ contouring process, is needed to achieve accurate dose distribution estimations in 
the surroundings of the hip. However, CT (Computed Tomography), the base methodology used to 
acquire data as  regards patient's centering and distribution of density of tissues in the treated volume, is 
not designed for such high-Z materials, as, in fact, typical diagnostic XR beams are heavily attenuated by 
metal objects. For this reason, in such cases, CT imaging of this regions is often degraded and inaccurate, 
resulting in difficult and approximate contouring of the prosthesis. 
The aim of this work was to establish a methodology to model known components of prosthesis implants, 
to be used in the phase of contouring during the treatment planning, in order to provide to physicians 
more geometrical information on the prosthesis implant, in addition to the CT imaging. 
 
2. Matherials and Methods 
 
Since diagnostic CT is not able to accurately reconstruct 3D voxel matrices (in DICOM format, the 
standard in a treatment planning system, TPS) of thick metal objects, such as the majority of prosthesis 
implants, we researched for an alternative approach. It has to be noted that many manufacturers of 
prosthesis components will usually not release detailed 3D mesh models of their products. For this 
reason, we had to develop a method to create our own mesh model from scratch, using the physical 
prosthetic component, and afterwards to convert it to DICOM format, being the standard for storing, 
processing and transmission of medical imaging such as CT scans and radiotherapy planning. 
In this work we developed and validated the model of an APTA® stem (Adler Ortho s.r.l., Milano, Italy), 
the femoral component of a hip prosthesis, made of a titanium alloy,  currently adopted and implanted to 
patients in many relevant Institutions, like the Rizzoli Orthopaedic Institute in Bologna. 
 
2.1 Acquisition of the 3D model 
In order to acquire a digitized 3D model of the prosthesis component, a photogrammetry approach was 
followed. This technique allows for the creation of a 3D mesh model from still images of the object of 
interest. Several pictures from different point of views are taken, in order to acquire the corresponding 
outline profiles, and as much details of the object surface as possible. More precisely, the software used in 
this work (3D Software Object Modeler, 3DSOM [1]), requires a calibration map visible in every picture, 



in a fixed position with respect to the investigated object. The map contains dots patterns which act as a 
reference, in order for the software to evaluate the camera position and distance from the object, for each 
picture. It also contains a calibration unit for the size, which allows the generation of correctly scaled (in 
mm) models. The acquisition setup of the pictures used in this work is presented in figure 1. The uniform 
contrasting background was helpful to isolate the object, so that a semi-automatic masking procedure 
could be used to identify the surface outlines from every angles. In the subsequent step the software 
performs the reconstruction of the 3D mesh model of the surface, based on the camera shot locations and 
on the masked outlines from all the acquired point of views. Fine tuning parameters, such as the number 
of used polygons, were adjusted in order to improve accuracy of the model. The final mesh model 
resulted in a polygon mesh, which could be saved in VRML (Virtual Reality Modeling Language) or STL 
(STereoLithography) file format. It has to be pointed out that even this acquisition system is adequate to 
allow for a description of the object sufficiently accurate as regards radiation treatment planning, by no 
way it can be considered as a reverse engineering attempt to model the real prosthetic component. 
In this work we took 30 pictures, 20 of which from a single orbit at half height of the stem (see figure 1), 
while the reminder from different positions to better reveal shape details contrasting to the background. 
 
2.2 Conversion to DICOM 
In order to retrieve the geometrical properties of the 3D model of the stem inside a radiotherapy TPS, the 
obtained mesh had to be converted to DICOM. This operation was not straightforward, since a 3D mesh 
is a collection of vertices and faces describing the surface of an object, while DICOM is essentially a map 
of a physical property inside a volumetric region, sampled in a defined number of voxels, plus a 
descriptive header. The conversion was divided in two steps, the rasterisation and the actual generation of 
the DICOM file. 
In the first step, the polygon mesh of the stem, which was generated as a closed surface, was mapped to a 
volumetric region with dimensions equal to the maximum extension of the surface along the three spatial 
axis. To this aim binvox [2] was used. This software implements an algorithm based on the work of 
Nooruddin, 2003 [3], and generates a binary raw image in which each voxel, if assigned to the inside of 
the surface, is set to one, otherwise is set to zero. Voxel size was derived from the 3D mesh, which was 
previously calibrated, so to preserve dimensional information. At first, the image was generated at higher 
resolution, in order to perform a more precise evaluation in the validation process (paragraph 2.3). 
In the second step, in order to generate a DICOM set which could be imported in a TPS system, a number 
of requirements must be met. For example, the structure of the DICOM header should be the same of that 
used by the TPS. For this reason, a full header of a routine centering CT image was exported and 
customized to match the properties of the new image being generated. This was accomplished using 
dcmtk [4] software, a set of tools to manipulate and generate DICOM images. With ImageJ  [5], the raw 
data of the volume image were converted to 16-bit format, down-sampled to match the voxel size of 
routine CT images (1.0x1.0x3.0 mm) and voxel values rescaled to obtain realistic CT numbers. 
 
2.3 Validation 
We assessed how accurately the modeled prosthetic stem, stored in the DICOM image, preserved shape 



and size of the original one. With ImageJ, length measurements (performed through line profiles) of 
different cross sections along the stem (figure 2) were compared to measurements performed with a 
caliber. Moreover, using the original mesh model of the stem provided by the factory, another model in 
DICOM format was generated following the same procedure described in paragraph 2.2 and the same 
cross sections were measured with ImageJ. 
 
2.4 Preliminary tests in a research radiation therapy software 
To test the feasibility of importing and contouring the patient stem implantation with the modeled one, we 
used a research platform for radiotherapy planning, CERR [6], under Matlab environment, and an 
anonymized treatment plan of a patient with a hip prosthesis. CERR allowed for the automatic generation 
of the contour of the stem, using a thresholding algorithm. The contour was then merged to the patient 
plan and, through translation and rotation algorithms suitably implemented, it could be aligned to the 
patient physical prosthesis by exploiting the most visible parts in the CT image, corresponding to the 
thinnest section of the stem 
 
3. Results 
The obtained model in DICOM format, as shown with the 3D viewer of ImageJ, was reported in figure 2. 
Shape and size comparison, as indicated in figure, were reported in Table 1. Slight deviations were 
observed, 5% on average in the comparison with the model provided by the factory, and 2% in the 
comparison with measurements with the caliber. Anyway differences were, in all cases but one, less than 
1 mm, equal to the pixel size of CT images used in this work. It was observed that the obtained model 
was inclined to overestimate the lesser of the stem geometrical axis, being anyway a minor issue which 
may depend on the optimization parameters used in 3DSOM. Also, the hole size at the top of the stem 
was slightly underestimated. 
As an example, in figure 3 was reported a centering CT in which is visible the contouring performed by 
the physician without any help and the structure derived from the model developed in this work. 

 
 



 
 

 
 
 
 
 
 
 
 
 
 
 
 

(a)            (b) 
Figure 1. Still images acquisition setup (a) and camera shot positions as evaluated in 

3DSOM during the mesh model reconstruction (b). 

Figure 2. 3D mesh model converted to DICOM of the femoral prosthetic stem obtained in 
this work. Measurements sections reported in Table 1 are indicated with arrows. 



 
 
 
 
 
 
 
 
 

 
 
4. Conclusion 
 
This work shows that accurate modeling of highly asymmetric objects, such as prosthesis components, 
using the photogrammetry technique may be achieved. The methodology proposed for the conversion of 
the mesh model to DICOM format showed good performance and may be further automatized. The 
preliminary tests conducted in a research environment showed that, given proper alignment tools, the 
model of a prosthesis may be usefully exploited in a TPS, in order to better characterize it in cases of poor 
CT imaging. 
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Figure 3. CT slice of a patient in which two contours of the prosthetic stem are compared. 
The smaller one, in orange, is derived from the 3D model, while the other is the contouring 

performed by the physician. 
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1. Introduction 

It’s well known the ability of X-irradiation to produce chromosomal damage inducing a decrease of 
reproductive ability among cell population [1-2]. Nevertheless, cells, in which a single ionization is not 
sufficient for death induction, but affect reproductive functions, have many physiological activities that 
continue. In this paper we investigated the effects of 2 different doses of X-irradiation (1 and 2 Gy) on 
some of these activities (i. e. spreading, proliferation, migration) focusing the attention on the 
cytoskeleton (CSK) structure on two cell lines, BALB/c 3T3 and Simian virus 40-transformed BALB/c 
3T3 (SVT2)cells. Indeed, CSK is involved in virtually all cellular processes and abnormalities in its 
function can result in many diseases, such as cancer [3-4]. Our studies showed that the alteration in the 
cytoskelatal architecture during malignant transformation is correlated with a less spread morphology, 
small adhesion plaques (the structures that form a physical link between the extracellular and the 
intracellular domain of the plasma membrane), an increased motility and an increased deformability. 
Finally, we investigated how X-irradiation alter cytoskeleton dynamics in both cell lines, assessing cell 
proliferation, spreading areas and migration ability. 

2. Materials and Methods 
 

2.1 Cell Cultures  

Experiments were performed on BALB/c 3T3 and Sv40-transformed BALB/c 3T3 cells (SVT2). Cell 
lines were cultured at 37°C in 5% CO2 in Dulbecco’s modified Eagle’s medium (Euroclone Ltd., UK) 
supplemented with 10% fetal bovine serum (FBS, BioWhatter, MD), 2 mM L-glutamine (Sigma, St. 
Louis, MO), 1000 U/L penicillin (Sigma, St. Louis, MO), and 100 mg/L streptomycin (Sigma, St. Louis, 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
1	
  Center for Advanced Biomaterials for health Care@CRIB, Istituto Italiano di Tecnologia, Largo Barsanti e Matteucci, 53, 80125 

Napoli, Italy 

2Interdisciplinary Research Centre on Biomaterials, Federico II University of Naples, Piazzale Tecchio, 80, 80126, Napoli, Italy	
  
3	
  Dipartimento di Fisica, Università Federico II, and INFN-Sezione di Napoli, Monte S. Angelo, Via Cintia, 80126 Napoli, Italy	
  
4	
  Dipartimento di Ingegneria dei Materiali e della Produzione, Universita di Napoli Federico II, `Piazzale Tecchio 80, 80126, 
Napoli, Italy	
  



	
  
	
  

MO). For proliferation curve, BALB/c 3T3 and SVT2 were cultured at a final concentration of 200 
cells/cm2, while for migration experiments and spreading evaluation at a concentration of (inserire dati), 
respectively. 

2.2 Cell X-rays irradiation 

Cell lines were exposed to X-rays  produced by a Thomson tube (TR 300F, 250 kVp, 0.8 Gy/min, 
Stabilipan, Siemens) and filtered by 1-mm-thick copper foil. Irradiation was performed using the facility 
installed at the Department of Physics of University of Naples Federico II. Before each irradiation a 
physical dosimetry was performed, using an ionization chamber (Victoreen, Mödling, Austria).  

2.3 Cell viability and Proliferation assay 

Trypan Blue exclusion was used to evaluate the effects of X-rays on cell viability. Cell aliquots were 
collected at different time intervals (0, 1, 3, 6 days) and stained for 5 minutes with Trypan Blue. Celle 
proliferation was measured by counting cells in Neubauer hemocytometer. 

2.4 Cell migration 

Cell migration experiments were performed by time-lapse microscopy (Olympus IX81 inverted 
microscope with 10x objective). Phase contrast images were collected at 5-min intervals for 12 hours. 
Manual cell tracking was carried out using ImageJ and the Manual Tracking plugin 
(http://rsweb.nih.gov/ij/). Speed was calculated by analyzing the acquired data with Chemotaxis and 
Migration Tool plugin (http://www.ibidi.de/applications/ap_chemo.html). 

2.5 Cell spreading analysis 

To assess the capacity of the two cell lines to spread before and after irradiation, images of Phalloidin-
Alexa-488 were captured, imported into ImageJ software for postprocessing and analysis of ventral area 
of cells. 

3. Results and Discussion 

The first important finding of this study is that X-rays doses of 1-2 Gy depressed substantially the 
proliferative activity in SVT2, but not in BALBc/3T3 cells one day after irradiation. We observed an 
approximately constant 30-35% decrease in the proliferating SVT2 cells when irradiated with lower dose. 
While the number of proliferating transformed cells decreased rapidly 2.4 fold after 1-3 days up to 4-5 
fold 6 days post treatment with high dose. On the other hand, BALBc/3T3 cells had a reduced 
proliferation compared to SVT2 cells and seemed to be not very sensitive to low dose. In the case of high 
dose treatment there was a decrease in proliferating cells up to 40% after 6 days from irradiation. The 
effects could be ascribed to the combination of two different effects, cell death and proliferation arrest 
(Fig. 1). 



	
  
	
  

 

Fig. 1. The proliferative capacity of SVT2 cells surviving after irradiation was profoundly affected already 24 h after irradiation in a 
dose-dependent way. BALBc/3T3 seemed to be sensitive to the high dose only at long time (3-6 days), while they were not very 
responsive to the low X-ray dose. 

 

Further, we analyzed the morphology and cytoskeletal organization of the cells in both control conditions 
and after treatment with two doses of X-rays using fluorescent microscopy. The morphology and 
cytoskeleton in BALBc/3T3 and SVT2 cells are compared in Fig. 2. BALBc/3T3 cells showed in control 
condition a high spreading (Fig. 2 A-B), well organized actin cytoskeleton and bigger vinculin adhesion 
plaques (data not shown) compared to transformed cells (Fig. 2 G-H). 24 hours after irradiation, both 
BALBc/3T3 and SVT2 resulted to be more spread compared to control cells when irradiated with higher 
dose and to have a more actin-rich cytoskeleton (Fig. 2 K-L), while there were no effect in spreading area 
and cytoskeletal organization when cells were treated with a dose of 1 Gy (Fig. 2 I-J). 



	
  
	
  

 

Fig 2. X-rays with dose of 2 Gy seemed to induce an increase in spreading and structuring of cytoskeleton at 24 h after irradiation. 
The increase in mean spreading area we measured when the two cell lines were irradiated with lower dose was not resulted 
significantly different.  

 

Quantitative time-lapse video microscopic analysis revealed random motility speeds of BALBc/3T3 were 
significantly decreased (0.27±0.15 µm/min) compared to speeds of transformed cells (0.77±0.32 µm/min) 
when the cell lines were not irradiated. Cell migration analysis showed that BALBc/3T3 cells responded 
rapidly to 2 Gy irradiation, by reducing their motility speed already at 6 h (0.20±0.11 µm/min) and also at 
72 h after irradiation (0.21±0.12 µm/min), while no variation in velocity was observed for lower dose. 
SVT2 cells seemed to be less responsive to X-rays in terms of migration ability at short time, while their 
motility rate resulted reduced in a significant way (p<0.05) at longer time both at low dose (0.67±0.26 
µm/min) and high dose (0.65±0.29 µm/min). These results could be explained considering the modified 
dynamics of assembly/disassembly of cytoskeletal network and focal adhesion plaques, as demonstrated 
by the increase in spreading and the presence of a more structured cytoskeleton in treated cells.  

We hypothesize that the observed increase in spreading and reduced velocity in treated SVT2 cells could 
ensure the shape stability of the cells and ultimately a mechanically integrity to the cytoskeleton structure. 

  



	
  
	
  

 

4. Conclusions 

The intrinsic migratory ability of malignant cancer cells is the way they utilize to invade adjacent tissues 
and the vasculature and, then, to form metastasis.  
Morphological and functional variations we observed in SVT2 cells, when they were irradiated with a 
dose of 1 Gy, suggested a more structured and stiff cytoskeletal network.  
We suppose that the stiffening of the cytoskeleton can be associated to a reduction in the invasive and 
metastatic potential of transformed cell. 
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18F-FDG positron emission tomography (PET) is widely used in Head&Neck radiation therapy 
target definition and tumor staging. In addition to these applications, this retrospective study  
focuses on the prediction of Texture Analysis respect to BTV (Biological Target Volume) 
deformation during radiation therapy treatment. 9 patients enrolled for Tomotherapy treatment 
have been included in this work. BTVs, based on Standardized Uptake Values (SUV), have been 
copied on treatment planning kVCT. Deformable registration have been performed along the 
different MVCT executed before each fraction of the treatment. SUV related texture features 
have been linked with tumor size variation. 8 of the 9 patients showed a substantial reduction of 
the size of the BTVs during the Tomotherapy treatment (range 8.6% - 33%). SUVmean and 
SUVmax, corrected for Partial Volume Effects, correlated (r>0.9) in case of BTVs  greater than 
7cc. For small lesion (<7cc) no relevant correlations have been founded.          

 
1. Introduction 

Many studies suggest that 18F-FDG positron emission tomography (PET) may bring important 
advantages for staging and radiotherapy planning in Head & Neck cancer patient[1]. Image guided 
radiation therapy (IGRT) and adaptive radiotherapy (ART) are relatively new techniques that consider  
tumor motion and tumor deformation during radiation therapy planning and during intra-fraction and 
inter-fraction radiation treatment[2]. This is very important not only for the reproducibility of patient 
position between subsequent fraction but also for organ at risk and target dimensions evaluation. Tumor 
regression is, in fact, a major feature in radiotherapy treatment response evaluation[3]. In these context 
texture analysis of PET images, a tool that reflects the underlying spatial variation and heterogeneity of 
voxel intensities within a tumour, may yield important predictive and prognostic information[4].     

The first part of this retrospective study focused on the procedure for biological target volumes (BTVs) 
definition on PET images of 9 patients enrolled for fractionated Tomotherapy IGRT treatment. The 
second step consisted on BTVs structure deformation over the different fraction and on tumor regression 
evaluation. The last section focuses on the prediction power of standardized  uptake value (SUV) related 
texture features for tumor regression      

 



Keywords: Deformable registration, PET, Texture Analysis 

 

2. Material and methods 

Nine patients were enrolled in this  study. Eligible patients had to have a pathologic diagnosis of head-
and-neck cancer, be treated with definitive external beam RT, and had have FDG avid gross primary 
lesion. Patient underwent radiotherapy with simultaneous integrated boost (SIB) using IMRT techniques 
and a protocol comprising 66 Gy to the PTV66 (planning target volume; region of macroscopic tumour) 
and 60 Gy and 54 Gy to the regions with high risk (PTV60) and low risk (PTV54) of subclinical disease 
in 30-33 fractions in 6 weeks. 

 

BTVs were defined, by a novel software with deformable registration and ROI mapping capability, 
starting from SUVmax  thresholding. An IQ NEMA phantom filled with 18F-FDG (4:1 ratio – hot 
spheres/background) was scanned with DSTE PET/CT (GE, Milwakee, USA) and the images were 
reconstructed with the standard clinical protocol: OSEM – 2 Iteration – 20 Subsets – heavy Filter (Same 
for the enrolled patients). BTV20 (20% of SUVmax), BTV40, BTV50, BTV60, BTV80 were drawn and the 
volumes of each ROIs were compared to the real volume of the relative hot sphere. IQ phantom scan was 
also used for partial volume effect (PVE) [5] and contrast recovery coefficient evaluation.  

PET/CT images where then co-registered to the CT used for treatment planning and the BTVs were 
overlaid to last CT.  BTVs, PTVs and CTVs were propagated on the MVCT, acquired during the pre-
treatment fraction. Each MVCT per fraction were registered to the planning kVCT for following the size 
trend of irradiated volume during the Tomotherapy course. 

SUV  related texture feature were obtained for BTV20, and BTV40 using CGITA [6] open software 
and then correlated with the angular coefficient of linear regression of  tumor size vs day from first 
MVCT.       

 

3. Results: 

 Target Definition: 40% of SUVmax is the threshold that minimize the difference between the measured 
and the real volume for lesion > 2cm3 (all lesion considered were larger than 2 cm3).  

 



 
Figure 1 IQ NEMA Phantom PET 

Scan (4:1 – Ratio Hot 
Spheres/Background) 

 
Figure 2 SUVmax thresholding  

 

• As reported in literature [5] PVE has a non-negligible effects on real uptake estimation. The 
difference between measured and real concentration varies between -49,5% and -2,4% (0,5 cm3 
– 26,5 cm3) for the maximum uptake inside a lesion and between -63.5% and -5,8% (0,5 cm3 – 
26,5 cm3) for the average uptake.  

 
Figure 3 Partial Volume Effect 

 
• ROI  definition and ROI size distribution 

 
                                                          Figure 4 BTV and PTV contouring 

 



Figure 5 BTV size distribution Figure 6 CTV & PTV size distribution 
 

Patient were stratified according to lesion dimensions. Three groups have been defined : 

 1. BTV40>7cc → 6 subjects 

 2. BTV40<7 cc → 3 subjects 

 3. Totality → 9 subjects 

 

• Tumor size trend was evaluated every about 6-7 fraction. 

 
Figure 7 BTV40 size trend 

 
Figure 8 PTV66 size trend 

• SUV related texture feature were extracted for BTV40 for each patient. In table 1 are resumed 
the feature analyzed. 

Correlations between angular coefficient of linear regression of ROI size vs Days Elapsed from first 
MVCT (s. fig.7-8) for each patient and extracted texture feature were calculated in accordance with 
equation 1.  

 

     (1) 

 



No relevant correlation were found for the group 2(BTV<7cc) and 3(all patient) but group 1 (BTV>7cc) 
seems to show interesting result. Correlation matrix for Group 1 is reported in table 1. 

BTV40>7cc 
SUV 

Max 

SUV 

Mean 
SUV 
SD 

SUV 
Skewness 

SUV 
Kurtosis 

SUV 

Entropy 
  SUV 
Variance Vol 

BTV40 
regression -0,91 -0,91 -0,85 -0,70 -0,61 -0,89 -0,68 -0,59 

PTV66 
regression -0,64 -0,42 -0,71 -0,65 -0,40 -0,35 0,44 -0,28 

Table 1 Correlation Matrix for Group 1 (BTV40 >7 cc) 
 

4. Conclusions: 

This study confirmed that threshold on 40% of SUVmax may lead to reliable results and that partial 
volume effect plays an important role on quantitative measurement in nuclear medicine. BTVs 
deformation/regression have been studied for 9 patient underwent to  Tomotherapy treatment. Finally 
SUV related texture feature (in particularly PVE corrected SUVmax and PVE corrected SUVmean) seems to 
have a good prediction power on 18F-FDG-avid zone of lesion regression larger than 7cc.  However a 
larger number of patient is needed to validate the result before implementation in clinical practice.    
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Scripting automation offers the possibility to reduce involved resources in order to apply 
Adaptive Radiation Therapy (ART) in the clinical day routine. We used a Treatment Planning 
System (TPS) to achieve the goal of ART and speed up the whole process by script development. 
Nowadays, due to automation we could follow biomechanical organ motion and reduce time 
consuming. We presented the time gain and advantages between scripting automation and user 
interface approach. Using python scripting approach, we collected statistical volume-dose data of 
51 patients (Head and neck, Prostate, SBRT Lung) treated by Tomotherapy. As novel 
biomechanical approach in radiation oncology, we focused on H&N results and we used script to 
analyze parotids organ variations of 23 patients during the course of therapy. We evaluated 
properties and motion of parotids system and we quantified the displacement of those glands 
during the treatment sessions compared to clinical aspects. 
 
Keywords: script automation; biomechanics; radiotherapy. 
 
 

1. Introduction 

Adaptive Radiation Therapy (ART) technique begin to be a new standard for advanced radiotherapy 
treatment because offers the possibility to personalize and adapt the patient treatment plan based on 
anatomical organs deformation due to diagnostic imaging.  

This technique needs to be investigated and automatized in order to apply it, in the clinical routine [1], 
limiting the request of resources. Our study is based on Treatment Planning System (TPS) that it allows 
the application of ART and the development of IronPython script (IS) in order to automatize and speed 
the inner operations of ART process [2]. The automatized approach has allowed collecting and evaluating 
statistical dose-volume data of 51 patients from Tomotherapy treatments. 

As well as ART, biomechanics aspect in radiotherapy have grown in importance in the last decades. The 
major step was to focus on H&N pathology, which have such a critical aspects in clinical routine, caused 
by typical motion of the glands (e.g. parotids) during the therapy treatments [3]. We evaluated and 
analyzed the variations and displacement of parotids compared to the first treatment session, laying the 
foundation for an important research in the field of radiation therapy in the future also applicable to other 
diseases. 

 



 

2. Materials and methods 

2.1. Scripting automation in ART process 

A mix of 23 H&N, 20 prostate and 8 Lung SBRT cases, amounting to1340 MVCT were imported and 
post processed using TPS and python scripting. Each H&N patients received an MVCT (Mega-Voltage 
CT) for setup purpose. The course of treatment consists in 30 daily fractions (equivalent to 30 CT 
studies). Performing Adaptive RT workflow such import DicomRT studies, make rigid registration, copy 
ROI (Region Of Interest) from CTn to CT1, perform deformable image registration (DIR), mapping ROI 
and extract the statistical data of the deformable doses and ROIs volume it is possible to follow the 
mechanical motion of the glands during therapy. We compare time consuming to perform both manual 
and automatic ART operations. We create a large patients database with the improvement effort by the 
scripting. 

 

2.2. Scripting automation in biomechanics 

During H&N treatments, parotids could have important quantitative variations in both dimension and 
position. Using scripts development, we analyzed the distance variations between these organs from 
therapy session to session. 

 

  
Fig. 1 – At left side: hybrid deformation of parotids and mandible for H&N patient. Right side: parotids problem modelized. 

 

The script is launched in each patient after the deformation process occurs and it creates in automatic way 
a point of interest (POI) in the planning image (kVCT) exactly in the absolute coordinates point (0,0,0). 
The origin and points are to the other images (MVCT) but in different coordinates, based on the 
deformable grids. POIs are useful as a reference point in order to simulate the real system as a 
triangulation problem (e.g. See Fig. 1) and to calculate variables of system. 

 

3. Results and Discussion 

3.1. Script: time comparison between manual and automatic approach 



Time consumption is related to HW and code optimization. Using IS, human tasks can completed in 
nighttime, when the consoles are out of service, so to provide operators with important partial results and 
warning indicators during morning. ART results for each pathology are reported here as mean time for 
each operation groups. 
 

 

H&N Prostate SBRT Lung 

A (min) M (min) Time 
gain (%) A (min) M (min) 

Time 

gain (%) 
A (min) M (min) 

Time 

gain (%) 

CT/MVCT import  -  

Rigid registration 
30 50 40 43 55 22 7 10 30 

CopyROI –  

Hybrid deformation – 

 Mapping ROI 

180 240 25 140 240 42 15 50 70 

Statistical data extraction 60 350 83 60 360 83 3 70 96 

Total time 270 640 148% 243 655 147% 25 130 196% 

Table 1 – Time for ART in comparison. 

 

The average time gain for the 3 pathology analyzed: H&N, Prostate and SBRT Lung is respectively of 
370, 412 and 105 minutes. In terms of percentage, the time gain stands almost at 164%, equivalent to 5 
hours for each patient processing. 

 

3.2. Biomechanics: evaluation of parotids motion 

: Average difference between parotid-parotid distance   in the nth session and the 
same distance in the first day of treatment. This quantity could give us information about the 
displacement of the system “Left Parotid” and “Right parotid”. A negative value means that parotids in 
the nth session have decrease distance from the first session and vice versa.  

: Average difference between the semi side of one parotid in the 
nth session and the same parotid semi side but in the first session.  gives information about the 
displacement of one parotid independently to other parotid, because it is an asymmetric system. 



 
Fig. 2 – Left side: ∆semiside average trend for right parotid (red) and left parotid (green) Vs session numbers. Right side: ∆d12 trend 
Vs session numbers. 
 

4. Conclusions 

ART automation involves in 3 main advantages: 

1. Time reduction for patient and treatment post-process.  
2. Limited user operation (only the dose warping operation are not automatized).  
3. Saving labor costs and possible human errors during the manual approach. 

 

The improvement in terms of time was significantly high, though some tasks need to be checked out by 
user. We report some critical aspects: 

• Rigid transform matrix with rotation > 5 degrees need to be revised, due to abnormal ROIs and 
doses deformation. 

• Copy ROIs operation sometimes failed and ROIs are copied outside the external body of the 
patient. 

 

The above errors are detectable through some script for checking results.  

• If DIR is carried out in studies with cranio–caudal slices < 6cm in width, results are affected by 
errors (e.g. due to limited CT study used during the rigid registration). 

• Limited MVCT FOV (Field-Of-View) for large patients can introduce errors during mapping 
ROI and dose warping (DW) for lateral structures. 

• Prosthesis implants can produce artifacts both in DIR and DW. 

 



The biomechanical results are: parotids have an asymmetric trend through sessions. The right parotid 
have a larger displacement than left one, and may be this need to be investigated if is imputable to the 
clock-wise rotation of the Tomotherapy and to some reconstruction algorithms. 

The average distance between left / right parotid is decreasing with sessions number due the efficacy of 
radiotherapy treatment and because patients, usually, lose weight during treatments. This biomechanical 
analysis can help to understand the motion of the glands during course of therapy. Many tumor tissues 
decrease during the treatment and are replaced by the healthy tissue and organs that appear in motion.  
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Abstract 
The study has analyzed and validated methods for Adaptive Radiation Therapy (RT), whose goal 
is the optimization of the daily radiation treatment based on the anatomical variations and patient 
dosimetry. Using IGRT (Image-Guided Radiation Therapy) techniques, was conducted an 
analysis of 51 patients treated by Tomotherapy, subdivided by three pathology: Head and Neck 
(H & N), Prostate Adenocarcinoma (ADK) and Lung Stereotactic Body Radiation Therapy 
(SBRT). 
Neural networks, developed and implemented in this work, allow to identify, within the 
statistical sample, the cases that reveal criticality not in line with the average trend of the 
patients. Getting information about the complex anatomy affected by deviations from the initial 
constraints and setting them from the time point of view, it becomes possible to plan the clinical 
activity and make the methods of warping usable for correction of the daily treatment delivery. 
Among the various anatomical regions analyzed, the use of Adaptive RT techniques proved to be 
especially useful for parts subject to temporal variations in the course of the therapy. In 
particular, parotid glands, rectum, bladder, and lungs were sensitive organs for the study. The 
work lays the foundation for research studies regarding deformation of organ through 
biomechanical approach to validate a method intended, presumably in the near future, the real 
clinical practice. 
 
Keywords: Adaptive Radiation Therapy, Neural Network, IGRT, Tomotherapy, Biomechanics.



 
1. Introduction 
Volumetric-spatial changes of Organs At Risk (OAR) and tumor target, during Tomotherapy 
treatment, can alter the dose distribution with respect to the constraints outlined in the planning 
stages, causing possible recurrence of toxicity in short and long term. Mathematical methods for 
the evaluation of organ motion and registration algorithms make it possible to automatically 
generate hybrid Region Of Interest (ROI) on deformed Megavoltage CT (MVCT) images. To 
correct these anatomical and dosimetric differences compared to the original plan, it is necessary 
re-planning therapy. However, taking into account the time and cost for a daily re-planning, it is 
not, generally, sustainable for all patients in busy clinic. The neural networks presented in this 
work allow to identify cases that have developed critical volumetric and/or dosimetric variation, 
during the weeks of radiation treatment, making the Adaptive Radiation Therapy techniques 
truly applicable and sustainable. 
 
 
2. Methods and materials  

2.1 Clinical Data 
The work is part of a research project funded by the Ministry of Health and has been developed 
at the Medical Physics and Radiation Oncology Department of the University Hospital of 
Modena. The study focuses on the technique of Image Guided Radiation Therapy (IGRT) 
through analysis of 51 patients divided into three pathologies: H & N, Prostate ADK and Lung 
SBRT. Within a dedicated experimental software, a hybrid algorithm of deformation 
automatically generates a mesh grid on the deformed ROI on daily MVCT images, starting from 
the contours on the kVCT image planning. The data are used to extract the volume and dose 
evolution during the course of therapy. 
 

2.2 Neural Network Architecture  
To quantify the added value of Adaptive RT techniques, an algorithm has been developed in 
which the volume and dose differences are identified in comparison with the first day of 
treatment. The statistical divergence, between the classical treatment plan and its daily 
optimization, is investigated. We used and unsupervised procedure on the dataset. Into the 
research, a Cluster Analysis plays a discovery role of latent structures, in order to infer the most 
likely partition; then, Support Vector Machines (SVM) functions are used to identify its optimal 
separation hyper-plane. The algorithm was developed and implemented in MATLAB and it is 
structured in such a way to be able to identify three main phases (Figure 1). The parameters 
accounted for the analysis of each ROI are the volume (V) and the dose (D). In order to have all 
the information available, in addition to Daverage, were considered also the percentages of D 
relative to the total volume fractions: D99, D98, D2, D1. 



	
  
Figure 1 Neural Network architecture flow chart 

 
• Step 1: Clustering 
Weekly matrices of all patients analyzed are given in input and, by setting the ROI and 
parameters of the k-means algorithm (number of K clusters and distance metric), is obtained an 
output division of data into K groups, with information of the centroid coordinates, distances 
between each point from them and the Similarity Index. 
• Step 2: SVM training 
It instructs the classifier to generate a curve of optimal separation hyper-plane D / V and generate 
acceptance ranges around the centroids of the clusters. The hyper-plane has been obtained by 
setting the kernel as a linear function, with a compromise between the complexity of the decision 
rules based on the learning and performance on generalized samples not yet analyzed. 
• Phase 3: Testing 
New normalized patient data (in course of therapy) are initialized as input to the classifier. 
According to the arrangement of the latter in the plane, the algorithm assigns a class to new 
couples and quantifies the percentage changes in terms of D and V with respect to the patients’ 
behavior, emerged during the learning process. 
 



2.3 Predictive output cases 
The output of new patient may reveals 4 different placement cases ( 

Table 1) of the parameters compared to 2 cluster: classical treatment plan and simulation of 
Adaptive RT, identified by the classifier based on the training. 

A. Predictive. The new patient will follow a weekly trend that is reasonably comparable 
with the average values of V and D obtained from gold patients post-processed. 

B. Adaptive. The warping methods highlighting differences in the morpho-dosimetric plan, 
provide added value not obtainable with the current gold standard. A physicist-
physician meeting would be advisable to discuss a possible therapeutic intervention to 
reschedule re-planning. 

C. Error. Output unlikely, due to a bias of the software. 
D. Warning. The present patient should be monitored carefully. The latter may be 

characterized by an anatomical behavior or delivered dose out of the ordinary; 
otherwise, there may be a systematic error of patient positioning during treatment setup. 
The latter possibility can be identified with a multiple blinds on the behavior of other 
ROI of the same patient.  
 

Case 
 

Cluster A: not 
Deformed (Blue) 

 
Cluster B: 

Deformed (Red) 
Example images 

A Inside Inside 

 

B Inside Outside 

 

C Outside Inside 

 

D Outside Outside 

 
 

Table 1 Neural Network Output cases  



3. Results 

Neural networks have given information related to the usefulness and applicability of the 
Adaptive RT techniques in the clinical setting. Given the learning phase, obtained by the 
morphological information of 1500 MVCT analyzed, the implemented algorithm was validated 
on test patients during treatment: 8 test cases of H&N region and prostate treatment were used. 

Regarding H&N patients, the Figure 2 shows that in the first 3 weeks of therapy we can be 
predictive. At least 75% of patients exhibits an output in line with the average behavior of the 
patients analyzed. From the third week onwards occurs a reversal of the trend. In the last two 
weeks of therapy, all test patients would need a re-plan intervention due to changes on the body 
and especially in the parotid glands. The parotid glands are the evidence of a volume reduction 
of 30%, with an increase in the mean dose of approximately 10%. 

   

Figure 1 Test Patients Frequency vs. Week 
(H&N) 

Figure 3 Test Patients Frequency vs. Week 
(ADK)

In the case of Prostate ADK is not possible to identify a clear time dependence (Figure 3) 
due to the fact that this anatomical region is characterized by OAR, as the rectum and 
bladder, where changes are strictly dependent by the arbitrary degree of readiness with 
which the individual patient comes to the therapy session (Figures 4 and 5). The methods 
of warping assume even greater importance in this context since, in the absence of 
predictive techniques for monitoring, would not be possible to notice any changes if not 
after the successful delivery of the dose to the patient. Volumetric changes of over 30% 
and 40% respectively for the rectum and bladder were found for 25% of the patients 
already in the mid-course of treatment. 

   



Figure 4 3D rectum reconstruction 
with/without adequate clinical preparation 

Figure 5 3D bladder reconstruction 
with/without adequate clinical preparation

4. Conclusion 

The research work conducted provides a tool that discriminates individuals or treatments 

not in line with the average patient trend and allows predicting an event or anomaly. The 

added value inherent the techniques of Adaptive RT, becomes in this way useful in 

clinical practice, applying it not to the totality of patients undergoing radiation oncology 

treatments, but targeted to a subset of these. Adaptive RT techniques have proved most 

useful for organs subject to temporal variations in the course of the therapy. These 

morphological changes can be analyzed and simulated in order to test the biomechanical 

prediction of moving target and to validate the clinical data in real-time Radiation 

Therapy. The realization of anthropomorphic phantoms that simulate the processes of 

organ deformation and the creation of realistic models relating to the dynamic movement 

of organs such as the parotid glands, rectum, bladder, ribs and lungs are currently under 

develop in the areas of experimental research activities suited to a steady increase in 

accuracy and efficiency for clinical practice of radiotherapy. 
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ABSTRACT 
 
The development of high complex methods of irradiation in radiotherapy, to avoid divergence of 
the treatments compared to the constraints outlined in the planning stages, has introduced new 
fields of research, such as organ motion and deformation. 
Taking into account the dynamics of breathing, the four-dimensional computed tomography 
(4DCT) allows to follow these steps, involving different anatomical conditions at progressive 
time steps. However, it remains crucial, the analysis of the artifacts in the breathing phase caused 
by the irregularity of the respiratory of patients undergoing radiation treatments. 
This study represents a first approach to the biomechanical evaluation breathing using humanoid 
robot. For Adaptive Radiation Therapy (RT) purpose, an anthropomorphic phantom was built 
using LEGO Mindstorms and programmed in LabVIEW to simulate the processes of breathing, 
tumors and organ motion in the lung district. The intent is to simulate the human physiology to 
follow and predict changes in the morpho-dosimetry of patients in order to increase the accuracy 
and improve efficiency of clinical radiotherapy 
 
Keywords: Biomechanics, LEGO Mindstorms, Adaptive Radiation Therapy. 

 
1. INTRODUCTION 
 
The real-time imaging represents one of the greatest challenges in modern radiotherapy. The standard CT 
acquisition "freeze" images of tumor and Organs at Risk (OAR) in an arbitrary respiratory phase. In this 
configuration, are possible systematic errors due to incorrect positioning of the patient or random error 
related to the breathing motion. The lack of knowledge, of the exact location of the tumor and 
surrounding organs, add degrees of uncertainty during the contouring, planning and delivery of the patient 
treatment. Information related to respiratory motion can be obtained by means or by a 4DCT study [1]. 
However, it remains a fundamental understanding of the dynamics of internal organ motion of the rib 
cage of the patient. If by gating systems it is possible to reconstruct the patient's respiratory route, this is 
not easily deductible for tumor mass submitted to compressions and expansions related to the breathing 
sinograms. This uncertainty could be crucial for organs constrains (e.g. rib) in some treatment, such in 
lung stereotactic treatment (SBRT). The impact of respiratory irregularity is actually taken into account in 
this preliminary study, through the developing and programming of an anthropomorphic phantom to 
simulate precisely those trends in real-time during the breathing of patient. 



 
2. METHODS AND MATERIALS  
2.1 ADAPTIVE RT 
 
The goal of the Adaptive Radiation Therapy methods is the daily optimization of radiotherapy treatment 
plan based on the anatomical variations and patient dosimetry or the real-time adaptation to the variance 
(e.g. due to the organ motion) [2]. To actually make this technology usable in the daily clinical practice, 
algorithms, hybrid recording, scripting automation processes and predictive analysis made it possible to 
quantify anatomical and dosimetric differences of patients, during the course of therapy,  compared with 
the original plan. For clinical Adaptive RT, makes the fundamental research in biomechanics of 
morphological variations, the creation of realistic models of the motion of organs in real-time. 
 
2.2 PHANTOM CONSTRUCTION 
 
Within the project funded by the Ministry of Health, an anthropomorphic phantom was developed at the 
Medical Physics and Radiation Oncology Department of the University Hospital of Modena. The robot 
was built using LEGO Mindstorms programmable EV3 , adding to the Core Set of base expansion set 
main features of the LEGO [3,4] ( Figure 1): 
 
Motors and servomotors 
• Sensors touch 
• Gyro sensors 
• Ultrasonic Sensors 
• IR Sensors 
• Light Sensors 
• Remote control 
• Programmable CPU . 
 
 
 
 
 
 
 
 
 
 
Figure 1 Sample of LEGO Set 
 
By combining these innovations with the complete freedom offered by building bricks, it was possible to 
achieve a low cost solution for a home-made anthropomorphic phantom ( Figure 2) for medical physics 
purposes that mimics the motion of pulmonary region, in paediatric scale. The gears and robotic parts are 
generally made of plastic material and this avoids the production of artifacts, of some commercial 
phantom, during the CT acquisition. 
 



The experimental idea was developed from “zero”, because no instruction is available and it has required 
to associate knowledge’s of engineering, mechanical, physics and medical physics with added of fantasy, 
in order to obtain something reliable, reproducible and flexible to simulate of the breathing motion 
 

    

          	
  
Figure 2 Sample step design of the LEGO Robot 
 
3. RESULTS 
 
To faithfully simulate the dynamics of breathing, the phantom is equipped with a system of mechanical 
gears that allows the simulation of 4 ribs with simultaneously and independent motion at different angular 
velocities. As the human breathing, resulting that the lower ribs have a greater opening instead of the 
upper ribs of the chest. Within the thoracic cavity takes place a housing of two tumor masses whose semi-
random movement is monitored by the presence of the markers that allow us to follow and recognize the 
process of organ motion within the acquired images.  
The breathing rate is provided as input by the Intelligent Brick with a LINUX operating system with CPU 
and 64 MB RAM. The system is fully programmable using LEGO Mindstorms Educational EV3 software 
based on LabView (Figure 3). 



	
  
Figure 3 LEGO Mindstorms – LabView software 
 
The patients sinograms, obtained by an optical surface tracking system (VisionRT), are provided as input 
to the system using an array pre-loaded. The LEGO, equipped with ultrasonic sensors, is considering the 
possibility of obtaining such information through real-time "observation" of dynamic motion systems.  
The study of organ motion will be possible in the next stages of development, following during the CT 
acquisition, in parallel, the patient breathing and simulate in real-time the phantom motion. The statistical 
data and physics implementation could be a gold standard in Adaptive RT process. Within this method it 
will be possible not only to quantify the degree of divergence due to the internal dynamics of deformation 
of the organ, but also to predict and time-frame situations in real time to apply to the patient during the 
course of therapy  
 



	
  
 
Figure 4 Flowchart of the biomechanical simulation  
 
4. CONCLUSION 
 
Radiation treatment of lung area require adequate representation of the anatomical region of interest, for a 
correct calculation of the amount of dose delivered. A high degree of sensitivity relative to organs at risk 
and target tumor becomes so crucial to ensure that the dose distributions are consistently aligned with the 
therapeutic targets, without introducing additional risks. The creation of realistic models relating to the 
dynamic movement of organs, real-time tools, in conjunction with predictive analysis related to the 
Adaptive RT processes, are areas of experimental research activities suited to a steady increase in the 
accuracy, efficiency of clinical radiotherapy and the development of system in real-time. 
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Glioblastoma are the most common and malignant primary brain tumors and are aggressively 
treated with surgery, chemotherapy and radiotherapy. 
Present radiotherapy treatment plans are based on standard fractionation concepts and don't take 
into account recent developments in biology, as the discovery of the presence of radioresistant 
cancer stem cells along with differentiated cells inside the tumor. 
Kinetic models involving both these cell populations exist and they can help the evaluation of 
different dose schedules as well as the research of optimized schedules. 
The model implemented considers the radioresistance acquired after a radiation dose and is 
based on parameters that could be deduced from gene expression data, advanced magnetic 
resonance techniques as magnetic resonance spectroscopy, or estimates from previous 
experiences. 
 
Keywords: glioblastoma, radiotherapic treatment, kinetic model, stem cells 
 

 
1. Introduction 
 
Glioblastoma are the most common and malignant primary brain tumors and are aggressively treated with 
surgery, chemotherapy and radiotherapy. 
Present radiotherapy treatment plans are based on standard “radiobiology 4-Rs” (Reassortment, Repair, 
Repopulation, Reoxygenation), that are the processes that let foresee cellular radioresistance or 
radiosensibility according to metabolic pathway expression, cellular cycle, tissue oxygenation and 
population growth. These 4-Rs are evaluated studying clonogenic curves of differentiated cancer cells and 
they have led to standard fractionation concepts. 
Recent developments in biology showed that in glioma, as well as in other malignancies, cancer stem 
cells (CSC)  exist  along with standard and well-studied differentiated cancer cells. CSCs manifest 
radioresistant phenotype while differentiated sensitive cells (DSC) show greater radiosensibility. 
Increasing evidences of CSCs role in treatments and in the pathology progress/eradication can be found in 
contemporary literature1, 2, 3. They take account of the fact that CSC need to be treated using specific 
schedules, and that post-treatment surviving CSC populations can repopulate the tumor. 



Among other, CSCs growth can be estimated by mathematical models4 that can describe the cell killing 
after each radiation event, the different radio-resistance of CSC and DSC, the proliferation rate of CSC 
and DSC, the reversion rate from the differentiated phenotype to the undifferentiated one and the 
maturation of CSC into DSC. Such a model can lead to innovative treatment plans , adjusted to follow 
CSC development. 
All these processes are driven by experimental/empirical parameters such as proliferation rates, fraction 
of reverting  DSCs , quiescence times and parameters characterizing SLRCs and DSCs response to 
radiation . 
The aim of this study was to adapt to human’s glioma the existent model, developed on murine 
population4, in order to compare different radiation dose schedules and find optimized ones. 
 
2. Material and methods 
 
Human’s biological parameters used within the model were obtained with different approaches. 
Some of the parameters for the kinetic model are based on gene expression data available from public 
repository. Among various datasets, we selected  two experiments, identified by the Accession number : 
GSE1923 and GSE1128. The first dataset has 15 Samples and is on the Identification of PDGF-dependent 
patterns of gene expression in U87 glioblastoma cells, while the second experiments has 11 Samples and 
is on PDGF-induced genes regulated by the PI3K and MEK/ERK signaling pathways. Both experiments 
contains more than 20000 probesets. 
A further approach, that could lead to the evaluation of tumor proliferation parameters, is the 1H-
Magnetic Resonance Spectroscopy (MRS) that can provide in-vivo biochemical information in a non-
invasive way5, 6, 7. Although this in-vivo technique can hardly provide information about stem cell (such 
an evaluation could be properly performed only with high resolution MRS), however it can describe the 
cancer differentiated population in terms of N-Acetyl Aspartate (NAA), Choline (Cho), Creatine (Cr), 
Lactate (Lac) and Lypides (Lip) metabolites ratios. 
 
3. Conclusions: 

 
Actual radiotherapic plans treating gliomas are based on standard fractionation concepts and don’t take 
into account the differences between sub population of stem and differentiated cells. 
 Including glioma cancer stem cells contribution in the model used to evaluate treatment plans could help 
comparing different radiation dose schedules and could help finding optimized ones.  
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Glioblastoma multiforme is the most common and aggressive primary brain malignancy, with 
poor prognosis and a lack of effective therapeutic options: after surgical resection (if possible) 
they are treated with radiotherapy and/or chemotherapy.   
Mathematical models can take into account tumor cellular heterogeneity and dynamically 
acquired radio-resistance to predict the effectiveness of different radiotherapy schedules. The 
application of kinetic model in human glioblastoma needs a series of specific parameters to 
describe tumor growth and histology of representative tissue could lead to the determination of 
such parameters. 
Using MRI advanced techniques could help evaluating these parameters non-invasively and in a 
more local specific way. 
 
Keywords: glioblastoma; magnetic resonance spectroscopy imaging; dynamic susceptibility-
contrast magnetic resonance imaging. 

 
1. Introduction 
 
Glioblastoma multiforme (GBM), WHO (World Health Organization) classification name 
“glioblastoma”, is the most common and aggressive primary brain malignancy, with poor prognosis and a 
lack of effective therapeutic options (surgical resection followed by radiotherapy and/or chemotherapy). 
GBM tumors rapidly growing are characterized by the presence of small areas of necrotizing tissue that is 
surrounded by anaplastic cells. Furthermore, increasing evidences of cancer stem cells role in the 
pathology progress/eradication can be found in contemporary literature.1, 2, 3 
The development of high-field magnetic resonance allowed use of advanced magnetic resonance imaging 
(MRI) techniques, such as spectroscopy, perfusion and functional imaging to improve the imaging of 
brain tumors. In addition to the anatomic or structural information available with conventional MRI, 
advanced MRI techniques also provide physiologic information about tumor metabolism and 
hemodynamics. 
Recent studies on murine population suggested the applicability of mathematical models4, based on 
theoretical and experimental approaches, to describe tumor growth and metabolism. These models can 
take into account tumor cellular heterogeneity and dynamically acquired radioresistance to predict the 
effectiveness of different radiotherapy schedules.  
The application of kinetic model in human GBM needs a series of specific parameters to describe tumor 
growth and histology of representative tissue could lead to the determination of such parameters. This can 



be made either with a closed CT or MR directed stereotactic needle biopsy or via an open craniotomy. 
Stereotactic biopsy is often not achievable because of its high risks of morbidity and mortality for the 
patient. Moreover, the tissue chosen by neurosurgeon during surgery could be too small or it could be not 
representative of the whole tumor.   
The aim of this study is to use functional in vivo techniques MR spectroscopic imaging (MRSI) and 
dynamic susceptibility-contrast MR imaging (DSC-MRI) to assess tumor metabolism and vasculature 
characteristics quantitatively, in order to use patient-specific mathematical models to predict radiotherapy 
effectiveness.     
 
Material and methods 
 
The evaluation of these parameters could be done using advanced MRI techniques as MRSI and DSC-
MRI on a 1.5 T scanner (Philips Achieva, Best, The Netherlands) installed at Neuroradiology Unit, 
Sant’Anna Hospital in Ferrara.  
Using MRSI let us evaluate information about brain tumor cellularity and cell membrane breakdown, 
cellular energetics, neuronal activity, and macroscopic necrosis thanks to its ability to distinguish signals 
from metabolites such as choline (Cho), creatine (Cr),         N-acetylaspartate (NAA), Lactate (Lac). In 
addition, a multivoxel spectroscopy study enables to characterize metabolism in different tumor region.5  
DSC-MRI utilizes very rapid imaging to capture the first passage of intravenously injected paramagnetic 
contrast agent. By kinetic analysis of these data, hemodynamic indices, namely, cerebral blood flow 
(CBF), cerebral blood volume (CBV), and mean transit time (MTT), can be derived.6 
Furthermore, it may be possible to use these two techniques in a multi-parametric evaluation in order to 
better select the region examined with MRSI, to describe region metabolism and estimate proliferative 
ratio or cellularity.7 
 
2. Conclusions: 
 
Currently, parameters used in kinetic models describing tumor growth and metabolism can be obtained by 
invasive (and even surgical) ways. 
MRI advanced techniques could help evaluating these parameters non-invasively and in a more local 
specific way. At last, mapping tumor metabolism voxel-specifically could help, using mathematical 
models, the prediction of radiotherapy effectiveness.  
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MODELS STUDIES ON THE ROLE OF VIBRATION IN THE DEVELOPMENT OF 
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D.Liepsch1, A.Balasso2, S. Frolov3 

1University of Applied Sciences Munich and 
2Interdisciplinary Research Laboratory of the Klinikum rechts der Isar der TU Munich 

Chair of Biomedical Technology, TU Tambov, Russia3 
 

Investigations into the development of aneurysms neglect the vibration activity at the blood vessel wall. When considering the 
development of aneurysm many factors must be considered: flow shear stresses on the vessel wall, wall elasticity, blood pressure, 
pulsatility, the non-Newtonian flow behavior of blood, and vibration.  Vibrational activity arises under a variety of circumstances, 
e.g., in small aneurysms where vortices are created. Vortices cause velocity fluctuations which cause the wall to vibrate.   Initially 
the vibrational intensity is smaller than the average pulse intensity.  However, as the aneurysm increases in size, smaller, additional 
vortices arise.  The energy exchange in these smaller areas increases, resulting in higher wall vibration. Physiological models were 
used for flow visualization, in addition to velocity measurements with a LDA. Mural vibrations were measured with a high 
resolution laser vibrometer.  To confirm model results, wall vibrations of 2200 Hz were measured in a rabbit at an AV fistula.  The 
vibrations immediately formed an aneurysm. Vibrations with frequencies up to and exceeding 550 Hz must be investigated in more 
detail in the cerebral arterial system, especially in areas prone to aneurysm.  Low shear inside aneurysms may foster the formation 
of thrombogenesis. It remains to be investigated how these areas are affected by stent placement.  

Keywords:  Laser vibrometer, vibrations, aneurysm 
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This work assesses three hemodynamic models for the numerical modeling of intra-stent flows. 
These are the classical Poiseuille model (PM), the simplified pulsatile model (SPM) and the 
complete pulsatile model (CPM) based on the analysis of Womersley. They are applied to the 
physiological flow rate of a stented left coronary artery. The CFD package “Ansys Fluent 14.5” 
is used to compute the main features of the flows. The results show large differences between the 
steady and unsteady models notably for the wall shear stress and the re-circulation lengths, 
which are known to promote intra-stent restenosis. The PM is obviously not pertinent to 
calculate the flows involved in intra-stent restenosis. The CPM and SPM give close results but 
the latter model is by far less time-demanding and should be preferred. 

Keywords: pulsatile physiologic flow; intra-stent flow; restenosis. 

 

1. Introduction  

According to the World Health Organization, 29% of the 56 million deaths worldwide in 2001 could be 
attributed to cardiovascular diseases. They are often due to a decrease of the diameter of the arterial 
lumen called stenosis. Available therapeutic means are based on drug delivery or surgery. Nowadays, 
stent implants are the most widely used angioplasty procedures for cardiovascular diseases. The first 
implants were bare metal stents, which gave up to 20-30% failure rates (in-stent restenosis) 1. 
Consecutively, drug-eluting stents were designed in the 2000s and gave good results against restenosis 
despite a significant additional cost. Intra-stent restenosis is a multifactorial problem. Besides human 
factors, it depends on the manner cardiologists implement the stents, its design and the drug used. It is 
also strongly coupled to the blood flow dynamics around the stent struts. Thus it is essential to 
characterize the features of the in-stent blood flows. In most analytical and numerical approaches found in 
literature, the blood flow is modeled as a steady Poiseuille flow2, or as a Poiseuille flow whose mean 
velocity is unsteady3. This work presents a comparison of these simplified models with a more complete 
pulsatile model based of the analysis of Womersley4.  

2. Hemodynamic models 

In this work, we assume that the blood behaves as a Newtonian incompessible fluid and the vascular wall 
is not deformable and impermeable. For the physiological flow under consideration here, the blood flow 
is laminar. The seminal model for the steady laminar flow of a Newtonian incompressible fluid (dynamic 
viscosity  𝜇, density  𝜌) in a pipe of radius 𝑅 is the Poiseuille profile: 

                                                𝑢 𝑟 = 2𝑉 1 − !!

!!
.                                                     (1) 

where 𝑉 is the average blood flow velocity and 𝑟 is the radial coordinate. This model (PM) is by far the 
most used model in the previous studies because of its simplicity but evidently it cannot account for the 



pulsatility of real flows. To overcome this problem, many authors utilize a simplified pulsatile model 
(SPM) based on the previous one:  

                                                𝑢 𝑟, 𝑡 = 2𝑉(𝑡) 1 − !!

!!
.                                            (2) 

where 𝑉(𝑡)  is the unsteady average blood flow velocity. The main criticism to this model is that it 
misrepresents the profiles when the pulsatile effects are important. The complete resolution of the 
pulsatile flow (pulsation  𝜔) in a tube of circular and constant cross section was provided by Womerlsey4 
in 1955 and Atabek in 196155. 
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!!! .                  (3) 

where 𝐽! is the Bessel function of the first kind of zero order, 𝑎! = 𝐴! − 𝑖𝐵! is the complex amplitude of 
the nth harmonics of the pressure gradient, ℜ is the real part of a complex number and 𝛼! = 𝑅 𝑛𝜌𝜔/𝜇 
the generalized Womersley number. 

3. Application to the case of flow in a left coronary artery 

We applied these models to the case of a left coronary artery with diameter  2𝑅 = 3.5  𝑚𝑚. The dynamic 
viscosity of the blood is 𝜇 = 3.46  𝑚𝑃𝑎. 𝑠 and its density  𝜌 = 1050  𝑘𝑔/𝑚!. The average velocity 𝑉(𝑡) in 
such a vessel is shown in Fig.1 and is reproduced from the thesis work of Bénard6 (the period of this 
waveform is  𝑇 = 0.8  𝑠). 	
  

 

Figure 1: mean velocity in the left coronary artery (Ref. 6). 

For the PM, the mean temporal value of this signal is used for 𝑉 in Eq.1. For the SPM, 𝑉(𝑡) in Fig.1 is 
used directly to compute the velocity profile in Eq.2. Finally, for the CPM, the decomposition in Fourier 
series of 𝑉(𝑡) is performed and processed to give the coefficients 𝐴!  and  𝐵! in Eq.3. As a first step, we 
study the flow past a single stent strut with a square cross section of side 𝑎 = 100  µμm. The computational 
domain reduces to the 2D axisymmetric surface shown in Fig.2 below. The size of the computational 
domain was set to 4 mm upstream and 6 mm downstream of the strut, thereby allowing properly 
calculating the re-circulation zones around the stent. A structured mesh with variable grid size for a local 
mesh refinement at the stent is used. The boundary conditions of the three models domain were imposed 
by User Defined Function programmed in C language. For the unsteady models, the time step is set to 
∆𝑡 = 10!!𝑠. 



 
Figure 2: Computation domain of the stented artery. 

4. Results and discussion  

The flow around the stent is characterized by re-circulation zones upstream and downstream of the strut 
(Fig.3, left). Inside these re-circulations, very low velocities are observed and are responsible for very low 
values of the wall shear stresses (Fig.3, right).  

 
Fig.3: Streamlines (left) and wall shear stress (right) in intra-stent flow. 

Let 𝐿! and 𝐿! be the re-circulations lengths in the proximal and distal zones. Fig.4 shows 𝐿! and 𝐿! for 
the three hemodynamic models. On the average, they scale like the stent size 𝑎  (𝐿! ≈ 0.6𝑎  and 
𝐿! ≈ 1.1𝑎).  𝐿! is approximately twice as small as 𝐿!. Comparing the SPM and the CPM reveals little 
differences (at most 3%). This suggests that the SPM is sufficient to calculate the lengths of re-
circulation. 

 
Figure 4: re-circulation lengths upstream and downstream of the stent as a function of time. 

The PM is however inaccurate with deviations up to 18% for both 𝐿! and 𝐿!. These re-circulation lengths 
also have a direct impact on the values of the wall shear stress which is plotted in Fig. 5 as a function of 
time. It is measured at a distance ±𝑎/2 from the stent strut in the proximal and distal regions and 
normalized by the steady-state value. We see again that both unsteady approaches are similar. The 



difference in the distal region is at most 13%, and occurs at 𝑡 = 0.6𝑠 (diastolic minimum). The maximum 
difference between the SPM and CPM for the proximal stress is lower (about 8%) and still occurs at 
𝑡 = 0.6𝑠. The PM is again clearly insufficient. The stress that it gives is particularly inaccurate at the 
diastolic and systolic optima (maximum difference of 120% for the distal region). The SPM is again 
accurate enough for the determination of the wall shear stress in this configuration. Let us finally note that 
the computational time is roughly 6 times longer for the CPM compared to the SPM. 

 
Figure 5: Comparison of wall shear stresses of three models. Distal region (left) and proximal region (right). 

5. Conclusion 

This work shows that the Poiseuille flow model is insufficient to compute both the re-circulation lengths 
and the wall shear stress, two of the main causes involved in in-stent restenosis. The SPM and the CPM 
give quite close results except at times where the peaks of the flow rate occur but the discrepancies are 
weak (around 10%). Considering the computational times in both unsteady cases, we recommend the use 
of the SPM for future numerical studies of stented arteries. 
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Abstract: Analysis of different site arterial pulse wave has been proposed as a noninvasive 

means in assessing arterial stiffness, which has received widespread attention in the medical 

community at home and abroad. PTT is often used as an indicator of arterial stiffness, and its 

prognostic value has been repeatedly emphasized. The purpose of the present study was to 

provide a new parameter, the FRPTT, compare to the other parameters of evaluation 

atherosclerosis，to determine whether it could be used to assess arterial stiffness with aging. We 

gained radial pulse wave among adults in the general population (n=248), and measured their 

height and weight to calculate BMI, measured wrist BP and HR, calculated radial AI, ET and 

FRPTT. The computer software automatically detects the position of the key points for b and e in 

sampling wave dada of 20 seconds, which algorithm is the second derivative. The calculated 

mean of FRPTT was analyzed, and compared to the radial AI. The results demonstrated negative 

correlation significantly between them (P <0.001), but the male group displayed negative 

correlation weakly compare to the female group. And further finding proved FRPTT is 

significant correlation with heart rate. 

Keywords: radial pulse wave; waveform analysis; FRPTT; 

 

1. Introduction 

For the doctors of TCM, wrist pulse diagnosis is one of the four examinations. The different pulse 
beating could be identified to diagnose the physiological and pathological human body1.  Thus most 
researchers measured peripheral pulse waveforms objectively and non-invasively, and gained some 
parameters to assess the elasticity and stiffness of the cardiovascular system2, 3 . But some parameters 
(pulse wave velocity, PWV) of evaluation arterial stiffness were gained from single radial pulse wave4, 
which was a challenge area in analysis pulse waveforms. So we computed the full radial pulse wave 
transit time (FRPTT) using one position of the radial pulse wave (Fig. 1), compare to the other parameters 



of evaluation atherosclerosis，to determine whether it could be used to assess arterial stiffness with aging. 
We gained radial pulse wave among adults in the general population (n=248), and measured their height 
and weight to calculate body mass index (BMI), measured wrist blood pressure (BP) and heart rate (HR), 
calculated radial artery augmentation index (AI)5, ejection time (ET) and FRPTT. The computer software 
automatically detects the position of the key points for b and e in sampling wave dada of 20 seconds, 
which algorithm is the second derivative. The calculated mean of FRPTT was analyzed, and compared to 
the radial AI. The results demonstrated negative correlation significantly between them (P <0.001), but 
the male group displayed negative correlation weakly compare to the female group. And further finding 
proved FRPTT is significant correlation with heart rate. 

 

Fig. 1 the superimposed radial pulse wave of 19 years old man 

At the same time, we wished to determine whether radial AI and FRPTT are influenced by the other 
parameters, and with contemporary computer technology analyse the influence of FRPTT on a number of 
physiological and anatomical indices, such as age, height, weight, BMI, SBP and DBP, PP, HR and ET in 
healthy old subjects. Furthermore, their relationships were to be better established. 

2. Method 

 Applanation tonometry is a non-invasive, reproducible and accurate representation of the peripheral 
artery waveforms in human6. So an applanation tonometry-based automated vascular testing device 
(IIM-2010A; Institute of Intelligent of Machines, Hefei, China) was used7, and the radial pressure 
waveform was tested and processed include three steps in our laboratory 8. In our present study, a 
sampling-20-second radial pulse waveforms is segmented into superimposed single-period waveform for 
further analysis (Fig. 1), and the key points of b and e were gained through the second derivative. The 
automatic computer processing was based on software tools of Matlab and Visual Basic. 



3. Result 

A total of 248 apparently healthy subjects which have neither record of cardiovascular disease nor 
regular prescribed medication were chosen by the special operator to take radial pulse waveforms from 
Feb. 2010 to Oct. 2013. The protocol and informed consent were approved and the written informed 
consents were obtained from all participants before they enrolled in the study. All subjects were divided 
into two groups, 17-80 years male (116 individuals, Group 1), 16-77 years old female (131 individuals, 
Group2).  

Table 1 Selected characteristic of the study subjects 

Parameter Male (n = 117) Female (n = 131) P values 

Age (years) 43.4 ± 16.9   43.9 ± 16.3 0.000 

Height (cm) 171.4± 5.7 159.7 ± 4.3 0.458 

Weight (kg) 66.7 ± 9.8 56.0 ± 8.2 0.480 

BMI (kg/m2) 22.7 ± 3.1 22.0 ± 3.1 0.411 

SBP (mmHg) 117.8 ± 13.0 112.3 ± 12.2 0.001 

DBP (mmHg) 74.0 ± 9.5 69.6 ± 7.9 0.543 

PP (mmHg) 43.6 ± 6.8 42.7 ± 7.7 0.001 

HR (bpm) 72.7 ± 10.2 74.0 ± 9.6 0.800 

AI (%) 66.7 ± 14.4 78.2 ± 14.7 0.826 

ET(s) 0.321 ± 0.030 0.341 ± 0.034 0.644 

FRPTT(s) 0.267 ± 0.033 0.273 ± 0.033 0.938 

BMI=body mass index; SBP= wrist systolic blood pressure; DBP = wrist diastolic blood pressure; PP= wrist pulse pressure  

HR = heart rate; AI=radial augmentation index; ET= ejection time; FRPTT=full radial pulse transit time; Values are mean ± SD. 

Associations among anthropometric parameters were evaluated by Pearson correlation. For comparisons 
among the two groups, a paired two-tailed t-test was used. All values were expressed as the form of mean 
± standard deviation. Statistical analyses were performed by using SPSS software, and the probability 
value of P< 0.001 was considered to be statistically significant. Clinical detailed characteristics of the 
study subjects are listed in Table 1. The mean age was 44.7±17.0 years (range from 16 to 80 years). There 
was significant difference in height, weight, BMI, diastolic blood pressure (DBP), radial AI，HR，ET and 
FRPTT. The FRPTT was higher in women than men (0.272±0.033 compared with 0.267±0.033). 
 

3.1. FRPTT and AI 

Fig. 2 shows the correlation between FRPTT and radial AI. Fig. 2 (a) shows the relationship between 
them in 17-80 years old male (r= -0.459, P< 0.001), there is negative correlation significantly, with 
increases the radial AI, FRPTT becomes gradually degrease. Fig.2 (b) demonstrates the relationship 
between them in 16-77 years old female. The coefficient value observed is -0.647 (P< 0.001), there is 



much stronger negative correlation, but many subjects concentrate into near 90 percent of the radial AI. 
At the same time, the FRPTT value of the female group changes slowly compare to the male group. 

  

Figure 2. (a) Correlation between FRPTT and radial AI in 17-80 years old male(r= -0.459, P< 0 .001); (b) Correlation between 
FRPTT and AI in 16-77 years old female(r= -0.647, P< 0 .001). 

 

3.2. Determinants of FRPTT and AI 

Correlations between the two parameters (FRPTT and AI) of arterial stiffness and the other indices 
are shown in Table 2, among 248 subjects with radial pulse waveforms analysis. FRPTT negatively 
correlated with AI (r= -0.503, P< 0.001). Moreover, FRPTT shows stronger relationship with heart rate (r 
= 0.643, p < 0.001), and slight negative correlations with two parameters of PP(r = -0.253, p < 0.001), 
ejection time (r = -0.276, p < 0.001).   

Table 2 Correlations between conventional assessment parameters of arterial stiffness and FRPTT 

Parameter  Total (n = 248) FRPTT AI 

Age (years) 44.7 ± 17.0 r = -0.114, p =0.067  r = 0.418, p < 0.001 

Height (cm) 165.2 ± 7.6 r = -0.005, p =0.938 r = -0.403, p < 0.001 

Weight (kg) 61.3 ± 10.5 r = 0.038, p = 0.542 r = -0.118, p = 0.058 

BMI (kg/m2) 22.4 ± 3.1 r = 0.038, p =0.539 r = 0.124, p =0.047 

SBP (mmHg) 116.0 ± 13.9 r = -0.119, p =0.056 r = -0.248, p < 0.001 

DBP (mmHg) 71.9 ± 9.0 r = 0.059, p =0.344 r = 0.121, p =0.052 

PP (mmHg) 44.1 ± 8.5 r = -0.253 p < 0.001 r = 0.276, p < 0.001 

HR (bpm) 73.2 ± 9.9 r = 0.643, p < 0.001 r = -0.246, p < 0.001 

AI (%) 73.2 ± 15.7 r = -0.503, p < 0.001   

ET(s) 0.332 ± 0.034 r = -0.276, p < 0.001 r = 0.498, p < 0.001 

FRPTT(s) 0.270 ± 0.033   r = -0.503, p < 0.001 

BMI=body mass index; SBP= wrist systolic blood pressure; DBP = wrist diastolic blood pressure; PP= wrist pulse pressure  

HR = heart rate; AI=radial augmentation index; ET= ejection time; FRPTT= full radial pulse transit time; Values are mean ± SD 



4. Summary 

PWV and radial AI are two generally utilized means of assessment atherosclerosis9, the former needs 
two sensors for two separate positions of measurement and the distance between them, besides, 
experienced personnel is required; the latter needs to calculate the magnitude of the first and another 
systolic peaks of the radial pressure waveform5, 10. The aim of our present study is to overcome their 
shortcomings, and find for good parameters in radial pulse wave easily. So we proposed FRPTT of a new 
parameter, and evaluated the association between FRPTT and radial AI shown in Figure 2, there was the 
negative correlation between radial AI and FRPTT in men and women (r= -0.459 and r= -0.647, 
respectively, P< 0.001 for both).  

Furthermore, our correlations analysis between FRPTT and the other indices were shown in Table 2, 
the results revealed that radial AI were associated with the age, height, SBP, PP, HR and ET, except 
weight and DBP. But the FRPTT was only associated with PP, HR and ET, and the weaker influences of 
the other parameters in comparison with the AI. The present study supported use of the FRPTT as a 
measure of arterial stiffness. It provides important information of the cardiovascular as AI.  
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1. Introduction 

There is evidence in literature that temperature, pressure and other environmental stressors affect Heart 
Rate (HR)  and Blood Pressure (BP)1. Painful Cold for example is a stressor often used to induce changes 
in the parameters cited before . This changes are caused by the sympathetic nervous system and are 
already employed in clinical practice to screen diseases like ipertension or for ventricular function 
monitoring. This procedure is commonly called Cold Pressure Test (CPT).  Moreover the cold pressure 
test is also used to evaluate cardiac and vascular autonomic function and as an experimental pain 
stimulus2. For Example it has been shown that normal subjects undergoing the test exhibit a dilation of 
coronary arteries whereas hypertensive ones exhibit a constriction3. The objective of this study is to show 
students of medicine in first years of study basic procedures of signal monitoring and acquisition. Our 
method improves Dee U. Silverthorn 4 one with a system for non-invasively monitor the response of the 
peripheral vascular system (PVS) in healthy subject undergoing the test. In addition to follow HR and BP 
during the test, strain gauge are applied at the upper part of the forearm of volunteers to analyze the 
response of the PVS. Finally data coming from groups of students can be scored and analyzed.  
 
1.1. Learning Objectives 

 
1. Monitor basal condition of patients through ECG, oscillometric pressure and continuous pressure  
2. Verify constancy and repeatability of physiological parameters measurements such as vascular blood 

flow and vascular compliance. 
3. Evaluate physiological changes in the subject undergoing the CPT, in particular associated to 

ipothermal condition. 
4. Collect data from different subjects and develop a statistics to make consideration about 

measurements acquired 
 
 
2. Methods 

 



2.1. Required equipement: 
 
1. Task Force Monitor or equivalent for oscillometric blood pressure and HR recording. 
2. Finger blood pressure monitor for continuum blood pressure measurement. 
3. Light work station or equivalent for signals acquisition and amplification. 
4. Water pan and ice (-15°C) 

 

 
5. Low pressure Inflatable cuff: schematic example of the system is given in fig. 1. Pressure is 

generated inflating the cuff through the air source in O. The air flow pushing against the column of 
water in F generates a stable idrostatic pressure P = ρgh with h being the length of the column Cc 
inside the water  

 
6. Pressure transducer to follow pressure changes in P. 
7. Strain gauge for peripheral vascular flow measurements through venous occlusion technique realized 

with the system described in 5.  
 

2.2. Procedure: 
Electrodes for ECG acquisition are placed on the thorax of the patient together with the cuff for 
oscillometric pressure measurements. The patient has to be placed in supine position waiting for him to 
relax. Strain gauges are then connected to the patient forearm as can be seen in fig.2.  
 

	
  
Fig. 2. Strain gauges in measurement position (left) and strain gauge support detail on forearm (right) 

 
 
 

 

  

 Fig. 1. Inflatable cuff pressure circuit 



• Repeatability measurement of peripheral flux: we acquired at least 4 basal flux in every patient 
inflating the cuff at a pressure higher than 40 mmHg to stop venular blood circulation. As an example 
we show two kind of this acquisition in figure 3.  

 

• Repeatability measurement of peripheral vascular compliance: progressively inflating the cuff from 0 
to 50 mmHg we observe the variation of the elastic component of vascular walls.  

 
• Start of the cold pressure test 

 
• We augmented the pressure to a stable level of 20 mmHg waiting for the basal condition of the 

patient to stabilize. In this conditions we acquire again peripheral fluxes to show that the new basal 
condition doesn’t influence flux values 

 
• The hand of the patient is then immerged inside cold water to observe peripheral vasoconstriction 

registering variation of forearm vascular tone. During this phase we also acquired hematic fluxes 
occluding venous return. 

 
• After that vascular compliance is measured through the procedure described before to observe its 

variation during the cold pressure test. 
 
3. Results: 
  

• Basal fluxes in different patients were acquired and numerical results agree with each other 
within experimental errors 
 

• During cold pressure test a reduction of volume was observed in every patient producing a 
variation in the acquired signal as in fig.4 

 

 

 

 

 Fig.  3. Example of peripheral ematic fluxes acquisition 

 



 

 

Fig.4 Cold pressure test effect on forearm volume 

 

 
 

• After this phase a reduced peripheral flux is registered and increasing gradually the pressure in 
the cuff the arterovenular compartment showed a decrease in its compliance. At the same time 
an augmented HR and BP is registered accordingly. 

 
4. Conclusions: 

 
The aim of this study is to introduce medicine student to real practice signal acquisition, processing, result 
interpretation and drawing conclusions from them . Moreover the procedure can stimulate reasoning on 
basic physiology of the vascular system such as vasoconstriction and vasodilation as CPT causes 
stimulation of sympathetic system that leads to: 

• At central level an augmented HR and BP 
• At peripheral level (skin and muscles in forearm), vasoconstriction of arterioles with consequent 

diminishing of peripheral perfusion of tissues and a reduced vascular compliance  
All this phenomena can be quantitatively recorded and analyzed by the students. 
Finally augmenting the number of  healthy patients to create a baseline study, this procedure can be 
applied in clinical research protocols for non-invasively monitor vascular diseases progression. 
 
References 

1.  Mourot L, Bouhaddi M, Regnard J. Effects of the cold pressor test on cardiac autonomic control in normal 
subjects. Physiol Res. 2009;58(1):83–91. Available at: http://www.ncbi.nlm.nih.gov/pubmed/18198985. 

2.  Monahan KD, Feehan RP, Sinoway LI, Gao Z. Contribution of sympathetic activation to coronary 
vasodilatation during the cold pressor test in healthy men: effect of ageing. J Physiol. 2013;591(Pt 11):2937–
47. doi:10.1113/jphysiol.2013.251298. 

3.  Wood DL, Sheps SG, Elveback LR, Schirger a. Cold pressor test as a predictor of hypertension. 
Hypertension. 1984;6(3):301–306. doi:10.1161/01.HYP.6.3.301. 

4.  Silverthorn DU, Michael J. Cold stress and the cold pressor test. Adv Physiol Educ. 2013;37(1):93–6. 
doi:10.1152/advan.00002.2013.  



FORCED OSCILLATION PHASE VELOCITY ON LIVING LARGE VESSEL 
 

ISABELLA BARBIERI 

Dept. of Mathematics, University of Bologna,  
P.zza di Porta S. Donato 5, Bologna, 40100, Italy 

e-mail: isabella.barbieri@unibo.it  

EZIO CAROLI 

IASF-Bologna, INAF,  
Via Gobetti 101, Bologna, 40129, Itlay 

caroli@iasfbo.inaf.it 

GIOVANNI PALLOTTI 

Dept. of Physics and Astronomy, University of Bologna, 
Via Berti Pichat 6/2, Bologna, 40127, Italy  

e-mail: giovanni.pallotti@unibo.it 
Clare Hall, Herschel Road 
Cambridge, CB3 9AL, U.K. 

 

 
Starting from experimental data, this work exploit the similarity of pressure and axial wave’s propagation of both 
pressure and axial waves in large vessel (e.g. aorta) with the solution of a mathematical model developed to describe the 
motion of acoustic waves in solid. In particular, we show how the motion parameters derived by fitting the experimental 
data measured in living dog arteries are related to mechanical properties of the vessel tissue.  

Key words: wave propagation, large arteries, radial and axial impedance, viscoelasticity in tissue 

1. Introduction 

The problem approached in the present work is a further development of the investigation of the tissues 
mechanical properties of the large vessels in the cardiovascular system. In particular, in the following 
section we will show how a mathematical model developed to explain the motion of seismological wave 
propagation could explain experimental results obtained in living large arteries tissue.  

The present work start from the “in vivo” experiments made by M. Anliker and collaborators on the 
transmission of axial, pressure and torsion forced waves in the large vessels of wolf dogs1,2. These 
animals were used owing the great similarity of their large vessels with the human ones and because the 
measurements were possible to be made on living tissues of living bodies. Further motivation of for our 
data selection belong to compared medicine and we have preferred to perform our work starting from 
Anliker’s results instead to consider other data obtained during autopsies, because these samples present a 
large variability due to the quite different variety of both pathological and test preparation conditions.  

2. Experimental Results versus Theoretical Model 

The results obtained by Anliker’s group in their “in vivo” experiment on large vessels,2 are summarized 
in Fig. 1 that shows, respectively, the velocities and the attenuation measured for two induced mechanical 



waves types: along the axis (y direction) of the vessel (axial) and transversal (i.e. orthogonal)  to the same 
axis (pressure) oscillations.  

      

Fig. 1. Summary of Anliker experiment results for axial and pressure forced wave: (left) Phase velocity as function of forced wave 
frequency; (right) Wave amplitude attenuation as function of distance in wavelength units. Each data point represent the average of 
six independent experiments. The experimental error is given by the standard deviation of these measures for each point. 

The behavior (Fig. 2) of the results of Anliker’s work on wave transmission along arteries give two 
fundamental results: the wave propagation velocity is essentially constant (i.e. independent from the wave 
frequency) and the wave amplitude is attenuated exponentially with distance. 

Using a chi-square test, we confirmed that the Phase velocity data measured in the “in vivo” 
experiment are compatible with constant values. In fact we obtain a confidence greater than 95% for the 
case of pressure waves, while for axial ones the statistical confidence is slightly less than 90%. Indeed in 
the case of axial waves the experimental data in Fig. 2 (left) show a weak frequency dependence, 
however, is that within the experimental errors. In particular the measured average phase velocities are 
11.7±0.2 m/s and 30.8±0.7 m/s for pressure and axial waves respectively.  

In the Fig. 2 (right), the attenuation of the two wave types is reported, showing that the amplitude 
exponential attenuation is function of the forced oscillation wavelength for both types of mechanical 
waves. The two data set can be fitted by a simple exponential function. The fit give a value of 1.1 and 3.6 
for the attenuation constant of pressure and axial wave respectively, with a significance larger than 95%.  

These characteristics of wave propagation, suggest that we can consider live large vessel tissue as a 
Knopoff body3 and try to analyses the propagation of pressure and axial waves similarly to the 
propagation of acoustic wave in solid. With this assumption for blood vessel tissue, the pressure wave 
(e.g. shear waves in Knopoff nomenclature) motion could be described by the following differential 
equation: 
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where ρ is the density (g/cm3), t is the time (s) and x the linear coordinate (orthogonal to the vessel axis), 
while µE and µv are the medium elastic and viscosity constant respectively. In Eq. (2), ( ),u u t y=  

represent the total displacement given by pu u u= + , where up is the permanent (irreversible) 

displacement and u the recoverable displacement. Since the permanent displacement (i.e. deformation) is 



negligible with respect to the elastic deformation for low attenuation factor, in the wave motion equation 
we can use only the elastic displacement u.  

Following Knopoff, Eq. (1) with the assumption of elastic displacement only can be rewritten as an 
equation that combines a linear term, corresponding to a Kelvin Voigt Maxwell solid, with a nonlinear 
term which takes into account the interaction between the two processes (elastic and viscous). If the loss 
due to each of these mechanisms separately can be considered small even the effect of their interaction of 
will be very small and therefore the non-linear term can be simplified and the wave motion equation can 
be rewritten as: 
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where, in addition to already defined parameters, µc is a constant having the dimension of inverse of 
viscosity, ηc represents the Columbian deformation impedance and finally VP is the elastic pressure wave 
velocity: 

E
pV

µ
ρ

=              (3) 

If in Eq. (2) we can assume that the non-linear term is negligible in comparison with the elastic wave 
propagation term, a quasi-harmonic solution can be obtained using the Krylov and Bogoliubov method 
assuming a solution of the form4,5. 

( , )sin( ( ))u A t y ky t tω φ= − +            (4) 

If we consider the amplitude A(t,y) and the phase ( )tφ slowly variable in time we can then obtain the 
following solution for the pressure elastic displacement: 
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As discussed in 3, there are some condition (i.e ranges of frequency) for which both the second power 
term in frequency and the constant are negligible with respect to the ω first order one in the exponential 
argument. In fact Eq. (5) describe the behavior of pressure wave motion in the Anliker experiment if we 
assume that the frequency range of the forced induced waves satisfied the previous condition, as the same 
equation can be simply rewritten as:  
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where 4 PP c Vα η ρ= is a constant that depend on the Columbian impedance of the vessel tissue and on its 
elastic coefficient that define the pressure wave velocity. In Eq. (6) A is the wave amplitude and λ (ω/2π) 
its wavelength. 



Always following the model developed by Knopoff, we can solve in a similar manner the equation of 
motion for the axial waves (i.e. longitudinal waves). As before in defined condition of frequency range, 
the solution of motion can described by the following function: 
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where A, ρ and λ have been already defined, while ψc is a constant having the dimension of the invers of 
stress. As for the pressure wave case, the axial wave attenuation αA depend on their phase velocity VA that 
is defined by: 
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in which λE represent the volume compressibility and µE is the elastic coefficient of the vessel tissue.  
Eq. (3) and (8) for phase velocity are constant or slowly variable with frequency because of the 

physical parameters characteristics on which they depends. Therefore, the phase velocity expressions 
derived from the Knopoff model are consistent with the experimental results reported above. 
Furthermore, the two Equations (6) and (7) that represent the modification of the deformation for pressure 
and axial wave respectively exhibit exponential attenuation of the amplitude as function of the wave 
frequency. This, being the phase velocity constant, means that the amplitude attenuation depend on the 
oscillation wavelength as observed in the experimental data. Using the phase velocities measured by 
Anliker in the Eq. (3) and (9), obtained by solving the motion equations for axial and pressure waves 
obtained using Knopoff et al. model, we can derive the values for the vessel wall elastic constant µE and 
volume com compressibility λE. In particular we obtain ~0.1.51 N/m3 and ~6.63 N/m3 respectively for 
these two material characteristics.  
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Blood flow in carotid artery bifurcation is studied on the basis of Navier-Stokes equations 
performing numerical simulations by a finite volume method and considering one wave period. Four 
different cases of the common carotid bifurcation were examined: without stenoses, with one, two and 
three stenoses. Based on geometry reconstruction a mesh generation is done. The case studies are based 
on different anatomies presented by the one, two or three stenoses of common carotid bifurcation vessel. 
The physiological geometry can be imported into a CFD solver.  

The numerical results of the blood flow in the common carotid bifurcation give detail picture of 
the axial velocity and WSS distribution. For the case of carotid bifurcation without stenoses results for the 
axial velocity distribution are presented in six characteristic time points T=0 s, 0.1s 0.2s, 0.3s, 0.4s, 0.5s. 
The results investigate the influence of the stenoses on the blood flow in the bifurcation and deposition 
processes around it. The recirculation zone behind the stenosis is the area of low WSS. Thus this area is 
the most probable one for monocytes and platelet aggregation and thrombosis formation.  

The results show that the blood flow in the carotid bifurcation is unsteady and the flow 
disturbances depend on the time and type of the stenoses. The pattern of the velocity and the WSS are 
obtained and comparison of the peak Wall shear stress (WSS) is done for the four considered cases. The 
recirculation zone behind the bifurcation and stenosis is the area with low shear stress. The peak WSS are 
increasing and the maximum is being achieved earlier with increase of the number of stenoses. The 
relationship between the peak wall shear stress and time for one pulse wave, has 4 inflection points at 
which the curvature changes its sign. The dependence of the peak WSS on time reflects the changes due 
to the velocity of the pulse wave. Comparison of the peak wall shear stress for the four different cases 
(without stenoses and with 1, 2 and 3 stenoses correspondingly) reveals the peak WSS maximum value at 
the characteristic point of T=0.2 s for the cases with two and three stenoses. In the case of a bifurcation 
without or with one stenosis, the maximum WSS is achieved with a delay of 0.02 seconds compared to 
the other two cases. The differences in the maximal WSS value (1.8 Pa) for the cases with 1, 2 and 3 
stenoses in comparison to the case without stenosis (1.5 Pa) are observed at the characteristic point of the 
pulse wave at T= 0.45 s.  
 The results play an important role in understanding the formation, growth, rupture and prognosis of 
damage of the vessel wall and may be a practical tool for planning treatment and follow-up of patients 
after neurosurgical or endovascular interventions with 3D angiography. The results also present the 
potential of using numerical simulation to provide existing clinical prerequisites for diagnosis and 
therapeutic treatment. The numerical results from the changes in the hemodynamic profile could also 
guide the therapeutic plan in the examined patients. 
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The purpose of this paper is to evaluate the effects of blood viscosity on the distortion of the 
arterial pulse as it propagates within the framework of a linear, one-dimensional theory. In order 
to single out these effects, we consider the propagation of a pulse generated at the accessible end 
of a semi-infinite, uniform elastic tube, where the effect of the viscosity of fluid inside (the 
blood) is taken into account according to the Womersley model for a pulsatile rigid-tube flow. In 
the framework of this linear model, the evolution equation for any response variable is derived 
by using the technique of Laplace transforms and turns out to be an integro-differential one of 
convolution type in analogy with the stress wave propagation in linear viscoelasticity. In 
particular, the resulting wave equation is analogue to that for a particular viscoelastic solid which 
exhibits rheological properties similar to those of a fractional Maxwell model (of order 1/2) for 
short times and of a standard Maxwell model for long times. 
 
Keywords: Linear Viscoelasticity; Biofluid Dynamics; Transient Waves. 

 
1. Introduction to the Mathematical Model 
In the present analysis we attempt to consider the blood viscosity in a proper manner for non stationary 
flows as it occurs in the well established in Womersley theory for pulsatile flow in rigid tubes, see e.g. 
[1]-[2]. Usually, a number of authors (see e.g. [3-4]) consider the one-dimensional momentum equation 
with a friction term according to the formula of the Poiseuille steady flow in a rigid tube, whereas surely  
it is be more appropriate to evaluate the friction term according to the formula of a sinusoidal flow. The 
approach of the paper begins with the continuity equation and two Navier-Stokes equations for an 
incompressible Newtonian fluid in cylindrical coordinates; motion in the circumferential direction is 
neglected. The flow is assumed to be quasi-one-dimensional, which implies that the radial velocity w is 
very small with respect to the axial velocity u [5]. The basic equations are then integrated over the radial 
coordinate r, reducing the number of independent variables to two (time t and axial distance x) and the 
dependent variables are then three: the averaged (uniaxial) velocity U (the quantity measured in most 
experiments) the cross-sectional area A and the pressure p (or its gradient  Λ). A pressure - area relation 
for a uniform, elastic tube, longitudinally tethered, is then used to eliminate one of the dependent 
variables. In the framework of a linear, uniaxial theory, however, the final system of two equations 
contains an additional unknown function (the friction term f0(x; t)) which depends on the variation of the 
axial velocity u with r. In fact, linearising the basic equations (14), (15) in [5], we get the following 
systems of partial differential equations (denoting the partial derivatives with subscripts): 
 



 
 
Above, 𝐴0   =   𝜋𝑅!! denotes the undisturbed cross-sectional area, ρ and ν the density and the kinematic 
viscosity of the fluid inside the tube (the blood), and c0 the Moens-Korteweg velocity (for pressure waves 
in elastic tubes filled of inviscid fluid). We recall that the first equation in (1) is derived from the 
conservation of the flow (continuity equation) whereas the second one in the LHS system provides the 
perturbation of the viscosity to the Euler equation for inviscid fluids relating the acceleration with the 
pressure gradient. In general, the friction term f0 depending on the velocity profile cannot be properly 
determined without carrying out a full two-dimensional, non-linear treatment of the problem [5]. 
However, in the case of a parabolic profile (Poiseuille approximation of steady flow), we get  
 

 
 
In order to eliminate the velocity component in the radial direction in the framework of a linearized 
theory and evaluate f0 in terms of the dependent variables for unsteady flows, we find it reasonable to 
assume the velocity profile to be described as in the case of an unsteady flow in a rigid tube of radius R0, 
as required in the Womersley theory. Because of the linearity we can easily compute the friction term 
corresponding to a sinusoidal pressure-gradient, Λ = Λ0 exp(iωt) and we get for s = -iω: 
 

 
 
where I0, I1 denote the modified Bessel functions of order 0, 1, respectively. If s is now interpreted as the 
parameter entering the Laplace transform, we can formally obtain the friction term corresponding to any 
time history of the pressure-gradient Λ (x; t) by a convolution integral. Indeed we get: 
 

 
 
where Φ(t) denotes the inverse Laplace Transform of Φ(𝑠𝜏) and * denotes the time Laplace convolution. 
So doing we have properly modified the relation between acceleration Ut and pressure gradient Λ for 
inviscid flow (the Euler equation) in terms of a Laplace convolution in order to take into account the 
memory effects of the viscosity.  
After simple manipulations, by denoting with Y = Y (x; t) any response variable, such as {U, A, p, Λ}, 
we get the evolution equation  



 

 
 
which reduces in the absence of viscosity (f0(t) = Φ(t) = 0) to the classical D'Alembert wave equation 
𝑌!!   =    𝑐!!𝑌!!   
Eq. (6) is an integro-partial differential equation, which is to be solved for x ≥0, t ≥ 0 with a known input 
condition Y (0; t) = Y0(t), assuming that the tube is initially quiescent, and there are no waves coming 
from x = ∞ These simplifying assumptions, however, are expected to explain the qualitative features of 
the distortion of the arterial pulse generated in the heart (x = 0) as it propagates along the aorta, that are 
due to the viscosity of the blood but neglecting other effects like the tapering. 
 
2. Linear Viscoelastic Analogy 
From Eq. (6) we note an analogy with the wave equation of linear viscoelasticity in the Relaxation 
Representation (see e.g. [6]). As a consequence, methods to treat transient viscoelastic waves described in 
[6] can be used to solve our initial-boundary value problem (“signalling" problem) for the arterial pulse. 
Basing on the Laplace transform these methods allow us to obtain approximate solutions, suitable for 
different ranges of the time elapsed from the wave-front and the distance. It is also known (see e.g. [6]) 
that a linear viscoelastic model could be expressed in two different representations, namely the Creep and 
the Relaxation Representation. In our case, we can easily recover the Creep Representation using the well 
known relation for the material functions J(t) (the Creep Compliance) and G(t) (the Relaxation Modulus) 
that represent respectively the strain response to a unit step of stress and the stress response to a unit step 
of strain: 
 

 
 
Then, in Creep Representation, we obtain the wave equation 
 

 
 
Now, it is very interesting to take a look at the asymptotic behavior of both functions Φ(t) (the rate of 
relaxation) and Ψ(t) (the rate of creep) in order to estimate the effect of the viscosity on the material 
functions G(t) and J(t) for short and long times and, consequently, for the profile of the flow and for the 
distortion of the arterial pulse: 
 

 
 
From these results we can easily conclude that: 
(1) for the long-time approximation, i.e. sτ→ 0, we recover the parabolic Poiseuille profile that 
corresponds to the Maxwell model of viscoelasticity; 



(2) for the short-time approximation, i.e. sτ→ ∞, we get a boundary layer profile that corresponds to the 
Fractional Maxwell model of order 1/2.  
 
In the long version of the paper we will provide the details of the above analysis along with illuminating 
plots. 
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Achieving correct rotational alignment of the patellofemoral prosthesis is important in 
patellofemoral arthroplasty (PFA) for an optimal result of the procedure. The trochlear groove 
alignment was measured in an axial and a coronal view in respect to the posterior condylar plane, 
the distal condylar plane, and the anatomical axis, using three dimensional computer models 
segmented from computed tomography (CT) images. The knees with a deeper groove and a 
higher trochlear facet asymmetry ratio (TFA) were more externally aligned in the axial plane and 
valgus aligned in the coronal plane, although the standard deviations of the alignments were as 
high as 3.8° and 5.4° respectively. The trochlear inclination angle (TIA) showed more linear 
correlation with the axial groove angle when measured from the line perpendicular to the axial 
groove line than measuring from the posterior condylar plane. In the coronal plane, the 
correlation between the anatomical and the mechanical angles was more linear when measured 
from the coronal groove line than measuring from the line perpendicular to the distal condylar 
plane. The groove alignments in the axial and the coronal planes can be measured preoperatively 
and are definable during the surgery using the anatomical landmarks. This allows using the 
groove lines as the guideline to select the most appropriate patellofemoral prosthesis design that 
fits the patients’ trochlear anatomy. 

Keywords: Patellofemoral arthroplasty; trochlear groove angle; trochlear groove orientation 

1. Introduction 
Patellofemoral arthroplasty (PFA) is indicated for patients with patellofemoral osteoarthritis, changing the 
articulating geometry between the patella and the femur, while the tibiofemoral geometry is unchanged. 
The rotational alignment of the femoral component influences the patellar tracking and the patellofemoral 
joint contact after a patellofemoral arthroplasty (PFA).1,2 The trochlea design and the alignment were 
identified to be the factors that determine the success of the procedure.  

The alignment of the anterior cut in the axial plane influences the prosthesis’ internal-external 
rotational alignment of the femoral component in the axial plane. Two options exist to achieve correct 



femoral rotation of a PFA in the axial plane. Option 1 is based on the derivation of an axis that is based on 
femoral anatomical landmarks, such as the epicondylar axis,3 the Whiteside’s line,4 and the posterior 
condylar axis.5 Option 2 is based on the tibial referencing, in which the anterior cut is made perpendicular 
to the tibial anatomical axis at 90° flexion.6 Once the anterior cut is made, the femoral component is 
aligned in the coronal plane to ensure a smooth transition between the prosthesis and the cartilaginous 
surface of the natural distal femur. To cater for the trochlear groove alignment of the natural femur, some 
prostheses have built-in trochlear alignment in the coronal plane, such as the HermesTM prosthesis 
(CeraverTM) and the GenderTM prosthesis (ZimmerTM), all having 7° valgus alignment. On the other hand, 
the AvonTM prosthesis (StrykerTM) has a neutral groove alignment and has a symmetrical design, where 
the prosthesis is designed to fit both left and right femurs. 

The aim of this study is to quantify the trochlear orientation relative to the posterior and the distal 
condylar planes. The difference in groove alignment between the normal knees and the knees with 
trochlear dysplasia was identified in this study. The normal femurs had a more external and valgus 
aligned trochlear groove than the dysplastic femurs. The advantage of this method is that the groove 
orientation can be defined relatively easily on the axial and the coronal planes, using the posterior and the 
distal condyles as the references during surgery. This study offers a potentially useful preoperative 
guideline for selection of an appropriate patellofemoral prosthesis design in terms of the patient’s 
trochlear anatomy. 

2. Materials and Methods 
2.1. Materials 
In 18 volunteers between the age of 19 and 65, the lower extremities were scanned from the hip to the 
ankle with a computed tomography (CT) scanner (Siemens Emotion 16; 130 kV) after informed consent. 
In accordance with the Declaration of Helsinki, ethical consent was acquired from the Committee for 
Human Research at Stellenbosch University with a project number N08/02/029. None of the volunteers 
complained of knee pain or had any prior surgery performed on their knees. The femur and the tibia were 
segmented from the CT scans to build three dimensional computer models with mimics (Materialise). The 
segmented models were imported to 3matic (Materialise) for the measurements.  

2.2. Referencing method 
The femoral reference system was defined (Fig. 1): The sagittal plane is perpendicular to the posterior 
plane and the distal condylar plane. The coronal plane is parallel to the posterior condylar plane and the 
axial plane is parallel to the distal condylar plane. The posterior condylar plane touches the most posterior 
points of the medial and lateral condyles and is parallel to the anatomical axis of the femur. The 
anatomical axis was defined as the axis of the cylinder that fits to the femoral shaft. The distal condylar 
plane is perpendicular to the posterior condylar plane while touching the distal points of both condyles. 
The origin (C0) of the reference system was defined as the deepest point of the groove, measured from the 
distal condylar plane in the coronal view. The posterior and the distal condyles were used as the 
anatomical landmarks for referencing. PFA is indicated for isolated patellofemoral osteoarthritis.7 In this 
situation, the surfaces of the femoral condyles are normal.  



 

Fig. 1. Femoral reference system (a) coronal view (b) axial view. 

 

Fig. 2. Measurement of (a) Coronal groove angle (b) axial groove angle. 

2.3. Groove line fitting 
Nine equidistance axial slices were generated parallel to the distal condylar plane starting from the origin 
(C0) to the lateral peak of the trochlea (Fig. 2 (a)).  The surface curves were generated from the axial 
slices and analyzed (Matlab, Mathworks). The deepest groove points (C1 to C9 starting from the most 
distal slice to the most proximal slice) were identified from each axial slice. The axial and the coronal 
groove lines were then fitted to these deepest points by approximating the slope of the lines using the 
least squares theorem, with the starting point constrained to the origin (C0). The axial groove line was fit 
on the axial plane and the coronal groove line was fit on the coronal plane. A positive axial groove angle 
was defined to be externally rotated relative to the line perpendicular to the posterior condylar plane in the 
axial view (Fig. 2(b)). A positive coronal groove angle was in valgus relative to the line perpendicular to 
the distal condylar plane in the coronal view (Fig. 2(a)). 
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2.4. Measurements in axial view 
The trochlear inclination angles (TIA)8 were measured on the most proximal slice, the slice that goes 
through C9 (Fig. 3). The TIA1 is the angle between the line connecting the lateral and medial peaks of the 
trochlea and the posterior condylar line. The TIA2 is the angle between the line connecting the lateral and 
medial peaks of the trochlea and the line perpendicular to the axial groove. The sulcus angle, the trochlear 
depth, the lateral trochlear inclination (LTI) and the trochlear facet asymmetry (TFA) were also 
measured.9 

 

Fig. 3. Measurement of trochlear inclination angles (TIA). 

2.5. Measurements in coronal view 
The mechanical axis was drawn joining the centre of the femoral head and the origin (C0). The angular 
position of the mechanical and the anatomical axes were then measured on the coronal plane. The 
mechanical angle1 and the anatomical angle1 were measured from the line perpendicular to the distal 
condylar plane to the mechanical and the anatomical axes respectively (Fig. 4(a)). The mechanical angle2 
and the anatomical angle2 were measured from the coronal groove line (Fig. 4(b)). 



 

Fig. 4. Mechanical angle and anatomical angle measurement on the coronal plane relative to (a) the line perpendicular to the distal 
condylar plane (b) the coronal groove line. 

2.6. Statistical study 
The knees with any sign of trochlear dysplasia (trochlear depth < 5 mm, sulcus angle > 142° or TFA < 50 
%) were grouped as the dysplastic group and the rest was the control group. Unpaired one way student’s 
t-test was performed on the two groups to test the statistical significance.  

3. Results 
3.1. Measurements in axial view 
The axial groove line was fit to the groove points on the axial plane with an average root mean square 
error (RMSerror) of 0.53 mm and the maximum RMSerror of 0.80 mm.  The linear correlation between the 
axial groove angle and the TIA2 was higher than the TIA1, with an increased R² of 0.58 from 0.02 (Fig. 
5). The TIA2 increases linearly as the axial groove angle increases, i.e., as aligns more externally. 
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Fig. 5. Trochlear inclination angle (TIA) vs. axial groove angle measured from different reference line. 

3.2. Measurements in coronal view 
The average RMSerror between the coronal groove line and the groove points on the coronal plane was 
0.55 mm with the maximum of 1.16 mm. The linear correlation between the mechanical angle and the 
anatomical angle increased when they were measured from the coronal groove line than measuring from 
the line perpendicular to the distal condylar plane. The R² between the mechanical angle1 and the 
anatomical angle1 was 0.59, which was increased to R² of 0.97 when the mechanical angle2 was plotted 
against the anatomical angle2 (Fig. 6). 

 

Fig. 6. Angular position of the mechanical axis vs. angular position of the anatomical axis measured from different reference line. 



3.3. Statistical study 
20 out of the 36 knees had at least one sign of trochlear dysplasia (trochlear depth < 5 mm, sulcus angle > 
142° or TFA < 50 %) and the rest were classified as the control group. 

The axial groove lines of the control group were significantly more externally rotated in relation to the 
axial groove lines of the dysplastic group (mean axial groove angle = 4.3° vs 1.9°, p = 0.02, Table 1). 
When the trochlear inclination angle was measured from the posterior condylar line, no significant 
difference was shown between the control and the dysplastic group (mean TIA1 = 6.9° vs 6.4°, p = 0.11, 
Table 1). However, when the trochlear inclination angle was measured from the line perpendicular to the 
axial groove line, it was significantly increased in the control compared with the dysplastic group (TIA2 
= 11.1° vs 7.8°, p = 0.02, Table 1).  

The coronal groove line was aligned in more valgus in the control group than in the dysplastic group 
(mean coronal groove angle = 5.9° vs 2.1°, p = 0.03, Table 1). The mechanical angle1 and the anatomical 
angle1 showed no significant difference between the control and the dysplastic groups (p = 0.50 and 0.47 
respectively, Table 1). When the angles were measured from the coronal groove line, both the mechanical 
angle and the anatomical angle showed statistically significant difference between the two groups (p = 
0.03 for both the mechanical angle2 and the anatomical angle2).  

Table 1. Femoral parameter measurements for control and dysplastic groups. 

 
 

control group 
mean 

dysplastic group 
mean 

t-test  
p value 

axial groove angle [°] 4.3 1.9 0.02 
TIA1 [°] 6.9 6.4 0.11 
TIA2 [°] 11.1 7.8 0.02 

coronal groove angle [°] 5.9 2.1 0.03 
mechanical angle1 [°] 4.7 4.7 0.50 
anatomical angle1 [°] 9.2 9.3 0.47 
mechanical angle2 [°] 1.2 2.6 0.03 
anatomical angle2 [°] 3.4 7.3 0.03 

trochlear depth [mm] 6.9 4.4 <0.001 
sulcus angle [°] 135.5 147.7 <0.001 

LTI [°] 22.7 17.8 <0.001 
TFA [%] 71.8 56.7 <0.001 

4. Discussions 
In most knees with a deeper and more symmetrical groove, with a higher trochlear depth, a lower sulcus 
angle, a higher lateral trochlear inclination (LTI), and a higher trochlear facet asymmetry (TFA), the 
trochlear groove was more externally aligned in the axial view and more valgus aligned in the coronal 
view than the knees with a shallow trochleas. There were however some exceptions. In some knees with 
the normal and deep trochlear grooves without any sign of dysplasia, the trochlea was internally rotated 
and varus aligned. The range of the axial groove angle for the control group was -3.5° to 10.6°, with a 
standard deviation of 3.8°, having the mean groove angle of 4.3°. The range of the coronal groove angle 
was -5.3° to 13.3° with an average of 5.9° for the control group, with a standard deviation of 5.4°. In 
cases with an extreme internal and varus alignment of the trochlear groove, correcting the groove to 



external rotation and valgus alignment during PFA may result an over correction. This might negatively 
affect the soft tissue tension in the ligaments and muscles resulting in abnormal patellofemoral 
kinematics. The high variability of the natural groove angle might explain the PFA prostheses with a 
more constraining groove design has poorer results than the ones with less constraining trochlear 
groove.10 This indicates that more attention should be given to the patient’s natural trochlear groove 
alignment during PFA surgery. The prostheses having a deep groove with a built-in coronal alignment 
might over constrain the femoral trochleas with an internally rotated and varus aligned groove. 

PFA is also indicated for the patients with trochlear dysplasia.10 When the dysplastic group is 
included, the standard deviations of the axial and the coronal groove angles increase to 4.1° and 6.0°, 
increasing the variability of the groove alignment. As a result of this high variability in the groove 
alignment of the femur, prosthesis with single fixed axial or coronal alignment angle might not fit all 
femurs. For example, a more internally aligned knee may need more symmetrical and flatter prostheses. 
On the other hand, prostheses having deeper groove with embedded varus alignment may produce good 
result for the patients with a more externally aligned and deeper trochlear groove. Measuring the 
orientation of the patient’s natural trochlear groove preoperatively should help the surgeons select a 
prosthesis design that best suits the patient. 

There are limitations with this research: We employ a different referencing technique to what has been 
used previously. Comparison to other studies will therefore be challenging, but our referencing technique 
was shown to be reliable and repeatable.9 We illustrated this technique on a population who can be 
considered to have normal patellofemoral anatomy. Thus we plan to increase our database with a more 
representable abnormal population in our follow-up studies. 
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The fabric tensor is a good measure to determine the anisotropy of a cancellous bone. Ultrasound 
is one method to determine the mechanical properties of a cancellous bone. We start from the 
fact that the fast wave in poroelastic theory is identical to the bulk wave velocity, and then, we 
formulate the equation of fast wave in terms of fabric tensor for the calceneus.  
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1.  Introduction 

The fabric tensor is a good measure to determine the anisotropy of a cancellous bone. There are 
three types of methods to measure the fabric tensor of a cancellous bone – the mean intercept length 
(MIL)1,2, the volume orientation (VO) method3, and the star volume distribution (SVD) method4,5.  

Ultrasound is one method to determine the mechanical properties of a cancellous bone6,7. It was 
found that the elastic modulus measured by ultrasound is almost equal to the mechanically tested and 
measured elastic modulus7,8. Recently Biot theory9-11 was employed to characterize the mechanical 
properties of a cancellous bone. Experimentally and theoretically two waves were observed in cancellous 
bone ultrasound measurements (Hosokawa and Otani 1997; Wear et al. 2005). It is reported that the fast 
wave is identical to the bulk wave.   

For an anisotropic porous material, Cowin and Cardoso12, and, Cardoso and Cowin13 expanded 
the wave equation of Biot theory by employing the fabric tensor illustrated in Cowin14. However, there 
are too many unknown parameters to be determined in order to calculate the speed of sound (or wave 
velocity).  

 We believe that the speed of a fast wave in Biot theory is identical to the speed of the bulk wave 
because the elastic modulus measured by ultrasound is identical to the mechanically tested and measured 
elastic modulus. Thus we expand the bulk wave equation by using the fabric tensor and propose a simple 
equation for further experiments.  

 

2.  Method 

 The fabric tensor is related to the elastic modulus when the bone matrix is assumed to be 
isotropic, which is given by 

2

1 2 3 4i s i iE E m m II m F m F= + + +⎡ ⎤⎣ ⎦ ,                               
(1) 

Where 
i
E  is the elastic modulus in i direction and iF  is the fabric tensor in i direction. The coefficients 

1m , 2m , 3m , and 4m  are determined by 



 
 

( ) ( )1 2 11 1n nm d dφ φ φ= − + −⎡ ⎤⎣ ⎦ ,                               

(2) 

and                         

                                     ( )2 3 4 1 1 nm m m d φ φ= = = − − .                                  
(3) 

Then the equation (1) can be written as 

( ) ( ) ( )22 1 21 1n n

i s i iE E d d d II F Fφ φ φ= − + − − − −⎡ ⎤⎣ ⎦ ,                  

(4) 

Where 1d  and 2d  are unknown coefficients to be determined. φ  is the porosity. II  is the second 
invariant, which is given by 

( )( )2 21

2
II trF trF= − .                                   

(5) 

The bone matrix elastic modulus sE  should be equal to the elastic modulus in i direction, iE  when the 

porosity φ  is zero, then the unknown coefficient 2d  becomes 1 (i.e., 
2 1d = ). The equation (4) is 

simplified to  

( ) ( )211 1 1n

i s i iE E d II F Fφ φ= − + − − −⎡ ⎤⎣ ⎦ .                           
(6) 

Here the anisotropy of the elastic modulus iE  is determined the term, ( )21 1 i id II F Fφ − − − . For 

isotropic material, the elastic modulus iE  is simply determined by the equation ( )1 n

i sE E φ= −  
without considering the anisotropic behavior. By comparing it to Wear15, we can conclude that the 
exponent n is 1.75 (i.e., 1.75n = ) for human calcaneus. In Wear15, 53 human calcaneus samples were 
tested and the best fit for the curve between the speed of sound (SOS) and the porosity was found, of 
which exponent n is 1.75. By employing the bar equation, we can simply conclude the relationship 
between the speed of sound (SOS) of the fast wave and the fabric tensor iF ,  

( ) ( )
( )
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⎡ ⎤⎣ ⎦ ,                         

(7) 

Where sρ  is the bone matrix density and wρ  is the density of water. For numerical calculation, the 



 
 

fabric tensors for human calcaneus 1F , 2F , and 3F  are given by 
1 0.398 0.016F = ± , 

2 0.319 0.014F = ± , and 
3 0.286 0.011F = ± 16. From equation (5), we can obtain the second invariant 

II  as 0.331. The porosity φ  is 83.2%. Since the wave equation indicates the fast wave in poroelasticity, 
Eq. (7) should be identical to the bulk wave equation for isotropic case, which is given by 

(1 ) s w

Kv
φ ρ φρ

=
− +

                                  

(8) 

When we average Eq. (7) for isotropic case and the Poisson’s ratio is selected to be 0.32, the unknown 
parameter 1d  is obtained to be 0.112. Here K  is the bulk modulus for calcaneus.  

 

3.  Results And Discussion 

We simply formulate the fast wave velocity with respect to the porosity and fabric tensor as 

 

( ) ( )
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1.75 21 1 0.112 1
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E II F F
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φ φ
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=
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⎡ ⎤⎣ ⎦ .                        

(9) 

It is a theoretical formulation, but we need further experiments for validating the given equation.  
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Proper rotational alignment of femoral component in total knee arthroplasty (TKA) is mandatory 
to achieve correct kinematics, good ligament balance and proper patellar tracking. Starting from 
the hypothesis that the function flexion axis (FFA) can thoroughly describe knee kinematics, the 
purpose of this study was to analyse which factors could affect the FFA estimation by separately 
focusing on flexion and extension movements. FFA was estimated on 79 patients undergoing 
TKA. Internal-external (IE) rotations and the angle between the FFA and the transepicondylar 
axis, in axial and frontal plane, were separately analysed for flexion and extension in both pre- 
and post-implant conditions. The IE rotation showed a statistically significant difference in pre-
implant condition, between 25°and 35° of flexion (p < 0.05). The angle showed statistical 
differences between paths in both pre- and post-implant conditions and in both frontal and axial 
plane. Analogously, pre- and post-operative conditions presented statistically significant 
difference. The estimation of the functional axis changed in the frontal plane in relation to 
flexion and extension movements, above all considering pre-operative conditions, therefore from 
a clinical point of view it is important to consider the only flexion movement for functional axis 
estimation during navigated TKA. 
 
Keywords: Functional Flexion Axis; Total Knee Arthroplasty; Computer Aided Medicine. 

 

1. Introduction 

Providing proper rotational alignment of femoral component in total knee arthroplasty is mandatory to 
achieve correct kinematics, good ligament balance and proper patellar tracking. The femoral component 
malpositioning is indeed a critical aspect in TKA because it may cause several problems such as joint 
instability, excessive wear of the polyethylene component and joint stiffness, which may lead to the early 
failure of the implant [1, 2].  

Recently functional references, like the function flexion axis (FFA), have been introduced to achieve this 
goal and to overcome the issues related to the use of the anatomical landmarks. This method is inherently 
joint- and patient-specific and it is based on the identification of a functional landmark estimated through 
the knee joint Mean Helical Axis (MHA) [3].  

Several studies reported the benefits of using the FFA to describe the tibio-femoral flexion-extension 
movement [3, 4, 5. 6, 7] and also to assess the rotational alignment of the femoral component [2, 8, 9, 10, 
11, 12], but, on the other hand highlighted that further analyses are required to better verify the FFA 



applicability to the general clinical practice. Some works focused on assessing the reliability of the FFA 
compared to the anatomical landmarks [2, 8, 9, 11] as first step to prove its applicability. Starting from 
the hypothesis that the FFA can thoroughly describe knee kinematics but that the joint kinematics itself 
can be different from flexion to extension movements, the purpose of this study was to analyse which 
factors could affect the FFA estimation by separately focusing on flexion and extension movements. 

 

2. Materials and Methods 

A cohort of consecutive subjects presenting osteoarthritic knees was prospectively enrolled for the 
evaluation of FFA study between September 2008 and September 2010. Inclusion criteria consisted in 
primary osteoarthritis (OA), Kellgren-Lawrence score up to 4 and BMI < 40 kg/m². Exclusion criteria 
included all with post-traumatic and rheumatoid arthritis. Seventy-nine patients were thus included in the 
analysis, presenting an average age of 72 ± 5 years (range 56 - 82 years).All patients received a cemented 
TKA with patellar resurfacing. All the surgeries were guided by a commercial navigation system (BLU-
IGS, Orthokey LLC, Delaware, USA) that neither did alter the original surgical technique nor affect knee 
kinematics. The navigated protocol and the accuracy of the method have been already widely reported in 
literature [13, 14]. A software specifically designed for kinematic analysis (KLEE, Orthokey LLC, 
Lewes, Delaware, USA) [14] allowed to acquire kinematic data in both pre-implant and post-implant 
condition.  

After skin incision and before meniscal and Anterior Cruciate Ligament (ACL) removal, femoral and 
tibial trackers were fixed, with patella reduction, and anatomical and pre-implant kinematic data were 
acquired. Post-implant kinematic data were collected after definitive prosthesis implantation. The joint 
coordinate reference system (JCS) was specifically defined by means of anatomical landmarks 
acquisitions, performed on femur and tibia, as proposed by Cole et al. [15] and Grood and Suntay [16]. 
Passive flexion and extension movements, from 0° to 120°, were separately acquired three times for each 
subject, both before and after implant positioning.  All the information acquired by the navigation system 
were off-line processed with proprietary routines (Matlab, Mathworks, Natick, MA, USA). 

The relative motion of tibia with respect to femur was analysed with Grood and Suntay algorithm [16]. 
Rotations during the passive range of motion (PROM) were computed and described in terms of 
instantaneous flexion–extension (FE) and internal-external (IE) rotations. 

The angle between FFA and TEA was studied in two different anatomical planes (specifically axial and 
frontal) in order to more easily compare the obtained results from a clinical point of view (Figure 1). 



 
Fig. 2. The angle between the FFA and the TEA in frontal (left) and axial (right) plane. 

 

The statistical analysis was performed considering flexion (0°-120°) and extension (120°-0°) movements, 
separately.  

Difference in internal-external rotations during flexion and extension paths in pre- and post-operative 
conditions were tested with independent and two-tailed paired Student t-test respectively, thus to evaluate 
any statistical difference between flexion and extension movements at each frame of PROM. Independent 
Student t-test was performed on the angles identified by FFA with respect to TEA in both the planes, to 
evaluate any statistical difference in the estimation of FFA between flexion and extension movements. 
These inferential statistics was also individually performed on both pre- and post-implant data. Moreover 
paired Student t-test was executed between pre-operative and post-operative estimation of FFA analysing 
the corresponding angles between FFA and TEA, in order to identify the differences introduced by the 
implant in the FFA estimation. 

Statistical significance was set to 95% (p = 0.05) for all the tests. 

Analyse-it software (Analyse-it Software, Ltd., The Tannery 91 Kirkstall Road, Leeds, LS3 1HS, United 
Kingdom) was used to perform the reported statistical analysis. 

 

3. Results and discussion 

The analysis of IE rotation during flexion and extension both in pre- and post-implant condition reported 
a statistically significant difference between the two paths in pre-implant condition, between 25°and 35° 
of flexion (p < 0.05) (Figure 2). 



 
Fig. 2. Internal-External (IE) rotation during PROM in pre- and post-implant conditions for flexion and extension paths. 

 

The independent Student t-test of FFA-TEA angle in frontal (XZ) and axial (XY) planes, showed 
significant statistical differences (p<0.0001) between flexion and extension movements in both pre- and 
post-implant conditions and in both frontal and axial plane (Figure 3). Analogously, the paired Student t-
test, on pre- and post-operative conditions, presented statistically significant difference (p<0.0001) as 
showed in Figure 4. 

 



 
Fig. 3. Student t-test statistical difference between flexion and extension movements in pre- and post-operative conditions (XZ 

(frontal plane): varus -, valgus +; XY (axial plane): internal +, external -). 

 

 
Fig. 4. Paired t-test statistical difference between pre- and post-operative conditions in flexion and extension movements (XZ 

(frontal plane): varus -, valgus +; XY (axial plane): internal +, external -). 



 

The estimation of FFA, identified through the FFA-TEA angle, changed in the frontal plane in relation to 
flexion and extension movements, above all considering pre-operative conditions. Specifically pre-
implant FFA, computed during flexion movements, significantly differed from TEA, whereas the FFA-
TEA angle resulting from extension movements was closer to zero. Moreover, the orientation of FFA 
changed significantly after TKA both in flexion and extension, mostly in frontal plane, while the 
correspondence between FFA and TEA was generally maintained in axial plane. Given more details, in 
pre-operative conditions the FFA computed in the frontal plane by flexion movements, showed a greater 
distance from TEA and an higher variability (-8.5° ± 7.0°), while in the axial plane a grater distance 
derived from the analysis of the extension movements (-4.0° ± 4.7°). These values reduced in post-
operative conditions mainly due to the influence of the prosthesis: the FFA-TEA angle was specifically -
3.2° ± 5.4° in the frontal plane for flexion movements, and -0.6° ± 4.5° in the axial plane for extension 
movements. 

Both pre-operative and post-operative results were in agreement with those reported by Colle et al. [17], 
but the present study better highlighted the differences during flexion and extension movements that 
could be due to different factors, first of all, the presence of the screw-home mechanism, that occurs in 
the first 30° of PROM and that was more evident in the frontal plane during flexion movement, whereas 
the FFA estimation resulted less stable in the axial plane during extension. These results could be also due 
to the differences involuntarily introduced by the surgeon in passively performing flexion or extension 
movements. In fact, it is possible that an abnormal external rotation was maintained during extension, 
especially during the first 30° of motion, due to a temporary loss of contact of the articular surfaces and 
therefore causing the absence of the screw home mechanism in frontal plane and the FFA unusual 
variation in axial plane, as suggested by the results of IE rotation during flexion and extension movements 
which showed a statistically significant difference between 25° and 35° of PROM. 

 

4. Conclusion 

This study demonstrated that the FFA requires further analyses in order to allow its application to the 
daily clinical practice. In particular, its estimation in the frontal plane remains crucial. The pre- implant 
FFA-TEA angle showed in fact a greater value in the frontal plane with respect to axial plane for both 
flexion and extension movements. This was probably due to the influence of osteoarthritis on altering the 
proper condyles shape that did not occur in axial plane. Moreover the present work demonstrated that the 
FFA computation was significantly influenced by the different paths of motion, i.e. flexion and extension, 
suggesting the importance of considering the only flexion movements for FFA estimation during 
navigated TKA. 
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Nowadays the number of instantaneous centers of knee flexion/extension rotation is not 
known with absolute certainty. For that reason, different Total Knee Arthroplasty (TKA) 
femoral components models are available in the market; there are designed under different 
hypotheses. In the surgery field there is no agreement about the veracity of the theoretical 
advantages of a single radius design with respect to a multiple radii one, like the J-curve 
and no literature study compares in deep these two solutions for TKAs. For that reasons, a 
finite element analysis was carried out. Two models were generated to analyze a single 
radius design and a J-curve design; a standard gait cycle and the downward movement of a 
squatting activity were simulated for both models. The kinematics, the contact area and the 
force due to the contact pressure were obtained and compared. 
After comparing the results, no significant differences are detected during a gait cycle 
whereas during the squat task, differences are shown up especially in the post engagement.  
 
Keywords: TKA; J-curve; single radius, kinematics, kinetics. 

 
 

1.  Introduction 

Until the last decade native knee joints were thought to present multiple instantaneous centers of knee 
flexion/extension (KF/KE) rotation,1,2 therefore the femoral components designed for total knee 
arthroplasty (TKA) purposes were designed with a progressive increase of the radius of curvature from 
the posterior to the anterior part of the knee. Among these multiple radii of rotation designs, the J-Curve 
(JC) has been one of the most widely used, providing successful results as a method for avoiding the 
reduction in mobility and pain caused by usual diseases such as osteoarthritis, rheumatoid arthritis or 
post-traumatic arthritis. 

However, recent studies have suggested the presence of only one KF/KE axis fixed within the femur 
leading to the manufacture of the so called single radius (SR) femoral components.3 

This change in the geometry may induce changes in the functional performance of 
 



	
  

 
 

 
 

 

 

 

 

the artificial joint. In fact, it has been observed that the KF/KE axis of the SR is more posterior to those 
of the JC design, hence the extensor moment arm is larger, the quadriceps forces are lower and then, 
daily life activities are easier to carry out.4 Moreover, this reduction in quadriceps forces leads to a lower 
load induced in the patella and then, smaller anterior knee pain and patellar component wear. 

As these theoretical advantages remains without being proved, this study aims to make a comparison 
between a SR and a JC design, working with the same posterior stabilized tibial component, during daily 
life activities such as walking and squatting. In particular, the tibio-femoral kinetics and kinematics will 
be analyzed by means of a finite element analysis (FEA). 
 

 

2.  Materials and Methods  
 

Only the femoral component and the tibial bearing insert (along with the upper part of the tibial tray) 
have been used for developing this study. The influence on the loads of the other elements present in the 
knee joint such as the patella and ligaments was already taken into account in the data obtained from the 
standard ISO 14243-1, in the case of the gait cycle, and from a cadaver knee motion test, in the case of 
the downward movement of the squat cycle. 
 

2.1.  Design of the SR component 
 

Starting from a JC design, a SR femoral component was created with the aid of a CAD software. For 
carrying out this operation, the rear part of the piece which was beyond the point at which the first 
change of radius appeared was removed. After that, the piece was symmetrically reproduced in order to 
get condyles with a fixed radius, the surplus of this operation was removed and the original cam was 
reinserted.  

 

2.2.  Development of the finite element analysis 
 

The same procedure was followed for both femoral designs. First, the upper part of the tibial tray was 
added to the tibial bearing and the system femur-tibia was properly assembled. Secondly, the 
corresponding materials were created and assigned to each piece: pure titanium for the tibial tray, 
polyethylene for the tibial bearing and an alloy of cobalt-chrome for the femoral component.5 

Next, the conditions for performing an explicit analysis were fixed, including a mass scaling of 5·10-5 
that optimized the binomial accuracy-computerization time. 

After that, the interaction between surfaces of femoral and tibial components was defined and a friction 
coefficient of 0,1 was included to simulate real conditions of movement. At this point, the loads and 
boundary conditions were assigned. Whereas the loads defining the gait cycle were directly applied, the 



	
  

 
 

 
 

 

 

 

data for the squat cycle, which came from an experimental test, were submitted to a filtering task and a 
polynomial approximation of the trend before being entered into the software. The boundary conditions 
were common for both activities: the lower part of the tibial component was embedded. 

Finally, both components were meshed with regular and tetrahedral elements of different global sizes 
(3mm vs 1,5mm) to better fit each geometry. 

 

 

2.3.  Outputs of the finite element analysis 

The outputs selected in order to analyze the models were the contact area in both compartments and the 
post, the total force due to contact pressure and the center of this total force. The most determinant 
results are presented in the next section. 
 

3.  Results  
 

Figure 1a shows the trend of kinematics of the center of total force in the Anterior-Posterior (AP) 
direction during a standard gait cycle. No significant difference is observed between the two TKA 
designs for all the observed directions.  

Figure 1b shows the magnitude of the total force due to contact pressure in different regions of the 
model. In comparison with the JC design, the total force exerted on the back side of the post in the SR 
design is around 0,8% lower; in the lateral compartment of the tibia, the force is 0,53% higher and in the 
medial compartment it is 0,42% lower. In both medial and lateral sides of the post, no force is exerted by 
any model. 

 

  

a) b) 

 

Fig.  1.    a) Position of the center of total force in AP direction during gait cycle;    b) Total force in post and tibial 
compartments during gait cycle . 
 



	
  

 
 

 
 

 

 

 

Figure 2a shows the trend of kinematics of the center of total force in the Anterior-Posterior (AP) 
direction during the downward movement of a squatting task. The behaviour of both design is very 
similar until they reach an angle of 80º. At this point, the trend of the SR has a more pronounced drop. In 
the other analyzed directions, SR presents less uniform fashion with respect to the JC design after 80°.  

Finally, figure 2b shows again the magnitude of the total force due to contact pressure. In the case of the 
squat task higher differences can be observed. Again comparing the SR design with respect to the JC 
design, the total force exerted on the back side of the post is 2,33% higher; on the lateral compartment of 
the tibia, the force is 3,69% higher and on the medial compartment it is 0,36% lower. In both medial and 
lateral sides of the post, no force is exerted by any model. 

 

  
a) b) 

Fig.  2.    Position of the center of total force in AP direction during squatting; b) Total force in post and tibial compartments during 
squatting. 

 

4.  Conclusions  

After considering all the results, different conclusions can be set depending on the movement. 

If we take into account the gait cycle, where the flexion angle is always lower than 60º, there are no 
benefits in using the SR or the JC design, as the evolution is quite similar and the exerted force 
difference is lower than 1%.Then, their response will be almost identical. 

However, during high flexion, such as in the squat task, some stability problems can appear in knees with 
SR femoral components due to those changes that it experiences after 80º in all the directions and the 
general increase in the forces exerted on the polyethylene tibial component. 
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During last three decades, Posterior-Stabilized (PS) prostheses have been widely used 
reporting generally good results in long-term studies. However, conventional PS may not be 
enough for some patients who require larger constrain in order to manage knee instability. 
Thus, semi-constrained PS versions have been designed by means of enlarging the size of 
the post to be more restrictive. Nevertheless, there is a lack of confidence from surgeons on 
this last version, based on the belief that its larger degree of constraint could lead to the 
premature failure of the prosthesis. Therefore, both TKA solutions have been studied by 
means of a finite element analysis in order to analyze the efforts supported by the 
prosthesis, and more exactly, the post-cam engagement during two daily activities: gaiting 
and squatting. After analyzing both designs it was observed that a change on the contact 
between the two components, especially in the medio-lateral direction, took place, giving as 
a result also a variation of the kinematics of the knee joint. 
 
Keywords: primary, TKA, semi-constrained, TKA, FEM, posterior-stabilized 
 

 
1.  Introduction 
  

In 1978, the Posterior-Stabilized (PS) knee joint was introduced in order to solve the problems related to 
instability and subluxation of the tibia for those patients with degenerative or absent posterior-cruciate 
ligament (PCL) 1. It includes a cam on the femoral component, which articulates with a post located on 
the tibial insert, replacing in that way the function of the PCL that should be removed. 

Such prostheses have been widely used for three decades and they have reported satisfactory results since 
they provide an increased predictability in restoration of knee kinematic as well as greater range of 
motion. Nevertheless, when a conventional PS prosthesis is not enough for management of instability, it 
arises the need of a larger degree of constraint. So that, PS semi-constrained tibial insert has been 
introduced. This one limits the internal and external rotation to 2°–3° 2, providing an additional stability 
with respect to the conventional design. The main difference between the two solutions remains on the 
post shape: while for conventional PS it is slightly rounded, for the semi-constrained model it is almost 
rectangular and has larger dimensions, especially in the medio-lateral direction. This is an alternative 
solution for those patients whose soft tissue is compromised and greater constraint is required, but for 
whom a hinge TKA is too invasive 3. 



	
  
	
  

However, there is a general distrust on semi-constrained prosthesis since it is presupposed that its larger 
dimensions of the post and its increased restriction results in larger stresses that may lead the prosthesis 
to experience the failure earlier than the conventional design. For those reasons, the aim of this study is 
to perform an analysis about the performances of the two solutions. The study has been conducted 
through a finite element analysis (FEA) simulating daily activities such as gaiting and squatting. 
 
2.  Materials and methods 
The model in analysis consists of the femoral and tibial components. The influence on the loads of the 
rest of components affecting the behavior of the knee joint, such as the patella and the knee envelope, are 
already taken into account in the standard ISO 14243-1 in case of the gait, and in the experimental data in 
case of the squat, that are used as boundary conditions of the models. 
 
2.1.   Design of the semi-constrained tibial insert 
The semi-constrained tibial insert was obtained from the design of the primary insert. By means of an 
extrusion, the width of the post was increased and it was given a squared shape. Moreover, in order to 
avoid collations between the front part of the femur and the post, a small slope was given to the anterior 
part of the post. 
 
2.2.   Development of finite element method 
After assembling the femoral and the tibial components, following the manufacture’s instruction, 
commonly used materials for TKAs were assigned to each one of the parts. So that, to femoral 
component Cobalt-Chrome properties were attributed following linear model while to the tibial tray, 
Titanium was attributed and for the tibial insert,  polyethylene was chosen 4. 
In order to get closer to the real behavior, interactions with a friction coefficient of 0.1 between femoral 
and tibial surfaces were established. 
After that, boundary conditions were defined: the lower part of the tibial tray was embedded and on the 
other hand, the evolution of the flexion-extension angle during gaiting and squatting was assigned to 
each model. Loads acting during each activity were applied on a single point which was attached to the 
entire femoral component. For the gait, axial force, anterior-posterior force and torque were considered, 
while for the squat, only an axial force was applied. 
Finally, both components were meshed with tetrahedral elements with a final element global size of 
1.5mm. 
 
3.  Results 

The aim of the study was to analyze the influence of the post’s geometry on the stresses withstood by the 
tibial component. Thus, the study was mainly focused on the variation of the contact area and contact 
forces experienced by the post as well as those in the lateral and medial compartments of the tibial insert. 
The outputs for the gait are depicted in Figure 1. 
 



	
  
	
  

	
  
  (a)      (b) 
Fig. 1  (a) Center of the total force in AP direction in lateral and medial sides of the tibial component during the  gait; 
(b)comparison of the contact force due to contact pressure between the two designs  
 
Due to the enlargement of the post in the medio-lateral direction, larger contact forces are experienced by 
lateral and medial sides of the post in the semi-constrained version compared to those in the conventional 
one, where no contact forces can be observed (Figure 1b). The increment of the contact force in the back 
side of the post and in the medial side of the tibia is around 1.5%, while for the lateral compartment it 
decreases 1%, being these variations almost negligible. 
By comparing the position of the total force in the AP direction between the lateral and medial 
compartments of the tibial component, it is possible to observe larger difference between both positions 
on the semi-constrained version in comparison with the conventional design. This larger difference, 
which results from the higher restriction of the post, gives as a result a bending moment on the post when 
the rotation between both components tries to take place. 
 
On the other hand, the simulation of the squat provided the following results (Figure 2): 

 
 

(a)       (b)    
Fig. 2  (a) Center of the total force in AP direction in lateral and medial sides of the tibial component during the  squat; (b) 
comparison of the contact force due to contact pressure between the two designs  
 
Similarly to the gait, contact forces for the medial and lateral surfaces of the post become increased due 
to the larger restriction that limits the rotation of the femoral component (Figure 2b). With respect to the 



	
  
	
  

post back, it can be seen that for both designs the contact force is higher than during the gait. That can be 
explained due to the larger range of flexion-extension angle which will put more in contact the back side 
of the post with the cam of the femoral component. However, the variation of the force with respect to 
the conventional version is more pronounced, having in that case an increase of 12.5%. 
Regarding the position of the total force on lateral and medial compartments, although the tendency is 
also similar, the difference between both positions remains also higher for the semi-constrained version. 
However, in that case the difference is more pronounced, which results in larger forces experienced by 
the post. 
 

 
4.  Conclusions  
By means of this study it has been shown that the modification of the geometry of the post varies the way 
in which the femoral component contacts the tibial one. The main difference is observed in the post, 
which establishes larger contact with the femoral component especially on its medial and lateral sides.  
The rotation of the knee becomes also limited, which leads to a change on the position of the contact 
force on the tibial compartments. Thus, the kinematics of the knee prosthesis are modified and as a result 
an increase of the bending movement exerted on the post takes place. 
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Abstract: The study analyzes if and how a labral-chondral separation of the acetabular labrum 
affects the seal function of the labrum itself and if the surgery is able to restore the function of 
the intact labrum. Three different treatment options have been analyzed: labrectomy, vertical 
mattress repair and cerclage . The study was conducted on 6 cadavers after removing the soft 
tissue from the joint and leaving the capsuloligamentous structures intact. Tracker with passive 
markers were fixed to the pelvis and the femur for the kinematics analysis using a surgical 
navigation system during 12 different movements. In the medullary canal of each femur was 
fixed a triaxial load cell for the control of the applied load . The displacement of the Hip Joint 
Centre (HJC) was calculated in five different conditions: intact labrum, after causing a labral - 
chondral separation , after vertical mattress repair, after cerclage repair and after labrectomy . 
The results confirm that a labral- chondral separation increases the HJC respect to the intact 
condition compromising the function of the labrum. Among the proposed surgical techniques, 
labrectomia is the one that provokes the highest values of HJC displacement. 
 
Keywords: acetabular labrum, seal, HJC displacement. 
 
Running Heads: Seal Function of the acetabular labrum. 

 
1. Introduction 

The acetabular labrum increases socket depth and articular surface, as well 1. A biomechanical study 
performed by Konrath and colleagues 2, assessed the role of the acetabular labrum in load transmission.  

In particular, the intact acetabular labrum has been shown to create a seal between the peripheral and 
central compartment of the hip joint. The such called “seal function” of the labrum contrasts the synovial 
fluid flow from the central compartment achieving a negative pressure within the joint that increases 
resistance and stability of  the femoral head 3,4. 

Labral tears commonly cause disabling intra-articular hip pain and are usually treated with hip 
arthroscopy 5. This latter may help in the preservation of the hip of young and active adults.  

Current surgical techniques, defined labrectomy, to treat unreparable labral tears include removal of the 
loose torn tissue 1. Anyway, restoration and maintenance of the labrum seems appropriate with the 
knowledge that it possesses important mechanical properties at the hip. Given that, repair should be 
undertaken to restore the seal function of the labrum. 

While recent studies have clarified the anatomy of the acetabular labrum 6, its biomechanical and 
kinematics behaviour as well as the most effective treatment option have lagged behind. 



This current study was performed with the intention to help determine when and how the seal function of 
the labrum is restored, by comparing the results of different surgical techniques including labrectomy and 
two different labral repairs: Vertical Mattress repair and Cerclage repair. 

 

2. Methods 

2.1 Testing set-up 

Six cadaveric hips (3 female and 3 male, average age 87 years) without labral tears or arthritis were 
included in the study.  

Specimens presenting evidence of either any previous surgery, or soft tissue pathology were excluded 
from the analysis. 

The femurs were transected at the level of the knee joint, to eliminate the mechanical influence of the 
knee position on the hip, due to the biarticular muscles. After thawing the hemicorpses for 48 hours at 
room temperature, skin, subcutaneous muscle and soft tissues were removed, leaving the bones and the 
hip capsuloligamentous structures intact. The tests were carried out at the “Bone and Joint Center” – 
Veterans Affairs Palo Alto Health Care System – Stanford University (Palo Alto, CA, USA). 

A commercially available system for intra-operative kinematic assessment (BluIGS/KLEE, Orthokey Ltd, 
Delaware, DE, USA) based on an optoelectronic localizer, was used to acquire kinematics and anatomical 
data. In order to track the relative motion between the femur and the pelvis, a tracked equipped with 
passive optical markers was mounted on the iliac crest, and a corresponding tracker was fixed on the 
femoral diaphysis, about 100 mm distal to the lesser trochanter toward the anterolateral femur. The 
acquisition of additional anatomical landmarks was necessary in order to define the anatomical system of 
references and perform the kinematics analysis. 

Into the canal of each distal cut femur a 6-axis load cell (MC3A, AMTI, Lynchburg, Virginia, US) was 
fixed. This latter was used for controlling the applied load when performing the test. A suitable graphical 
interface was designed in LabView (National Instruments, Austin, Texas, US) for having a real-time 
feedback during the maneuvers execution and for recording the values of the applied load. The limit of 
the range of motion (ROM) of each maneuver was determined as the position at which 2Nm of torque 
was applied to the hip to generate both an abduction/adduction and flexion/extension maneuver. 1Nm was 
the limit for internal/external rotation. The load was manually applied by the testing surgeon, he was also 
the one who performed the surgery. 

The pelvis was fixed stationary on a special set-up by eight Steinmann pins in a neutral alignment as the 
hip was tested. The wooden base was fastened at the end of a sturdy table to stabilize the pelvis without 
affecting the motion of the hips and femurs. 

Figure 1 shows the set-up used for the analysis.  



 

 
 
Figure 1. Set-up used for the kinematics acquisition: navigation system and load cell. 

 

2.2 Testing protocol 

The hips were passively taken through 12 different tests to study hip kinematic behavior throughout the 
hip ROM.  

Each test was repeated 3 times to assess test-retest repeatability.  

The kinematics tests were performed in 5 different conditions, each time modifying the status of the 
acetabular labrum. In particular we tested: 

• Intact labrum 

• Labral-Chondral Separation (a # 11 scalpel blade was used to separate the labrum from its 
acetabular attachment centered anterolaterally at the labrum for a 15 mm length detachment) 

• Vertical Mattress repair 

• Cerclage repair 

• Labrectomy  

 

Table 1 shows the tested position 

 

 

 

 

 



 

 
Table 1. Tested positions. 

TEST FLEXION/EXTENSION ADDUCTION/ABDUCTION ROTATION 

Test 1 NEUTRAL  NEUTRAL Int-Neu-Ext  

Test 2 NEUTRAL ADUCTION Int-Neu-Ext  

Test 3 NEUTRAL ABDCTION Int-Neu-Ext  

Test 4 90 FLEXION NEUTRAL Int -Neu-Ext 

Test 5 90 FLEXION ADUCTION Int -Neu-Ext 

Test 6 90 FLEXION ABDUCTION Int-Neu-Ext 

Test 7 FULL FLEXION NEUTRAL Int-Neu-Ext  

Test 8 FULL FLEXION ADUCTION Int -Neu-Ext 

Test 9 FULL FLEXION ABDUCTION Int -Neu-Ext 

Test 10 EXTENSION NEUTRAL Int-Neu-Ext 

Test 11 EXTENSION ADUCTION Int-Neu-Ext 

Test 12 EXTENSION ABDUCTION Int-Neu-Ext 

 

2.3 Surgical procedure 

The surgical techniques were performed following the procedures reported by Freehill and Safran 1. 

Figures 2 reports the acquired anatomical points in order  to define the anatomical system of references. 

 

 
Figure 2. Pelvis Anatomical Reference System and Femur Anatomical Reference System. X-axis defines the medial-lateral 
direction passing through LASIS and RASIS for the pelvis and through ME and LE for the femur, Y-axis the posterior-anterior 
direction, while Z-axis defines the proximal-distal direction. 
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Standard surgical equipment was used to perform both the hip labrum repairs. The purposed surgical 
techniques were not modified by the introduction of the navigation system and the load cell, as well. 

 

2.4 Data and Statistical Analysis 

A direct comparison could be made among the intact state and all the following states for internal 
consistency to reduce inter-specimen variation. In particular we computed the displacement of the Hip 
Joint Center (HJC) to assess the effect of the labral-chondral separation to the acetabular labrum seal 
function, and whether it can be retrived with different surgical approaches. The whole set of kinematic 
data was acquired and off-line elaborated using MATLAB (The Mathworks Inc., MA, USA). 

Interclass Correlation Coefficient (ICC) was calculated over the total amount of data in order to quantify 
the repeatability of the test results.  

 

3. Results. 

The inter-subject repeatability was good with an ICC value equal to 0.6. No statistically significant 
difference among the values of HJC displacement was identified (p > 0.05 for all the states) during the 5 
steps analysed.  

The greatest displacement of the femoral head centre was after the labral-chondral separation for all the 
12 performed tests. In particular we found a mean increase of 0.8 mm as compared with intact condition.  

After labrectomy we found a displacement 0.7 mm greater of the value acquired with the intact labrum. 
While, when the labrum was repaired by vertical mattress and cerculage technique we found a 
displacement that deviates from the initial value of 0.4 mm and 0.3 mm, respectively. 

Holding the hip in an abducted position seems to better underline difference between the tested conditions. 

Table 2 reports the average (± std) values of HJC displacement. The values have been organized 
according to the level of hip flexion. 

 
Table 2. HJC displacement at different values of flexion/extension. 

FLEX/EXT INTACT 

(avg ± SD) 
mm 

LAB_CH 

(avg ±  SD) 
mm 

VERT MAT 

(avg ±  SD) 
mm 

CERCLAGE 

(avg ±  SD) mm 

LABRECTOMY 

(avg ±  SD) mm 

0° Flex 2.38 ± 0.31 2.69 ± 0.54 2.26 ± 0.76 2.33 ± 0.58 2.41 ± 0.69 

90 ° Flex 2.84 ± 0.12 2.93 ± 0.21 2.76 ± 0.06 2.84 ± 0.13 3.26 ± 0.19 

Full Flex 3.31 ± 0.40 3.47 ± 0.41 3.10 ± 0.20 3.07 ± 0.31 3.53 ± 0.44 

Full Ext 2.35 ± 0.20 2.91 ± v0.28 2.27 ± 0.27 2.42 ± 0.15 3.18 ± 0.43 

 



4. Discussion. 

The most important finding of the present work was the exact quantification of the HJC displacement 
throughout the hip ROM. 

The aim of this was therefore to determine if surgical techniques including labrectomy and two different 
labral repairs (Cerclage and Vertical Mattress) are able to restore the seal function of the hip labrum. 

This was done taking the hip through 12 different hip positions applying a controlled load while a 
navigation system was recorded kinematic and anatomical data, as well.  

To the best of our knowledge this is the first study to quantify HJC displacement in five different labral 
conditions in a controlled configuration with specific physical examination maneuvers. 

According to the starting hypothesis, the results confirm that a labral-chondral separation of the labrum 
increases the HJC displacement respect to the intact condition compromising the “seal function” of the 
labrum itself. Among the analyzed surgical techniques, the labrectomia has showed the highest values of 
HJC displacement when compared to the intact condition. 

Since the articular cartilage is optimally configured to resist compressive forces, increased translation of 
the femoral head within the acetabulum may result in accelerated wear of the cartilage. This fact 
according with the findings of our study suggest that labral repair is preferable to labrectomy. 

This study does have some limitations. First is use of cadaveric specimens, which, by necessity, lacks 
muscular forces, and thus joint reactional forces, which likely influence the tests outcome. Moreover, a 
greater amount of specimens are required to discern which one of the two analyzed surgical repairs allow 
for a better recovery.  

However, with all these limitations, from the clinical point of view this study may allow for better 
understanding which surgical treatment, labrectomy or repair, is optimal in case of hip labrum tear. 
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The Anterior Cruciate Ligament (ACL) is a soft-tissue subjected to extreme mechanical stress 
especially during high performance activities, and it is fundamental for the knee stability. To 
provide information on the status of the ligament, especially when the patient complains pain, 
the use of MRI images became a common practice. The position of the insertion of the ACL on 
the tibia could be correlated with possible pathologies, as ACL fracture, but, up to now, no 
literature study provides this information.  
For these reasons, this work focuses on the determination of the reproducibility and repeatability 
of a new technique aimed to identify the ACL insertion position. Particularly, the Anterior and 
Posterior attachment of ACL (respectively ACLa and ACLp) were identified and normalized on 
MRI images. INTRA and INTER-Class-Correlation (ICC) were determined to prove the 
reproducibility and repeatability of this new procedure.  
Results show excellent agreement both for the ACLa (ICC-Inter= 0,923, ICC-Intra=0,867) and the 
ACLp (ICC-Inter= 0,901, ICC-Intra=0,851). 

Accordingly, the proposed procedure can be considered suitable to define the position of ACL 
for a specific patient. 

Keywords: Knee, ACL, insertion point, Reproducibility, Repeatability, ICC. 

 

 

1. Introduction 

The Anterior Cruciate Ligament (ACL) is one of the four main ligaments in the knee joint. It is located 
deep within the joint, between the tibia and the femur. Its primary biomechanical function is to stabilize 
the joint, preventing the forward displacement of the tibia in relation to the position of the femur and it is 
crucial to guarantee the stability of the knee joint1. Secondary biomechanical function of the ACL is to 
control the internal rotation of the knee in synergy with the collateral ligaments2.  

Anatomically, in the sagittal plane, the anterior part of the ACL is attached on the proximal tibia, beneath 
the transverse ligament, which unites the anterior horns of the medial and lateral meniscus, with some 



	
  
	
  

fibers attaching to the anterior horn of the lateral meniscus. Medially, the ACL attachment is bound by the 
articular cartilage border of the medial tibial plateau. Laterally, the ACL attachment is located near the 
articular cartilage border of the lateral tibial plateau3. 
When a patient suffers pain, MRI images, usually achieved under low irradiation dose3, are used to assess 
the position, quality and shape of the ACL, aiming to find a possible explanation to the patient’s issue. 
Another use of the analysis of MRI images is to reconstruct ligament geometries for the development of 
patient specific models for kinetics and kinematics investigations3,4,5. But, unlike MRI for scientific use, 
the MRIs for clinical use have lower resolution that sometimes make difficult the correct localization of 
the ACL. 

Therefore, for the present research purpose, a new method is proposed and tested. This method is aimed 
to determine the identification of the ACL position on the tibial plateau with the use of MRI for clinical 
use and to normalize it according to specific patient anatomical landmarks. 

 

2. Materials and methods 

The proposed technique is based on the use of a series of clinical MRI images of healthy patients, 
however could be applied even to pathological MRI without lacking significance.  The procedure is 
divided into two main steps: 

1. identification of a reference system on the tibial plateau; 
2. identification of the ACL insertion points. 

For the identification of the reference system four anatomical landmarks8 were considered: 

- CM: center of the best circle around the edge of the tibial plateau on the medial side (Fig. 1b); 

- CL: center of the best circle around the edge of the tibial plateau on the lateral side (Fig. 1b); 

- RA: the rightmost point of the largest proximal antero-posterior tibial outline (Fig. 1a); 

- LP: the leftmost point of the largest proximal antero-posterior tibial outline (Fig. 1a). 

Once these points are identified the patient reference system is fully defined: the axis passing through CM 
and CL determine the medio-lateral axis of the patient, the orthogonal axis is the antero-posterior axis of 
the patient. LA and RA are therefore projected to the Antero-posterior axis to determine the patient AP 
total length. 

For the identification of the ACL insertion point on the tibial plateau two distinct points were considered: 

˖ ACLa: the anterior point of the insertion of ACL on the tibial plateau (Fig. 1a); 

˖ ACLp: the posterior point of the insertion of ACL on the tibial plateau (Fig. 1a). 

 

 



	
  
	
  

      
(Fig.1)Identification of points required to obtained Reference System 

-­‐ CM: center of the best circle around the edge of the tibial plateau on the medial side; 
- CL: center of the best circle around the edge of the tibial plateau on the lateral side; 

- RA: the rightmost point of the largest proximal antero-posterior tibial outline; 
- LP: the leftmost point of the largest proximal antero-posterior tibial outline. 

 

Once these two points were identified the antero-posterior distances between ACLa and LP and between 
ACLp and LP were extracted and normalized using the patient AP total length calculated before. 

To check the reproducibility and repeatability of the proposed technique, the Intra and Inter class 
correlation coefficients (ICC-Inter and ICC-Intra) were calculated for the normalized antero-posterior 
distances ACLa-LP and ACLp-LP. 

To calculate these coefficients, three different operators applied the same procedure on 3 specimens, 
repeating the trial for 3 times. 

By definition, the ICC is evaluated according to the following formulation6:  

ICC!"#$% =
!!!

!!
!    	
  ;	
  	
  	
  

ICC!"#$% =
!!
!

!!!!  !!!
;  

where  

-σ!! is the total variance of measurements by different observers on different subjects; 

-σ!!  is the variance between subjects; 

-σ!! is the error variance of measurements by the same observer on different subjects6. 

 



	
  
	
  

ICC values range from 0 to 1, indicating better agreement as the value approaches 1. An ICC values 
higher than 0.75 indicates excellent agreement6. 

 

3. Results 

Figure 2 reports an example of the position of the points identified with the previous technique. In details, 
all the normalized points are plotted in graphs that shows the transverse plane of the tibial plateau. 
 

	
  	
  	
  	
   	
  
Fig.2 - Normalized values (The Pm point is defined as the midpoint between CM-CL) without (a) and with (b) a tibial 
MRI transversal image.  The red line represent the lower tibial margin and the two green lines the antero-posterior 

normalized distances 

 

As regards to the INTER-Class Correlation Coefficient: 

-­‐ For the ACLa-LP distance is equal to 0,923; 
-­‐ For the ACLp-LP distance is equal to 0,908. 

As regards to the INTRA-Class Correlation Coefficient: 

-­‐ For the ACLa-LP distance is equal to 0,867; 
-­‐ For the ACLp-LP distance is equal to 0,851. 

 

4.   Discussion 

To provide information on the status of the ACL, especially when the patient complains pain, the use of 
MRI images became a common practice. Several technique could be used with different accuracy but, up 
to now, no literature study provides this information. 

For these reasons, this work focuses on the determination of the reproducibility and repeatability of a new 
technique aimed to identify the ACL insertion positions. In particular, the ACLa and ACLp were 



	
  
	
  

identified and normalized on MRI images. ICC-Inter and ICC-Intra were determined to prove the 
reproducibility and repeatability of this new procedure.  

Results show excellent agreement both for the ACLa (ICC-Inter = 0,923, ICC-Intra =0,867) and the ACLp 
(ICC-Inter = 0,901, ICC-Intra =0,851). 

Accordingly, the proposed procedure can be considered suitable and efficient to define the position of 
ACL for a specific patient. 
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Abstract 
Ligaments and tendons have a significant role in the musculoskeletal system and are frequently 
subjected to injury. This study presents a model of collagen fibers, based on the study of a 
statistical distribution of fibers when they are subjected to quasi-static linear stretching. With 
respect to other methodologies, this model is able to describe the behavior of the bundle using 
less ad hoc hypotheses and is able to describe all the quasi-static stretch-load responses of the 
bundle, including the yield and failure regions described in the literature. It has two other 
important results: the first is that it is able to correlate the mechanical behavior of the bundle 
with its internal structure, and it suggests a methodology to deduce the fibers population 
distribution directly from the tensile-test data. 
Keywords: ligaments, tendon, constitutive equations, linear stretching 
 

Ligament and tendon injury can be very serious both for non-athletes and athletes, and when it happens, it 
is fundamental that physicians do their best to ensure a correct repair of the injury. The literature presents 
many clinical articles concerning hypotheses and proposals about techniques useful to repair ligaments 
correctly. Pioneers in this field are Fung1 and Woo2, 3 who used constitutive equations to model the 
collagen fibers and predict the stress-strain behavior. These models work well during fiber recruitment 
and linear elastic deformation phases4, 5 but nothing it is said about bundle failure. Although these models 
are effective at describing the force-stretch behavior of bundles, ad hoc hypotheses need to be made about 
the equations to insert into the models, and the result could vary greatly depending on the change of 
equations. Another approach, that can be used to model a collagen bundle, is to look at collagen fibers as 
a statistic population and correlate the single fiber dynamics through the population6, 7, 8. This is the core 
of the model presented here. It is based on the assumption that the Nature creates ligaments and tendons 
with a specific structure according to the specific function. For this reason this model wants to avoid, as 
much as possible, a priori hypotheses on the internal structure, because it wants to suggests methods to 
create specific models for specific bundles. 
Collagen fibers have a very complex anatomical structure, both concerning their molecular composition 
and their structural organization, as shown in figure 1.  

 
Figure 1: Representation of the hierarchical structure of tendons and ligaments. 
 



The model here described analyses what happens to a collagen bundle when it is quasi-statically stretched 
and, for this reason, the spatial distribution of fibers can be ignored. Each collagen fiber is considered as a 
one-dimensional string characterized by a rest length (xr), and a maximal length (xb), after which it fails 
and it is supposed to have a force response to stretching f(x), so that f(x) ≠ 0 if x ∈ [xr, xb[ and f(x) = 0 
otherwise. Because of the presence of the rest length, the model takes into account only the stretch length 
(L ≥ 0). In the phase of recruitment, the fiber population can be characterized by the numbers of fibers 
(N0) distributed according to a certain probability density of the rest lengths, with a mean and standard 
deviation of the population: r(x;xr,σr). Collagen fibers have their own failure length and, as above, it is 
possible to consider the distribution of the failure lengths: b(x;xb,σb). Thus the behavior of a ligament in 
quasi static-linear stretching can be expressed as: 
𝐹 𝐿 =   𝑁!    𝑟 𝑥; 𝑥,𝜎! 𝑓 𝐿 − 𝑥 1 − 𝐵 𝐿 − 𝑥 𝑑𝑥!

!!      (1) 
where 𝐵 𝐿 − 𝑥 =    𝑏 𝜆;   𝑥! ,𝜎! 𝑑𝜆

!!!
!!  is the probability of failure after a fiber stretch of L – x. The 

“−∞”, at the lower bound of the integral, takes into account the pretension, i.e. the bundle could have a 
physiological initial tension, so it can have a non-zero force when L = 0. 
The correctness of the model was tested fitting data generated by a MonteCarlo simulation. Figure 2 
shows the results of the simulation of 106 linear fibers with a force response of f(x) = k(x – xr) if x ∈ [xr, 
xb[ and f(x) = 0 otherwise. 



 
Figure 2: Plot of experimental data and the model fitting. 
 
All the simulation’s parameters were randomly generated and both the rest length of each fiber (xr) and 
the break length (xb) were gaussian distributed, including the extra-noise added to the total fiber’s force. 
The data set was fitted according to the model in equation 1.  
The originality and the advantage of the approach used here is that it can describe all the behaviors 
presented in the literature, including the yield and part of the failure phases, thus avoiding many ad hoc 
hypotheses, and it can neglect the accuracy of the geometry description. Despite to other probabilistic 
models this does not need the a priory knowledge of the probability functions and it suggests a 
methodology to extract these information from the experimental data, opening the opportunity to make 
specific models according to the bundle characteristics, as expected. It could have several applications in 
biomechanics to correlate ligament and tendon functions to anatomical parameters and to understand 
better how macroscopic behavior is correlated to the microscopic structure of the bundle, and evaluations 
can be made about the physiological and pathological structure and behavior of the bundle. 
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Alterations in intestinal microbiota composition are associated with several chronic conditions, 
including metabolic diseases, inflammatory diseases and ageing [1, 2]. We described the gut 
microbiota as an ecological systems and model its Relative Species Abundance (RSA) 
distribution. We applied our stochastic model to the microbiota of young and elderly people from 
which we also had dietary informations [2]. We showed that our model, describes well the gut 
microbiota, and, furthermore, seems able to discriminate between people with different age, diet 
and health state. 

 
 
 

1. Introduction 
The human body is home to roughly 10 times more microbial  cells than human cells. The  collective 
genomes of these symbiotic microorganisms (called human microbiome) constantly interacts with the 
human genomes, making humans ‘superorganisms’ harboring these two integrated genomes. It is through 
their interaction  with our living environment that the human health phenotype is defined; than, it is  this 
interaction that we should consider in the study of systemic diseases [1]. 
In healthy adults, the composition of the human intestinal microbiota is individual-specific and stable 
over time, but in older people (> 65 years) is extremely variable between individuals, and significantly 
different from that of younger adults [2]. 
Compositional changes in the gut microbiota have been linked with inflammatory and metabolic 
disorders, including obesity in adults, type 2 diabetes and ageing [2]. 
Considering the gut microbiota as an ecological system, we described its biodiversity through the Relative 
Species Abundance distribution (RSA). 
According to the neutral theory of ecosystems, the RSA distribution  can be described by a gamma 
distribution [3] in the continuous case, or by a negative binomial [4] in the discrete case, both with 
biologically meaningful parameters. We used the continuous description to study the dynamics of the 
GUT microbiota: 
 

                                                              (1) 
 
We found out that rare and abundant species obey different ecological laws and can be treated as 
competitive species. We thus applied a chemostat-like model with competing bacteria populations, adding 
an influx term as in [3] and [4]. This new model led to a mixture of gammas as stationary distribution for 
the RSA. The model seems able to describe our data (Figure 1) and to discriminate between people with 
different age, diet and health state. 
2. Material and methods 
We analysed the data from Claesson et al [2] (available in MG-RAST under the Project ID 154), which 
include 16S rRNA data from 178 elderly and 13 control young adults with informations about their diet 
and residence settings. We obtained the RSA distribution of the GUT ecological system through a 
clustering procedure. In particular we clustered the sequences with UCLUST [5], using different 



similarity thresholds (93%, 95%, 97% and 99%) in order to study the system at different phylogenetic 
levels.  
We computed the abundances of the obtained clusters (Operational Taxonomic Units), we represented 
their RSA distribution in the form of Preston plot and we fitted them with our model (Figure 1). 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: RSA distribution at 97% of similarity of one young gut microbiota sample and fit with a mixture of gammas (k and k1 are 

the gammas shape parameters and a is the mixture coefficient). 
 
3. Conclusions 
The gut microbiota behaves like an organ in the human body and strictly interacts with that. Previous 
studies showed that diet, life style, age and health are linked to the gut microbiota composition in a 
reciprocal interaction [1, 2]. 
We showed that the gut microbiota can be described as an ecological system and that this description can 
help to understand this interaction. 
The gut microbiota ecological system is not simply neutral, but rare and abundant species obey different 
laws. We computed a model which takes into account the competition among these two subsystems. 
Considering a further influx term, the stationary distribution of this model is given by a mixture of 
gammas. 
This distribution fits well our data and, furthermore, seems able to discriminate between people with 
different age, diet and health state. 
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Retinal circulation is a complex system, characterized by a blood flow strictly tailored to 
metabolic demands, and  -at the same time- able to supply a constant blood flow over a pretty 
wide range of ocular perfusion pressure values. Variation of blood flow is mainly attained by the 
variation of diameter of resistance arterioles, a mechanism known as autoregulation. In this 
work, we present a mathematical model of autoregulation, where blood flow and nutrient 
transport occur in compliant microvessels, whose diameter is actively regulated according to 
solute levels in the vessel wall and in the metabolically active surrounding tissue.  

Keywords: microcirculation; vessel autoregulation; oxygen delivery; tissue perfusion; eye retina. 

 
 
1.Introduction 
 
The eye retina receives its blood supply from two separate circulatory systems: i) the retinal vessels 
consisting in a network of arterioles and venules embedded in the retinal tissue at the boundary with the 
vitreous. These vessels are charged to supply nourishment/remove waste in the inner retinal layers; ii) the 
choroidal vessels embedded in a layer adjacent to the sclera. These vessels are charged to supply by 
diffusion nutrient to the retinal outer layers. While choroidal circulation is characterized by a high blood 
flow, inner retinal circulation is tightly regulated to the demand. Increased oxygen (O2) demand due to 
metabolic activity in the retinal tissues proportionally increases retinal blood flow (metabolic 
autoregulation1); conversely, at constant metabolic rate, an altered arterial oxygen content reciprocally 
alters retinal blood flow, leaving total oxygen delivery constant. In addition, blood flow to the inner retina 
remains constant over a certain range of ocular perfusion pressure values (myogenic autoregulation1). The 
interaction of these two autoregulatory mechanisms results into a complex vascular dynamics, mediated 
by vasoactive substances, mainly nitric oxide (NO) released by the vascular endothelium2. Impaired 
autoregulation is thought to be also a major risk factor for serious retinal pathologies like glaucoma3. 
Several mathematical models exist addressing vascular response to brain activation, most of which are 
based on lumped parameter representations (see, e.g.,4  and references therein). However, very few 
mathematical works address the retinal vascular response, among which we cite the very recent5. Ref.5 
addresses, via the use of empirical correlations, autoregulatory mechanisms in the retina, highlighting the 
importance of the metabolic contribution. In this work, we present a coupled mathematical model of 



metabolic regulation response based on an artificial anatomically-reasonable network representing the 
inner retinal circulation. Blood flow and nutrient transport are supposed to occur in compliant 
microvessels, whose diameter is actively regulated according to solute (O2, NO) levels in the vessel wall 
and in the metabolically active surrounding tissue. 
 
2.  Mathematical model  

2.1. Anatomical Model of the Microvessel Network 
We consider an artificially constructed geometry of the arteriolar/venular network (AVT), based on the 
well-recognized similarity of retinal vessels to a fractal tree. The network is generated through an 
algorithm of Diffusion Limited Aggregation (DLA), which leads to describe the arterial and venous sides 
of the AVT as two trees, each consisting of cylindrical segments which branch out in bifurcation points. 
More details on the network generation are given in6, see also Fig.1(left). We denote by L length of each 
segment, by R the lumen radius and by h the thickness of the vessel wall. Each segment is endowed with 
a local system of cylindrical axes, 𝑠 ∈ (0, 𝐿) and 𝑟 ∈ (0,𝑅 + ℎ) being the radial and longitudinal 
coordinates, respectively.  The vessel radius is a function of time t, while the vessel length is kept 
constant.  
 
2.2. Model of Blood Flow 
Blood (b)	
   is modeled in the lumen (𝑟, 𝑠) ∈ (0,𝑅)×(0, 𝐿)	
   of	
   each	
   vessel	
   as	
   an	
   incompressible	
   fluid	
  
using	
   the axisymmetric Navier-Stokes equations. After averaging across the vessel section as in7, the 
problem reads: find the volumetric blood flow rate Qb, the blood pressure pb  and the blood hematocrit HD 
such that  
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𝜕𝑝!
𝜕𝑠

,   
 

(1) 
 

 
where A=πR2 is the vessel cross-section area and µb= µb(HD) is the hematocrit-dependent blood viscosity6. 
If the time variation of A is slow enough, the right hand side terms in the first two equations of system (1) 
can be neglected8. Extension to the network requires adding branch nodes with no blood volume, simply 
modeled by conservation of flow and continuity of pressure equations. At the inlet (arteriolar side) and 
outlet (venular side) of the network blood pressure is prescribed.  

2.3. Model of O2 transport and delivery in the AVT 
Let ub=Qb/A be the cross-sectional averaged blood axial velocity and S blood saturation (CHb being 
hemoglobin carrying capacity), supposed to be related to oxygen tension by Hill’s formula. Oxygen 
tension 𝑝!!,!  in each vessel lumen is given by  

𝜕𝐽!
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= −
2
𝑅
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𝐷!𝛼!𝑝𝑂2 ,𝑏 + 𝐷!"𝐶!"𝑆 , 

 
(2) 

 

	
  



where ω1, ω2 are shape factors6,  Db and DHb are O2 diffusion coefficients in blood and red blood cells, 
αb, αw are O2 solubility coefficients in blood and in arterial wall and Lp is a permeability coefficient. 
Prescribed O2 concentration is assigned at the arterial entry, while a no flux-condition is assigned at the 
venous outflow. An equation similar to (2) holds for NO transport in the vessel lumen (see Ref.9 for 
details). 

2.4. Model of O2 and NO transport across the vessel wall  
We model solute profiles across the wall of the arterioles, considered to be composed of an endothelial 
(et,	
  external radius Ret) and a smooth muscle cell (smc,	
  external radius Rsmc) layer. Oxygen tension 𝑝!!,! 
and nitric oxide concentration 𝑐!",! in layer j=et,	
   smc are described, for 𝑟 ∈ 𝑅,𝑅!" 	
   if	
   j=et	
   and 
𝑟 ∈ 𝑅!" ,𝑅!"#  if j=smc,	
  by:  
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where, for X=O2,NO, DX is the O2 or NO diffusion coefficient, the O2 solubility in vessel wall and where 
the source/sink terms 𝑀!,! = 𝑀!,!(𝑝!!  , 𝑐!") are defined as in9. Mass conservation across the interface of 
adjacent layers requires continuity of the concentrations/tensions and of the diffusive fluxes. No flux is 
imposed at r=Rsmc. 

 

2.5. Model of smooth muscle cell contraction (muscular tonus)	
  

Contraction in the smooth muscle cells is determined by the activity level of the myosin heads, 
represented here as the concentration f of phosphorylated bridges. This latter, in turn, depends on the 
intracellular concentration of calcium ions 𝑐!"!!, related to NO levels. We describe in each vessel the two 
kinetics as in Ref.8, to which we refer for the equations and precise definition of all the coefficients.   

2.3. Vessel wall mechanics   

We assume the arterioles to be incompressible elastic solids exhibiting active and passive responses to 
blood flow, and the capillaries and venules to be passive compliant vessels. Let Rm=R+h/2	
  be the radius 
of the average surface of the vessel; its time evolution is given by Rm(t)=Rm,0+η(t), η being the (small) 
radial displacement from the reference configuration with mean vessel radius Rm,0, given by 
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where 𝐹 = !
!!"#
! !!!"

! 𝑓 𝑟, 𝑡 𝑟𝑑𝑟!!"#
!!"

 provides active feedback in the arterioles, pout is the interstitial 

pressure and the other coefficients are defined in8. 

3. Numerical algorithm and simulation results 

Equations (1)-(4) are solved in a decoupled manner adopting a fixed point algorithm, with internal 
iterations performed where nonlinearities (e.g. due to the saturation function or metabolic consumption) 



are present. In Fig.1 (left), we show the preliminary results of simulations carried out without 
autoregulation/compliance mechanisms.  

 

 

Fig. 1. Left: oxygen saturation in the AVT. Right: change in oxygen saturation in arteries and venules versus an imposed 
vasodilation. Black circles are experimental data from10. 
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In this paper, the co-Bagged k-NN algorithm is proposed. It has the ability to take advantage of 
unlabeled samples to improve the performance of the system formed from labeled samples. By 
extending the Bagged k-NN paradigm, co-Bagged k-NN harnesses the power of Bagging an 
overall method well known to tackle: the problem of more confident unlabeled samples’ 
selection for the re-learning of each classifiers.  

Keywords: Bagging, Nearest Neighbor Classifiers, Semi Supervised Learning, Ensemble 
methods 

1. Introduction  

The idea of semi-supervised learning is to combine labeled and unlabeled data to develop a classifier that 
is more accurate than the one built solely on the labeled data. Thus, a first model will be based from the 
labeled data and will be refined subsequently through unlabeled data. 

Many semi-supervised learning algorithms have been developed. Roughly speaking, they can be 
categorized into four categories, i.e., generative methods 1, S3VMs (Semi-Supervised Support Vector 
Machines) 2, graph-based methods 3, and Ensemble methods in SSL (disagreement based methods) 4, 5, 6, 
7. 

The last few years’ disagreement based methods semi-supervised learning has become an important 
learning paradigm. The key of Ensemble Methods in SSL is to generate multiple learners, let them 
collaborate to exploit unlabeled examples, and maintain a large disagreement between the base learners. 
In ensemble learning, a group of methods is employed and its results are combined to form the final 
results of the system. Gaining the higher accuracy rate is the main advantage of this system. 

 
Bagging or ”bootstrap aggregation” 8, is the first effective ensemble method in supervised learning 

which can be used with any classifier. In this paper, the K nearest neighbors (k-NN) is used as the main 
classification technique and Bagging as the classification methods in semi supervised Learning. A major 
attraction of the nearest neighbor classifiers is their simplicity. For implementation they require only a 
measure of distance in the sample space, along with samples of training data; hence their popularity as a 
starting-point for refinement and improvement. The bagged k-NN in Supervised Learning has been seen 
different applications 9, 10, 11 they used to be very interesting and been seen multiple improvements 12,13. 

 



	
  

In this article, a Bagged k-NN approach in Semi Supervised Learning called co-Bagged k-NN is 
proposed. The content is as follows: First, the principle of co-Bagged k-NN is explained by describing 
how the confidence measure is used in the semi supervised context by using labeled and unlabeled data. 
Experiments using Medial and Biological data-sets are presented in Section 3. In section 4, we exhibit 
and discuss the different results of our methods in comparison with other techniques in SSL. Finally, a 
conclusion is conducted to summarize the contribution of this work. 

 
2. Material and Method 

2.1. Co-Bagged k-NN Algorithm 

      In semi-supervised ensemble methods, this line of research started from Blum & Mitchells seminal 
work 4. They proposed the co-Training Algorithm for semi-supervised classification of web pages. In the 
paradigm of co-Training 4, two classifiers are first formed from L, and then each of them chooses the 
most confident examples U (unlabeled examples) from his point of view, and updates other classifiers 
with these new labeled examples. But the inefficient confidence estimation significantly reduces the 
applicability of the extent of co-Training algorithm in applications such as computer aided diagnosis. 

However, if a set of N classifiers, denoted by H∗, are used in the co-Training instead of two classifiers, 
so confidence can be estimated efficiently. When determining the most confident labeled for the entire 
classifiers hi (i = 1...N), each classifier is used except hi. These classifiers form a new entity, which is 
called concomitant ensemble, denoted by Hi. Note that H∗ differs from Hi only by the absence of hi. Now, 
confidence for unlabeled example can be simply estimated by the degree of agreement on labeling, i.e. 
the number of classifiers that agree on the label assigned by Hi. Using this method, co-Bagged inspired 
from Co forest 14 covers a whole set of classifiers on L, and then it refines each component classifier with 
unlabeled examples chosen by the concomitant ensemble. 

More specifically, in each iteration of learning around co-Bagged, the concomitant ensemble of hi will 
test each example in U. For an unlabeled example xu, if the number of classifiers that agree on a particular 
label exceeds a threshold θ predefined, this new label is assigned to the example and then it will be 
copied in the new set L0. In the next iteration, L0 is used for refining hi. Hereafter, it will be appreciated 
that the unlabeled examples are not deleted from U, so they can be selected by other Hj(j ≠ i) in the 
following iterations. 

 
3. Experimentations 
      Five Medical and Biological datasets mainly selected from the UCI Machine Learning Repository 15, 
and ASU feature selection Repository 16. These are used to evaluate the performance of co-Bagged k-NN 
and their characteristics are described in Table 1. 
 

For each dataset, a 5 cross validation is carried out for evaluation. The training data are randomly 
divided into two sets: L labeled and unlabeled U determined by an unlabeled rate (µ), which is calculated 
by the size of U on the size of L ∪ U. To simulate different amounts of unlabeled data, four different 



	
  

levels of ”unlabeled rate” µ = 90 %, 80 %, 70 %, 60 %, 40 % and 20 %, are studied. In the following 
experiments, the value of N is 20 Nearest Neighbor, we 
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 Table 1. Description of experimental bases 
Bases #instances #variables #class 
Heart 270 13 2 

Hypothyroid 3163 25 2 
Ovarian 54 1536 2 
Prostate 102 12533 2 
Images 2310 19 7 

apply the nearest neighborhood (3-NN) classifiers using the prtools toolbox 17. The Confidence level θ is 
set at 0.75, i.e. a newly labeled example is considered trusted if more than three quarters of the trees are 
agreements on its assigned label. 

For each set, the algorithm is evaluated on its ability to correctly predict the labels of unlabeled 
examples. The labeled examples were selected randomly; with the only constraint to have at least one 
example of each class present in each set. 

To compare the performance of co-Bagged k-NN with Bagged k-NN, improvements are averaged over 
all datasets in all unlabeled instances, and improving the overall performance is obtained. 

4. Results and discussion 

Co-Bagged k-NN seems best to combine labeled and unlabeled data for the task of classification in semi 
supervised learning; it is more interesting to the large data size that has the characteristics of few 
examples depending on thousands of variables. Specifically, the good performance on the basis Ovarian 
and Prostate is noticed. More importantly, co-Bagged k-NN outperforms Bagged k-NN on most datasets 
mainly when the unlabeled rate is increasing. These results confirm the effectiveness of confidence 
measure for the labeling process in co-Bagged k-NN which permits our approach to be more efficient in 
various data sets. 
 

Table 2. Classification rates of the compared algorithms under different unlabeled rate µ 
Unlabel % Techniques Heart Hypotheroid Ovarian Prostate Images 
µ=90% Bagged k-NN 0,5311 0,8874 0,4556 0,5086 0,9249 
  Co Bagged k-NN 0,5667 0,9449 0,7111 0,5714 0,9577 
  Improv.% 3,56 5,75 25,55 6,29 3,27 
µ=80% Bagged k-NN 0,4844 0,9039 0,5556 0,52 0,9442 
  Co Bagged k-NN 0,6133 0,9457 0,7778 0,6114 0,9719 
  Improv.% 12,89 4,18 22,22 9,14 2,77 
µ=70% Bagged k-NN 0,5378 0,9179 0,5778 0,5714 0,9457 
  Co Bagged k-NN 0,6067 0,9476 0,7444 0,7429 0,9751 



	
  

  Improv.% 6,89 2,97 16,66 17,15 2,94 
µ=60% Bagged k-NN 0,5333 0,9187 0,6556 0,5943 0,9545 
  Co Bagged k-NN 0,5867 0,9454 0,7889 0,7029 0,9836 
  Improv.% 5,34 2,67 13,33 10,86 2,91 
µ=40% Bagged k-NN 0,5178 0,9237 0,5333 0,6171 0,9696 
  Co Bagged k-NN 0,5889 0,9411 0,6556 0,7029 0,9855 
  Improv.% 7,11 1,74 12,23 8,58 1,59 
µ=20% Bagged k-NN 0,5533 0,929 0,6333 0,5829 0,981 
  Co Bagged k-NN 0,5911 0,939 0,7111 0,6629 0,9878 
  Improv.% 3,78 1 7,78 8 0,68 

 

5. Conclusion 

Since the proliferation of partially labeled databases, semi-supervised methods have seen an important 
development in machine learning. In this paper, we proposed to address this problem with ensemble 
method of bagged k-NN type. This model is based on semi-supervised classification to select the most 
confident example from the unlabeled data to enrich the labeled set. Experiments performed on several 
medical and biological databases show very large effective co-Bagged k-NN and confirm its ability to 
improve the performance of the learned hypothesis on a small amount of labeled samples in exploiting 
unlabeled samples. 
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A Dynamic Pruning method for Random Forests algorithm is proposed in this paper. Our 
procedure of trees selection is based on the Out Of Bag (OOB) error. This approach is therefore 
tested on four data bases from the UCI Machine Learning Repository. Results show that using 
few best trees, selected by our proposed Pruning method, improve the performance of each 
dataset comparing to classical Random Forests. 
Keywords: Ensemble Pruning, Dynamic Pruning, Ensemble methods, Random Forest, 
Supervised classification. 

 

1. Introduction 

The aim of ensemble methods (see, for example 1) is to build a collection of predictors, and then 
aggregate all of their predictions. In classification, aggregation returns, for example, a majority vote 
among the classes provided by predictors. The objective is that the final model will be better than each 
individual predictor. In this work, one of the most used ensemble methods called RF (Random Forest)2  

is used. A Random Forest consists of a set of prediction trees. Using this set, a significant 
improvement in prediction compared with the conventional techniques (like CART) is believed to be 
obtained. Despite the efficiency of the random forests, several researchers have tried to improve the 
accuracy using only the best trees of the forest. This method is called Tree Selection or Pruning. There 
are two kinds of Pruning: Static Pruning, where a subset of trees is selected for the whole test set, and 
Dynamic pruning, where the selection is made for each test sample individually. In this paper, the 
main interest is therefore to study the ability of dynamic tree selection on random forests. Our new 
proposed method for tree selection attempts at improving accuracy. For that, this work has been 
framed as follows: in section 2, methods that we use in our algorithm are introduced. Then, our results 
tested on four benchmarks from the UCI Machine Learning Repository are exposed. At last, a general 
summary is given. 

1 

2. Material and Method 

2.1. Random Forest 

The Random Forests algorithm 2 is one of the most popular achievements of research devoted to the 
aggregation of randomized trees. Synthesizing the approaches developed, respectively by 3 and 4, RF 
generates a set of trees doubly disrupted using a randomization operating both at the training sample 
(using bootstrapping samples) and internal partitions. Each tree is thus generated at first from a subset 
of the complete training set. Then, the tree is constructed using the CART methodology where, at each 
node, the selection of the best split based on the Gini index is performed not on the complete set of 
attributes but on a randomly selected subset of it. The tree is then developed to its maximum size 
without pruning. During the prediction phase, the instance to be classified is spread in every tree of the 
forest and labeled according to a simple majority vote among all the individual decisions. In addition 



	
  

to building a predictor, the algorithm of Random Forests calculates an estimate of its generalization 
error: the error Out-Of-Bag (OOB). “Out-Of-Bag” here means “outside the bootstrap”. This error was 
already calculated by the Bagging algorithm. 

 

2.2. Dynamic Pruning 

Dynamic Pruning (also called Dynamic Ensemble Selection or Instance-based Ensemble Selection) 
aims at selecting the best subset of classifiers dynamically (ie: for each test example) from the original 
set. The selected classifiers are aggregated afterward by a majority vote. The subset should lead to a 
greater accuracy compared to the whole set. This type of selection is best suited for offline problems 
where we privilege accuracy over computation time because there is an additional cost in the testing 
phase. 5 6 are said to be among the first authors who were interested in dynamic selection. Their 
methods consist in using for each instance of the test base, the best classifiers of its neighborhood 
(using KNN). Among the most recent works, one may find that of 7. The authors proposed four 
different versions of a method called KNORA (K-nearest Oracle). The proposed algorithms use the 
KNN to select neighbors of each test instance. In 8, authors have proposed a dynamic classifier 
selection that tries to avoid the non-competent classifiers when their output is probably not of interest. 
This method considers the neighborhood of each instance to decide which classifier may correctly 
classify this instance. 

 

2.3. Proposed method 

It has been noticed that all the works previously cited, in the section dynamic pruning, are based on 
KNN for the choice of the neighborhood. Noting that this method is not effective if we do not use all 
the space of attributes. Indeed, instances may be far in the complete space and close in a part of it. As a 
solution to this problem, a method based on a different notion of neighborhood is suggested. In this 
work, the nodes of the trees are used as a heuristic neighborhood. Indeed, two instances are adjacent if 
they pass through the same nodes in a given tree.  
Our algorithm of Dynamic Pruning involves three steps: 

• The creation of a set of classifiers using the Random Forest method. 

• For each tree in the forest, the classification of its OOB elements (with this tree) is launched and their 
paths are saved. 

• To classify a new instance, the score of each tree for this instance should be calculated. The class is 
obtained by a majority vote among the K-best trees.  

The principle of calculating the score of a tree, for an instance, is very simple. It is based on a Boolean 
function which weights the distance between the test instance and each OOB of this tree. This function 
returns “1” if the element OOB is well classified by the tree, otherwise “0”. The notion of neighborhood 
here is a binary distance that depends on the leaf of the instance and the OOB. A distance between a test 
instance and an OOB equals to “1” means they have gone together through all the nodes of the tree, 
otherwise “0”. For a test instance, the score of a tree is a value comprised between “0” and “1”. A score 
equals to “1” means that the tree is very efficient and will ensure a correct classification for this test 
instance. A tree with a score equals to “0” has a high chance to give a false classification for the instance. 



	
  

3. Results and discussion 

To test our algorithm, four databases from the UCI Machine Learning Repository 9 were used. 
Table 1. Description of experimental bases 

Databases Breast Liver Pima Vehicle 

Instances 699 345 768 846 

Features 9 6 8 18 

Class 2 2 2 4 

 

In what follows, 100 trees for each method were used. Our goal in this work is to study the evolution of 
the performance of the forests according to the number of trees they contain. For that, a comparison of our 
Proposed Dynamic Pruning method and RF was established. Groups of selections were organized to 
which, each time, five trees to the group where added. In the first experiment, a random tree selection for 
RF where, trees are selected and aggregated according to their order of appearance and without condition, 
was processed. For the Dynamic Pruning, our proposed algorithm is used.  

 

 Fig. 1. Error rates of different algorithms 

 
Figures 1 show error rates of different methods as the number of selected trees increases. It may be 
observed that our algorithm of dynamic pruning gives best result for all databases. DP seems to give 
better results than RF: it leads globally a lower error rate than RF and it also reaches its optimum for a 
smaller set of trees. 

 

4. Conclusion 

In this paper, a new Dynamic Pruning method, which uses the neighborhood in the tree, has been 
essentially hypothesized. This method has, in fact, proven effective on Random Forest. For this, it 
sounds quite important to investigate the efficiency of trees selection. For that reason, our approach on 
ten UCI databases was experimentally tested. Results display that our approach is almost competitive 
with Random Forest, which uses the whole ensemble of trees, or with random selection. 
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The automated segmentation of the vasculature in retinal images is critical to the detection of 
diabetic retinopathy. In this work, an attempt has been made to analyze retinal images using 
Content Based Image Retrieval (CBIR) system based on multilevel thresholding (MLT). Otsu 
and Tsallis MLT based segmentation methods are employed on different normal and abnormal 
preprocessed fundus images. The vessel segmentation is validated using various similarity 
measures. Texture and structural features are extracted from the segmented vessels. The Tsallis 
method detected most of the major and thin vessels better than Otsu method and also shows high 
similarity values with its corresponding ground truth. Features obtained from the segmented 
images of Tsallis method differentiate normal and abnormal images with high statistical 
significance. The retrieval efficiency of Tsallis MLT based CBIR system shows average 
precision and recall of 94% and 71% respectively. It appears that the Tsallis MLT based CBIR 
system is useful for automated diabetic retinopathy detection and mass screening.  
 
Keywords: content based image retrieval; Tsallis multilevel thresholding; retinal blood vessels; 
diabetic retinopathy; similarity measures. 

	
  

1. Introduction 

Diabetic Retinopathy (DR) is the leading ophthalmic pathological cause of blindness and affects the 
morphology of the retinal blood vessel tree due to abnormal blood glucose level elevation.1 The visual 
loss can be prevented when it is detected in early stages. Digital retinal fundus images are widely used for 
large scale detection and diagnosis of several eye diseases. The increasing number of DR cases demands 
an automated system for mass screening and image-guided treatments.2   

 Otsu threshold selection technique is a non-parametric image segmentation method that can be 
extended to multilevel thresholding.3 Tsallis thresholding method has been used to separate object and the 
background using the luminance value.4 This method is extended to multilevel thresholding for multi 
objects segmentation.  

 CBIR in medical image retrieval applications are used to assist physicians in clinical decision-
support techniques and research fields.5 CBIR has also been used in medical image annotation and 
retrieval system for X-ray images such as skull, spine, arm and elbow.6 In this work, Tsallis and Otsu 
MLT based methods are applied on preprocessed retinal fundus images for the segmentation of blood 
vessels. A CBIR system is implemented based on the performance of these MLT based methods. 

 

2. Methodology 

Retinal images used for the study are obtained from publicly available database such as 



	
  

DRIVE, DR database1 and HRF images. Preprocessed images are segmented using Tsallis and Otsu 
MLT methods.  

 

2.1. Otsu’s multilevel thresholding 

Otsu applies the between-class variance to threshold an image. An optimal thresholds {t1
*, t2

*,….., tM-1
*} 

are chosen by maximizing the between-class variance 2
BCσ is given as: 
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where t1,t2,……,tM-1 represents different threshold levels.3 

 

2.2. Tsallis multilevel thresholding 

The Tsallis entropy Sq (t) of each individual class is maximized and the luminance level t  is considered to 
be the optimum threshold value.7 Tsallis entropy criterion is extended to multilevel thresholding and is 
given as: 

( ) { ( ) ( ) ( ) ... ( ) (1 ) ( ) ( ) ( )... ( )}A B C M A B C M
q q q q q q q qf t Arg max S t S t S t S t q S t S t S t S t= + + + + + −             (2) 

where q is an entropic index, ( )A
qS t , ( )B

qS t , ( )C
qS t , ... are the individual classes A, B…. M. In this work, three 

levels of thresholds are considered for segmentation of the blood vessels, optic disc and background in 
the retinal fundus images for both the methods. 

 Validation of segmentation is carried out by comparing the vessels with its corresponding 
ground truth. Retinal vessels information is extracted and evaluated using various binary similarity 
measures.8 Image retrieval is carried out using query image. The query image is segmented and its 
features are extracted. Tamura features such as directionality, likeliness, contrast and coarseness are 
obtained. Statistical texture features such as energy, entropy, homogeneity, mean, median and standard 
deviation are extracted. The structural feature namely the ratio of vessel to vessel free area is also 
extracted from the segmented binary images. The matching is carried out between features of query and 
database images using Hausdorff distance.9 The retrieved images are ranked. Statistical analysis is 
performed on all the features using t-test.  

 

3. Results and Discussion 

The preprocessed images are subjected to Otsu and Tsallis MLT segmentation techniques. The 
segmentation results are shown in Fig. 1 and 2. Tsallis method identifies the primary and small vessels up 
to complete length with continuous vessels as shown in Fig. 1 (b). Otsu method identifies major vessels 
and also less small vessels with more discontinuities as shown in Fig. 1 (a). In abnormal images, it is 
observed from Fig. 2 (b) that the lesions due to DR conditions are also detected along with vascular 
networks. The thin vessels are not detected in Otsu method and major vessels have more discontinuity as 
shown in Fig. 2 (a). The lesion pixels which are later removed when compared with the corresponding 
ground truth vessels as shown in Fig. 1 (c) and 2(c).  



	
  

 

 The validation of Otsu and Tsallis MLT based segmentation results are evaluated by significant 
binary similarity matching measures. The similarity values close to one are represented in Fig. 3 (a) and 
(b) using box plots. It is observed that the two similarity measures such as Sokal-Sneath-2 and Goodman-
Kruskal Lambda have higher magnitude. The Jaccard measure shows very less similarity value (0.7) in 
Otsu method which is better (0.85) for Tsallis method. Other measures exhibit higher similarity values 
for Tsallis method with ground truth than Otsu method. 
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(a) (b) 

Fig. 3 Validation of segmentation with ground truth using binary similarity measures, (a) Otsu and  (b) 
Tsallis MLT methods 

   
(a) (b) (c) 

Fig. 1 Segmentation of normal images, (a) Otsu method (b) Tsallis method and (c) ground truth images 

   

(a) (b) (c) 

Fig. 2 Segmentation of abnormal images, (a) Otsu method (b) Tsallis method and (c) ground truth images 



	
  

 The statistical analysis of features such as Tamura, statistical texture and ratio of vessel to vessel 
free area derived from segmented images using Tsallis and Otsu MLT methods. The p- values are 
obtained for features of both the methods. It is found that the p- values of all features are statistically 
significant (p<0.0001) for Tsallis MLT method and differentiates normal and disease affected retinal 
images significantly than Otsu method. Hence it could be concluded that these features are used for the 
Tsallis MLT based CBIR system. The performance of this CBIR system is found to be high precision of 
94% and recall of 71%. 

  

4. Conclusion 

In this work, MLT based CBIR system for retinal images is attempted for automated screening of 
diabetic retinopathy. Otsu and Tsallis MLT based methods are employed for segmentation of retinal 
blood vessels. Tsallis method identifies major and thin blood vessels and performs better than the Otsu 
method. Based on the quantitative analysis, it is observed that the p-values obtained for the features of 
Tsallis method are highly significant and show better difference of normal and abnormal images. The 
retrieval performance of Tsallis based CBIR system such as precision and recall are found to be 94% and 
71% respectively. It appears that the Tsallis MLT based CBIR approach is effective and suitable to 
implement in the computer-aided diabetic retinopathy screening system for better accuracy. 
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In this work, an attempt has been made to segment and analyze human retinal vasculature using 
multifractal based method. The retinal images acquired under standard protocols are subjected to 
segmentation for extraction of retinal vasculature both in normal and abnormal cases. Different 
performance measures are obtained from the segmented vessels by comparing the segmented 
image with ground truth images. These measures are able to differentiate normal and abnormal 
images. The proposed study seems to be useful in assisting clinical interventions related to 
retinal disorders.  
 
Keywords: Retinal fundus images, Multifractal, Performance measure. 
 

 

1 Introduction 

Retina is a light-sensitive tissue lining the inner surface of the eye. It can be directly visualized non-
invasively. Vessels, fovea and optic disk form the important structures of the human retina. Of these, 
blood vessel is the prime feature that directly manifests the state of the eye. Many retinal diseases are 
characterized by changes in retinal vessels [1]. The blood vessels of a normal retina are straight or gently 
curved, but they become dilated and tortuous in many pathological conditions such as high blood flow 
and angiogenesis [2]. Staal et al have [3] applied ridge-based vessel segmentation in color retinal images. 
Fourier fractal dimension has also been attempted to compute the fractal dimension of the retinal images 
[4].  Assessment and optimization approaches of retinal vasculature abnormalities have been attempted 
by Raja et al [5, 6]. Multifractal (MF) is extension of fractals used to describe signal singularity and its 
information is not lost by any smoothing process [7]. MF analysis has found widespread applications in 
medical diagnosis and image processing applications [8-10]. In this work, retinal blood vessel 
segmentation has been attempted using MF. The measures extracted from the segmented images are used 
to differentiate normal and abnormal images. 

 

2 Methods 

Retinal fundus images (N=40) are considered from STARE, DRIVE, DIABRET [3] public database. The 
green channel of images is subjected to segmentation using MF. The MF box counting analysis gives the 
description of a measure over a region both locally and globally.The local exponent also called Hölder 
exponent are discretized into number of α sub-ranges. The alpha image is created with the one-to-one 
correspondence of image pixels. Eα represents the region to be partitioned into subsets where the local 
dimension is α. When these sets Eα are non-empty and fractal over a range of α, it is called as MF 
measure. The spectrum is calculated as: 
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where, Nε (αi) is the number of boxes containing particular value αi. The limiting values of the MF 
spectrum f(α) is obtained from the slope of bi-logarithmic plot. Using a suitable MF value as threshold, 
the segmentation of the blood vessel is carried out [4]. The segmentation results are compared with their 
corresponding ground truth to obtain different measures [9]. These measures include structural content, 
peak signal to noise ratio, normalized cross correlation, normalized absolute error, mean square error, 
maximum difference, and average difference. These are used for quantitative analysis to differentiate 
normal and abnormal conditions [11].  

 

3 Results and Discussion 

Representative normal and abnormal retinal images are shown in Figures 1(a) and 2(a). Figures 1(b) and 
2(b) shows their corresponding segmented images. These images are subjected to segmentation using 
threshold obtained by MF method. The thin vessels along with their branching patterns are clearly 
visualized. It is also found that the information pertaining to pathological state is clearly extracted along 
with the blood vessels in case of abnormal subjects.  

 

   
(a) (b) (c) 

Fig. 1  Representative normal (a), Corresponding Segmented (b) and Region of interest (100x 100)(c) 

 

   
(a) (b) (c) 

Fig. 2  Representative abnormal (a), Corresponding Segmented (b) and Region of interest (100x 100)(c) 

 

This could be used to grade the different stages of pathological condition of retinal images. The regions 
of interest enclosing the optic disc of normal and abnormal images are shown in Figures 1(c) and 2(c). 
The vessels present around the optic disc region show considerable variations between normal and 
abnormal images. To validate the segmentation, the normalized values of different quantitative 
parameters are obtained by comparing segmented images with ground truth and are shown in table 1.  

 



	
  

Table 1. Performance measures for the segmented normal and abnormal images using multifractal 

            method 

 
 

 

 

 

 

 

 

It is observed that high value of the structural content is obtained for normal images when compared to 
abnormal images. This could be attributed to the reason that more edge information of the vessels are 
obtained in normal images. Similarly, peak signal to noise ratio which corresponds to useful information 
of the vessel is high in the case of normal segmented images. Due to presence of more noise pixels in 
abnormal images, peak signal to noise ratio is found to be low. The normalized absolute and mean square 
error are greatly reduced in normal images. This shows that most of the vessels are correctly detected and 
spurious ones are not detected in abnormal images. It is also observed that there exist distinct variations 
between normal and abnormal images.  

	
  

4. Conclusion	
  
In this work, an attempt has been made to analyze retinal vasculature using MF method. From the 
subjective analysis, it has been observed that the MFs are able to effectively segment even the small 
blood vessels along with their branching patterns. It is also found that significant variations are observed 
between normal and abnormal images. And also, the parameters obtained by comparing segmented 
images with the ground truth show distinct variation between normal and abnormal subjects.  In addition, 
various performance measures provide better differentiation between normal and abnormal. This study 
seems to be clinically relevant as automated analysis of retinal vasculature is important to identify 
manifestation of diseases such as diabetes and hypertension.  
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We introduce the formalism for the characterization of cellular states at the level of metabolic 
activity. We describe the state of the art knowledge about human metabolic network, as obtained 
from publicly available databases. Moreover, by means of mathematical models (such as Flux 
Balance Analysis and Markov chains) we show how this network can be used to characterize 
perturbations to cellular activity (eg. by removal of compounds or reactions from the network) 
that can mimic the effect of drugs or of pathologies. 
 
Keywords: metabolic network, flux balance analysis, Markov chain, multidrug treatment, 
Warburg effect, cellular metabolism, constraint-based method 
 

 
 

1. Introduction 
A metabolic network is the complete set of metabolic and physical processes that determine the 
physiological and biochemical properties of a cell. These networks comprise the chemical reactions of 
metabolism, the metabolic pathways, as well as the regulatory interactions that guide these reactions. 
With the sequencing of complete genomes the metabolic reconstructions are built nowadays in a bottom-
up fashion, starting from the genome scale to the whole molecular physiology of the cell and allowing for 
an in-depth insight in to the mechanisms of a particular organism's metabolism. Once a reconstruction is 
complete, the model is converted into a robust mathematical/computational representation, which 
constitutes the ground for subsequent in-silico simulations. Some recent applications of these “virtual 
cells” include innovative treatments analysis (i.e. multidrug combinations) or entire disease simulations, 
such as cancer or metabolic syndromes. It is thus possible to study a whole series of modifications on the 
metabolism network of an organism without any intervention on the actual cell. With the refinement of 
the techniques used to characterize the metabolic networks of biological tissues we expect continuous 
improvements in the reliability of these models, allowing in-silico simulations to become a valuable tool 
in the biomedical research field. 
 
 
2. Material and methods 
RECON21 is a community-driven global reconstruction of human metabolism and represents the most 
comprehensive model applicable to computational simulations: it is composed of almost 7.5k different 
reactions and 5.4k unique metabolites. Reactions are divided in 100 human major metabolic pathways 
and each metabolite is further partitioned in 8 cellular compartments. It is based on a protocol2 describing 
each step necessary to build a high-quality genome-scale metabolic reconstruction, which allows further 
coherent revisions. The reconstruction is fully semantically annotated with references to persistent and 
publicly available chemical and gene databases, unambiguously identifying its components and 
increasing its applicability for third-party users. The model is freely available in the Systems Biology 
Markup Language format (SBML) at http://humanmetabolism.org. The core of Recon consists of a matrix 
in which each row represents a metabolite and each column a reaction: the values of the matrix represent 
the stoichiometric coefficients for the metabolites in the reactions. If we imagine the reactions exchanges 



as fluxes, we presume the cell to be in a steady state (a well justified assumption) and we provide upper 
and lower bounds to the reactions capacity (the constraints), then the metabolism can be simulated by 
Flux Balance Analysis, which is a linear-programming constraint-based technique (eg by the COBRA 
toolbox3, COnstraint Based Reconstruction Analysis) capable to solve the vector of the unknown 
metabolic fluxes. The fundamental step in applying FBA is the definition of the constraints: it is 
necessary to identify an objective function to be maximized (ie ATP production, or the global cell 
biomass) while imposing inequalities on the other fluxes. Recent interesting efforts have been made 
towards the simulation of multidrug treatments on cancer cells4: in this case the FBA algorithm finds the 
optimal combination of drugs which guarantees the inhibition of an objective function, while minimizing 
the side effect on the other cellular processes. Two different applications were considered: finding drug 
synergisms for human metabolic diseases (like diabetes, obesity and hypertension) and finding 
antitumoral drug combinations with minimal side effect on the normal human cell. Another application of 
FBA in the field of cancer research is the simulation of the most common hallmarks of all tumoral 
diseases: the Warburg effect5, which, in oncology, is the observation that most cancer cells predominantly 
produce energy by a high rate of glycolysis followed by lactic acid fermentation in the cytosol, rather than 
by a comparatively low rate of glycolysis followed by oxidation of pyruvate in mitochondria as in most 
normal cells. Malignant, rapidly growing tumor cells typically have glycolytic rates up to 200 times 
higher than those of their normal tissues of origin; this occurs even if oxygen is plentiful. In this case 
FBA minimizes pyruvate oxidation, provides unlimited glucose intake and maximizes glycolysis: this 
kind of simulations could highlight the role of single reactions or entire pathways and even explain the 
mechanism behind this effect, leading to novel anti-cancer strategies. Another approach in studying the 
metabolic network that we are pursuing consists in extracting and studying the pathway-pathway network 
from the Recon stoichiometric matrix: each node represents a subsystems and one node is linked to 
another only if the pathways are connected in the original network (ie: the product of a pathway is the 
reactant in another). The weighted and directed network thus obtained (a 100x100 adjacency matrix) can 
be seen as a stochastic transition matrix for a Markov process: each value of the matrix can be mapped to 
the transition probability between pathways. With this approach we can characterize the stationary 
distribution of the process, related to the basal state of the cell metabolism, and evaluate the relevant 
changes in the steady states due to modifications such as removal of reactions, metabolites or whole 
pathways without biological limitations (such as the objective function in the FBA). 

 

 
3. Conclusions: 

At the core of all these techniques lies the reconstructed model of the metabolism network: such 
element is by far the most important brick in building good simulations. All the predictive and 
descriptive power arises from the quality of the reconstruction. The stoichiometric matrix must be 
coherent, chemically balanced and capable of capturing at least the fundamental reactions that 
happen inside the cell. While there's plenty of room for the improvement of the reconstructions, 
COBRA method as FBA or stochastic analysis are mature tools ready to be applied to the vast 
majority of metabolic and genomic problems. 
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Recent developments of data collection in medicine are generating a huge amount of data for 
each subject in a study.This amount of data creates problems for the data analysis, as the number 
of variables is greater than the number of subjects, and a statistical procedure that does not 
include biological knowledge in an automated way is bound to overfit.One method to avoid this 
problem is using network theory in the form of multiplex analysis. This approach allows to 
combine information deriving from different sources and compare them. The multiplex approach 
consists in creating several, overlapping, networks on the same nodes, using informations on the 
relationships between these networks to improve the following analysis.We demonstrate two 
possible uses of this information analyzing the DILGOM database (Dietary, life style, and 
genetic determinants of obesity and metabolic syndrome).We study a possible natural clustering 
of subjects based on a multiplex network of the subjects.This multiplex is compose by two layers 
describing the similarities between subjects, both using metabolites amount and RNA 
expression. Varying the threshold value on these correlation we see the natural formation of two 
clusters with a strong relationships between them and with several relevant phenotypical 
informations. With a similar approach we develop a network between metabolites as regressors 
for the Framingham risk score, a phenomenological assessment of the probability of having heart 
diseases in the following 5 years. Combining this network with information from the genetic 
mutation of the subjects, we can infere a robust estimator of this probability based on non-local 
relationships between the regressors. 

 
Keywords: Multiplex, Multiomics, cardiac disease, outcome prediction, clustering  

 
Introduction: 
Recent advancement in medical and biological analysis is producing an incredible amount of data, 
describing each subject in great detail[1]. Such this dataset include, alongside with physiological and 
clinical observations: 

•   RNA expression level  
•   metabolites spectrography  
•   gene espression  
•   DNA sequencing  
•   methylation level of the genetic material  
•   immunitary status  
•   glicosilation of blood proteins  
•   profiling of the composition of blood fatty acid  
•   the genetic profile of the microbiome in the gut or the environment  
•   the amount and modification of proteins  

These data can be collected in a continuously faster, cheaper and accurate way, and the biggest hindrance 
to the use of these data in clinical practice is now being able to correctly interpret them. Being the amount 
of data per subject orders of magnitude greater than the number of subjects, classical exploratory analysis 
has a great risk of overfitting the noise implicit in these measurements as signal, and no amount of 
significant value correction can avoid this pitfalls.[4, 5] 
A classic correction method involves machine learning approaches of train-test splitting of the database, 



but this method has its own shortcoming, as the number of splits required to understand if the results is a 
simple effect of noise can grows more than quadratically in the number of subjects and variables. 
A different take on this problem (that can be used together with the train-test split) is taking into 
consideration the current biological knowledge in form of relationships between the entities under study. 
This information can often be represented in the form of network of pair relationship between the variable 
or the subjects. The information from these networks can be joined in a multiplex, where each network 
create a layer of a super-structure of information. From the relationships between these layers additional 
information on the properties of each layer and the node that constitute it can be deducted [6]. 
 
Methods: 
As a case study for this approach we used the DILGOM (Dietary, life style, and genetic determinants of 
obesity and metabolic syndrome) dataset, from the MimoMimics European Project. This database 
contains information about lifestyle and phenotypes, biochemical analysis, RNA expression and SNP 
from around 600 subjects[3].  
We performed the analysis on the subjects of the study as nodes of the networks, considering a network of 
similarities calculated with two different parameter sets, using a non-parametric correlation between the 
subjects as index of similarity. One network is based on similarity from metabolites profiles, while the 
other is based on the RNA expression level. These networks have been discretized as binary, undirected 
network with a filtering on the correlation value, and the superposition between the networks. Varying the 
binarization threshold for each network we can study what happens to the structure of the network. We 
observe that the thresholding over the correlation network induces a spontaneous division of the network 
in two separate, almost equal size cluster We checked this natural clustering against gender, age, BMI, 
WHR and Framingham risk score (FRS), a phenomenological assessment of the probability of having 
heart diseases in the following 5 years. We found that this division is significant for all of these 
categories, and so further steps to identify the nature of the division are required. 
A similar approach can be used to predict the FRS on individual patients based on metabolic and genetic 
information, under the assumption that the probability of having heart diseases in the 5 years period varies 
slowly between before the observation and after. To perform this estimation we began with creating a 
network of relationships between the various variables. A connection was created between two variables 
based on a likelihood based score for the regression of the FRS. We used the generated network as a basis 
to find a subset of regressors that accurately predict the score. Elements with low correlation and high 
clustering are most likely to contains relevant informations about the systems. This approach allows to 
include non local information in the variable selection. 
 
Conclusions: 
The network analysis is gaining traction as a fundamental technique in data analysis for biological data, 
especially with multiplex that allows to encompass information from different sources. These methods 
allow to avoid mistaking noise as information using the superposition of several related structures[2]. 
Given the relevance multiomics measurements are gaining in evidence-based medicine, we think that 
multiplex network analysis of these variables will be a central toolkit in the data analysis process. 
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Nano and micro particles are largely used in different industrial, household and medicinal 
applications. However their effect on human tissue, in terms of toxicity or induction of 
pathologies is not well understood.  Because it is one of the first organs to come into intimate 
contact with airborne particles from smoke or aerosols. The study of nano and micro material-
tissue interaction in a physiological context is of interest. The aim of this project is study 
nanoparticle deposition on and passage through a porous membrane which mimics lung motion 
during breathing. A Moving Air-Liquid Interface (MALI) bioreactor is a new in-vitro model of 
the alveolar epithelia and blood capillary interface that allows investigation of the short and long 
term effects of nanoparticles on alveolar epithelial cells. A layer of pulmonary tissue is 
regenerated inside a bioreactor and mechanically stimulated using an activated polymeric 
membrane.  

Keywords— Bioreactor, Air-Liquid Interface, Nanoparticle, Moving Membrane. 

 

1. Introduction 

Every day lungs are in contact with the air, potentially charged with dispersed particles, which cause 
inflammation and stress, contributing to the development or exacerbation of diseases such as asthma or 
chronic obstructive pulmonary disease (COPD). Epidemiological studies show an association between the 
concentration of fine and ultrafine particles (PM10, PM2.5, PM0.1) in the atmosphere and the rate of 
mortality or morbidity due to respiratory and cardiovascular diseases.1 

The interaction of nano and micro particles with pulmonary epithelia is a complex process, mediated by 
the humidity of the alveolar environment as well as the rhythmical contraction of the diaphragm, which 
generates a periodic change in alveolar volume accompanied by displacement of the alveolar wall. How 
this movement contributes to nanoparticle deposition and uptake by the epithelial wall, or to downstream 
inflammatory processes is not clearly understood, partly because of the lack of appropriate models which 
can recapitulate the alveolar microenvironment.2  

Measurements of small molecule transport across epithelial cell monolayers in tissue culture are routinely 
performed in pharmaceutical research laboratories to predict the absorption properties of drug 
candidates.2 

Those systems cannot fulfil the entire complexity of the alveolar  interface, especially change in lung 



 

permeability to small particles and drugs due to mechanical cyclic strain.3-5 

This effect was attributed to a concomitant increase in the pulmonary blood flow and increased movement 
of drug across the alveolar membranes due to opening of the epithelial cell tight junctions and hence 
increased permeability.6, 7 

To study the long and short terms effects of aerosol phase nanoparticles on pulmonary tissue in the 
presence of cyclic motion of the interface we developed an air-liquid interface bioreactor with a mobile 
elastic membrane to simulate physiological lung muscle stretching. Known as MALI, (Moving Air Liquid 
Interface bioreactor) the system consists of an aerosol generator and a bioreactor with a moving 
membrane placed between an air-liquid interface to study drug and nanoparticles deposition and passage. 

 

2. Material and Methods 

Lung tissue is cultured on the stretchable porous membrane. The membrane, electrospun poly 
(carbonate)urethane scaffold with a mean fiber diameter of about 3µm (Bionate II 80A, Electrospinning 
UK) is sandwiched between the two compartments of the bioreactor. The mechanical properties of the 
membranes were evaluated in dry and wet conditions to evaluate the ability to undergo reversible cyclic 
deformation and to ensure the biomaterial can be used in the bioreactor for long term experiments. 

As shown in figure 1, the bioreactor is composed of three main parts: a mesh membrane aerosol 
generator (Aeroneb Pro®, Aerogen, USA) and a two-chamber PDMS bioreactor. The working principle is 
very simple: briefly an external electro-pneumatic regulator induces an increase of pressure in the apical 
chamber of the bioreactor, while culture medium flows in the basal chamber. The difference between air 
pressure and hydrodynamic pressure reflects in membrane deformation. The entity of the stimulus mainly 
depends on fluid velocity (flow rate) and air pressure. 

 

 

a) 
 

b) 

Fig. 1. Bioreactor schematic (a) and prototype (b): the MALI Bioreactor is composed of two chambers, one filled with cell 
medium and one with air for membrane movement and particle deposition. The top of the bioreactor holds a casing for the 

nebulization system. The system dimensions and free volume are based on a 6-well transwell insert 

 

The system was also characterized in terms of aerosol deposition efficiency. Two different fluorescent 
solution were nebulised into the apical chamber to evaluate aerosol deposition efficiency and 
homogeneity: respectively a 15µg/mL fluorescein sodium salt solution in PBS (Sigma-Aldrich Chemie 
Gmbh Munich, Germany) and a 0,05% (w/V) SkyBlue polystyrene nanoparticles (Kisker Biotech GmbH 



 

&CoKg, Steinfurt, Germany) were used.  Fluorescein solution was also used to evaluate particle 
concentration on the Bionate membrane and in the liquid compartment. Efficiency and aerosol 
distribution were evaluated at different nebuliser duty cycle. 

Human epithelial-like cell line from lung adenocarcinoma (A549, ATTC, Manassas, VA, USA) were 
cultured in Dulbecco Modified Eagle’s Medium (DMEM), supplemented with 10% (v/v) of Fetal Calf 
Serum (FCS), 4 mM- L- glutamine, 100 Unit/mL penicillin and 100 µg/mL streptomycin. Cells were 
seeded on Bionate membrane disc (surface area 4,9cm2, 5·106 cells/sample), coated with Matrigel (see 
Appendix A). 

 

3. FEM Model 

A FEM (Finite Element Method) model was used to design the bioreactor and study the dynamics of the 
membrane between a liquid and gas phase chamber. Medium flow in the basal chamber was modelled 
using Navier Stokes’s equations to provide nutrients and oxygen to the cells. Air flow in the apical 
chamber was modelled as a boundary load condition, with the assumption of a quasi-static condition of 
membrane stretching. Membrane stretching magnitude and displacement field was evaluated with a two-
way coupled analysis and a moving mesh modelling: membrane displacement resulted as a balance 
between pressure field in the wet compartment and boundary load due the air pressure (Figure 2). 

 

a) 

 

b) 

Fig. 2.  FEM model of MALI Bioreactor; lateral (a) and superior view (b). Colorbar represent membrane displacement in z 
direction (max 1.5mm, air pressure is 1kPa)  

4. Discussion 

Membranes ability to undergo reversible cyclic deformation and for long term experiments were 
evaluated in this work. Mechanical test at different incubation time (0, 1, 2, 4, 7 days in DMEM @ 37°C, 
Figure 3) showed no evident effect (tested with ANOVA test, p<0.05) of hydrolytic degradation on 
apparent elastic modulus. After 24h continuous cyclic stress Bionate also do not change significantly its 
characteristics (room temperature ~25°C, tested with ANOVA test, p<0.05). 



 

 

a)                                                         b) 

Fig. 3. Electrospun Bionate II 80A tensile test in wet condition (DMEM at 37°C, ε= 1-5%, f=0.4Hz): membrane 
apparent elastic modulus do not change significantly after seven day of incubation (a) and after 24h of continuous cyclic 

stress (b) (ANOVA test, p<0.05)  

 

The MALI bioreactor was tested in terms of water tightness and membrane stretching reliability and 
repeatability. The Bioreactor is air and watertight for over 24 hours. Maximum strain levels in the 
membrane were similar to physiological values (5% strain at 0.4 Hz 8, 9).  

Our results show that the bioreactor can maintain physiologically relevant flows and pressure driven 
cyclic membrane motion which recapitulates the dynamic alveolar environment.  

Fluorescent particle nebulisation showed a good repeatability and reliability of the system. Nebulised 
fluorescein solution results in the deposition of a near-uniform layer of material on the membrane, with 
small losses (efficiency close to 90% of the initial solution). Moreover Sky-Blue nanoparticles deposition 
showed that homogeneity does not change significantly with duty cycle, while efficiency increase (~80% 
at δ=10%) (figure 4a and 4b). 

 

 

a) 

 

 

b) 



 

 

c) 

 

 

d) 

Fig. 4. Aerosol deposition into MALI Bioreactor: aerosol deposition efficiency (a) and homogeneity (b-d) have been evaluated 
with Fluorescein sodium salt and SkyBlue nanoparticls respectively for different nebuliser duty cycles (δ, fractional on-time). 

Deposition homogeneity (~10%) does not change significantly with duty cycle, while efficiency increases with decreasing δ (from 
60 to ~80% at δ=10%). 

 

Preliminary viability test showed that the Bionate II 80A membrane can support lung derived epithelial 
cells: A549 cells seeded and grown on Bionate membrane show adequate adhesion and good viability, 
making the system suitable for cell testing in dynamic environment (figure 5). 

 

 

Fig. 5. Confocal microscopy image of A549 cells cultured at the air-liquid interface on (a,c) the membrane of a standard 
transwell insert and (b,d) a stretchable Bionate II 80A membrane coated with Matrigel (Magnification: a, b 20X; c, d 40X; Blue: 
Dapi Staining for nuclei, Green: Actin Staining for Cytoskeleton) 

 

5. Conclusion 

A prototype of the alveolar interface model has been realised and tested in terms of air and water 
tightness of the bioreactor. The control system for membrane motion allow us to apply a physiological 
stress field on cells and preliminary mechanical and adhesion test proved that Bionate II 80A is a suitable 
material for a cyclic stressing system.  

Moreover quantitative nanoparticle deposition tests are being conducted to determine deposition system 
reliability, repeatability and homogeneity. 

Further studies are being conducted on the effects of nanomaterial exposure in the system, focusing on 

a b 

c d 



 

the impact of biomimetic cyclic motion on nanoparticle endocytosis. 

 

Appendix A: Membrane Coating 

The Matrigel coating was prepared using a 8.6 mg/mL protein solution in DMEM medium. The 
solution was then kept in ice and 1mL Matrigel solution was added for each membrane, once treated with 
15% ethanol to render it hydrophilic. After 1 hour at room temperature membranes were put at 37°C for 
30 minutes. Finally the supernatant liquid was removed by suction. 
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Cardiac Apex Rotation (CAR) is a key component of cardiac mechanics. We evaluated the 
potential of CAR index to detect changes of global myocardial performance during 
experimentally induced acute ischemia on animals. In 2 sheep, CAR was assessed using a 
miniature gyroscopic sensor positioned on the epicardial site at LV apex. Acute ischemia was 
induced by ligation of coronary artery. CAR signal was continuously recorded along with the LV 
pressure (LVP). A myocardial performance index obtained from LVP measurements (MPILVP) 
was calculated and it was correlated with the CAR parameter. A strong negative correlation was 
observed between CAR and MPILVP during consecutive ligations-releases of the coronary artery. 
CAR reduced even before changes in LVdP/dtmax, thus showing good potential to predict acute 
hemodynamic changes. 
 
Keywords: cardiac rotation; coronary ligation; myocardial performance index; acute ischemia, 
heart failure. 

	
  
1. Introduction 
Cardiac apex rotation (CAR) is the major determinant of left ventricular (LV) systolic twist and the apical 
back-rotation also plays the dominant role in the subsequent diastole1. Despite many investigators have 
focused on cardiac rotation as a sensitive marker of LV function1, no studies have been specifically aimed 
to evaluate the correlation of CAR with the Myocardial Performance Index (MPI), a parameter that 
combines systolic and diastolic	
  measurements.	
  The value of MPI, which is obtained from echo Doppler 
measurements of cardiac time intervals2, has been shown in various heart disorders, including heart 
failure3,4. A strong correlation has been demonstrated between the cardiac time intervals used for 
calculating the MPI and the hemodynamic invasive measurements of LV pressure first derivative 
(LVdP/dt)5.  
The aim of this study was to evaluate the potential of CAR index to reflect changes of global myocardial 
performance by correlating it with a myocardial performance index calculated from LV pressure 
assessments (MPILVP), during acute ischemia experimentally induced on animals. 
 
2. Material and Methods 
2.1 Experimental protocol 
Two adult sheep were used for the study. All surgical procedures were performed following a 
standardized and approved protocol. The animal was placed in a right lateral decubitus position and 



surgically treated to have full access to the heart. To assess CAR, a miniaturized gyroscopic sensor (XV-
3500CB, Epson Toyocom, Tokyo, Japan), inserted in a rigid hermetic capsule, was glued on the 
epicardial site at LV apex. The angle of rotation (Angle), obtained by integrating the angular velocity 
(AngV) measured by the gyroscopic sensor, was continuously recorded. Simultaneously, the ECG was 
recorded and the LV pressure (LVP) was assessed by a pigtail catheter incorporating a pressure 
transducer (CD-Leycom, Zoetermeer, The Netherlands) inserted in the left ventricle. LVP was used to 
obtain LVdP/dt signal and to calculate LV peak positive dP/dt (LVdP/dtmax) and LV peak negative dP/dt 
(LVdP/dtmin). All signals were acquired at baseline, during acute ischemia induced by ligation of left 
anterior descending coronary artery, and after release of ligation (Fig.1).  
 

 
Fig. 1. Example of the acquired signals. 

 
2.2 Calculation of MPILVP 
The Doppler-derived MPI is defined as the sum of the Isovolumic Contraction Time (ICT) and the 
Isovolumic Relaxation Time (IRT), divided by Ejection Time (ET)1. Following the previously 
demonstrated5 inverse correlation between the echo-derived ICT, IRT intervals and LVdP/dtmax, 
LVdP/dtmin, respectively (Fig.2), the cardiac time intervals (ICTLVP, IRTLVP, ETLVP) were estimated from 
LVP measurements as reported in (1)-(3): 
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and the MPILVP was calculated as follows:  
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Linear correlation (p<0.001) between the peak-to-peak value of the Angle during the cardiac cycle (CAR) 
and the calculated MPILVP was evaluated at baseline and during sequences of ligation-release of the 
coronary artery. Changes in CAR was also compared with LVdP/dtmax and LVdP/dtmin. 

 
Fig.2. Schematic example of the inverse relationship between echo cardiac time intervals (ICT, IRT) and LVdP/dt measurements 
used to calculate the MPILVP: a prolonged IRT corresponds to a reduced LVdP/dtmin (b) if compared with a shorter IRT (a). MVC: 
mitral valve closing; AVO: aortic valve opening; AVC: aortic valve closing; MVO: mitral valve opening; Tmax: time at LVdP/dtmax; 
Tmin: time at LVdP/dtmin. 
 
3. Results and Discussion 
CAR significantly reduced after coronary ligation and it recovered after release of ligation, while MPILVP 
showed an inverse trend. A strong negative correlation (r=-0.79 (Sheep 1); r=-0.81 (Sheep 2), p<0.001) 
was found between CAR and MPILVP (Fig.3). Increase of MPILVP during coronary ligation was in 
accordance with the previously reported prolonged ICT and shortened ET in acute myocardial infarction6, 
which tend to increase the formula (ICT+IRT)/ET. Acute ischemia reduced CAR even before changes in 
LVdP/dtmax. Indeed, 30sec after ligation, a marked decrease of CAR was observed, while LVdP/dtmax 
showed minor changes (Fig. 4). LVdPdtmin exhibited a more similar trend to CAR (Fig.5). 
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Fig. 3. Correlation between CAR and MPILVP. 

   
Fig. 4. CAR against LVdP/dtmax during consecutive ligation-release of the coronary artery. 

 

  
Fig. 5. CAR against LVdP/dtmin during consecutive ligation-release of the coronary artery. 

 
4. Conclusions 

Acute ischemia had a pronounced effect on CAR. The demonstrated strong correlation between CAR and 
MPILVP, which accounts for both systolic and diastolic myocardial performance, suggests that cardiac 
apex rotation may be a useful marker of global cardiac function in acute myocardial infarction. These 
preliminary data should be confirmed in other experimental settings including left bundle branch block, 
chronic myocardial infarction and chronic heart failure. Moreover, CAR index seems to early detect the 
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hemodynamic changes caused by an acute impairment of cardiac function.  This potential may be 
extremely interesting to predict cardiac function deterioration in heart failure patients.  
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Heart failure (HF) is a major health care burden on society and suffering for the individual. In the United States, HF affects 5 
million patients, and it is the leading cause of hospitalization for people 65 years and rates of hospital readmission within 6 months 
range from 25% to 50%. In Singapore, between 1991 and 1998, it accounted for 4.5% of all hospital admissions and 2.5% of overall 
mortality in the geriatric age group. It confers an annual mortality of 10%. HF can occur with either normal or reduced left 
ventricular (LV) ejection fraction (EF), depending on different degrees of ventricular remodeling. Both heart failure with normal 
ejection fraction (HFNEF) and heart failure with reduced ejection fraction (HFREF), also commonly known as diastolic and systolic 
heart failure respectively, have equally poor prognosis.  

We have developed a novel LV contractility index, dσ*/dtmax, and ventricular-arterial coupling and developed the 
methodology for its derivation from echocardiographic data. 115 heart failure (HF) patients based on clinical diagnosis and 43 age 
and sex-match normal controls were prospectively recruited. We found that 24% of HF patients had normal left ventricular ejection 
fraction (EF) (e.g., EF≥50%). dσ*/dtmax was 5.28±1.79 s-1 in control subjects; reduced in HFNEF, 2.81±0.95 s-1, and HF with 
reduced EF (HFREF), 1.55±0.59 s-1 (ANOVA P<0.001). In comparison with normal subjects, dσ*/dtmax was found to be the 
significant indicator to differentiate HFNEF and HFREF. The area under the curve of the receiver operating characteristics (ROC) 
in detecting HFNEF compared with normal controls (dσ*/dtmax <3.69 s-1) was 0.932 (P<0.0001) (sensitivity=0.88 and 
specificity=0.88), and in detecting HFREF compared with HFNEF (dσ*/dtmax <1.87 s-1) was 0.87 (P<0.0001) (sensitivity=0.81 and 
specificity=0.75). Hence we see a great potential for application of this novel index to evaluate heart function in HFNEF and 
HFREF.  



HEART RATE VARIABILITY ANALYSIS THROUGH WAVELET DECOMPOSITION 
 

STEFANO GIANCATERINO 
Student enrolled in specialty school of Medical Physics, University of L'Aquila, L'Aquila, Italy 

IVAN CORAZZA and ROMANO ZANNOLI 
Experimental, Diagnostic and Specialty Medicine Department, University of Bologna, Bologna, Italy 

 
The autonomic nervous system (ANS) is responsible for controlling the cardiovascular 
parameters (heart rate and blood pressure) at rest and in response to external stimuli. It is 
composed of two subsystems: the sympathetic and parasympathetic (or vagal) ones, acting 
simultaneously but at different rates, the first for increasing and the second one for decreasing 
the heart rate (HR). To evaluate the activities of the two subsystems spectral analysis of HR 
variability is traditionally used. Standard methods (Fourier and autoregressive analysis) require 
stationary signals and do not allow to analyze short and transitory periods. But applying the 
wavelet analysis, it is possible to make a multi-resolution evaluation (in time and frequency) of 
the activation of the two subsystems and quantify their variations.  

Since a validated methodology for spectral analysis of transient periods does not exist, we tested 
the wavelet approach by analysing the Valsalva manoeuvre in healthy and pathologic patients. 
The physiology of this cardiovascular test is well known and it represents the good target to 
evaluate the wavelet approach and its feasibility in quantifying sympathetic and vagal 
activations.  

The obtained results demonstrate the goodness of wavelet approach: in healthy subjects the 
different activations were quantified properly with the right sequence. In pathological patients, 
our analysis demonstrated the absence of some activations and the results are statistically 
different from the normal ones.  

Keywords: wavelt analysis, Valsalva maneuver, autonomic nervous system evaluation 
 

 
Introduction 

The autonomic nervous system (ANS) consists of cells and fibres innervating the internal organs, 
regulating the functions not controlled by the voluntary nervous system. ANS consists of two subsystems, 
the sympathetic (SS) and parasympathetic (or vagal - VS) ones, acting simultaneously with different 
periodicities (Sympathetic: 0.04-0.4 Hz; Vagal: 0.4-1.4 Hz ) [1]. The ANS function can be evaluated in 
different ways: the easiest one is to study the effects of ANS on heart rate variability: the sympathetic 
activation increases heart rate while vagal stimulation lowers the rate. (Figure1) 

By studying the heart rate variability (HRV) during well known physiological stimuli (i.e. tilt test, 
Valsalva maneuver, deep breathing, etc), it is possible to quantify the two subsystems activation and to 
compare the results with normal values [2] [3]. 

 



                               
Figure 1. Innervation by the autonomic nervous system of different organs. 

 

 HRV is commonly performed through Fourier Analysis (FA) or Autoregressive modeling (AR) and 
produces quantitative estimates of VS and SS activity. However, signal nonstationarity poses significant 
applicability limits in a number of preclinical and clinical settings.  

 Time-variant spectral estimation can be performed through Wavelet analysis (WA), hence lifting the 
stationarity requirement and producing time-dependent band-power estimation. However, the deployment 
of this novel approach requires rigorous validation.  

 In a previous work, we validated the new approach by comparing the results of WA and traditional 
FA analysis on stationary tachographic signals acquired during tilt tests on normal subjects [4].  By using 
the same mathematical set up, in this work we tested the wavelet approach to non stationary signals of 
short duration. 

 

Methods 

A multiresolution analysis was then performed (Daubechies-16 form), closely matching the FWHM 
boundaries of dilated wavelet spectra to the HF and LF band transition frequencies. Squared level specific 
amplitude coefficients were summed across appropriate decomposition levels and relevant time intervals, 
computing total band powers (LF: 0.04 - 0.08 Hz, HF: 0.17 - 0.34 Hz). 

Since it is not possible to compare WA to already validated techniques, HRV was performed on 18 
normal subjects (12 males, 6 females, age 16 ÷ 74 year) who underwent to standard Valsalva maneuver 
(VM): during this procedure, the subjects have to blow into a mouthpiece attached to a mercury 
manometer, in order to maintain a pressure of 40 mmHg for 15 s. VM has a well-known physiology and 
provide the serial activation of both sympathetic and vagal systems [5] (figure 2): 

• In phase I, there is a transient rise in blood pressure and a fall in heart-rate due to compression of 
the aorta. The hemodynamic changes during this phase are secondary to mechanical factors and 
are not accompanied by an increase sympathetic activity. 



• Phase II consists of an initial fall in blood pressure (2a) with a subsequent late recovery of blood 
pressure (2b). These changes are accompanied by an increase in heart rate. The fall in cardiac 
output due to impaired venous return to the heart results in compensatory cardioacceleration and 
an increase in muscle sympathetic activity and peripheral resistance.  

• In phase III, there is a fall in blood pressure and increase in heart rate that occurs with cessation 
of expiration due to release of expiratory pressure.  

• Phase IV of the maneuver is characterized by an early increase in blood pressure above the 
baseline value (the overshoot) due to the residual vasoconstriction and normal venous return. 
Vagal activities increases with a persistent sympathetic activation. 

 

 
 

Figure 2. Normal response during the Valsalva manoeuvre. 

 

Knowing the correct order of activation of SS and VS, it is easy to verify whether the results of 
the wavelet analysis are correct or not.  

Moreover, 3 pathologic patients, with dysautonomia, (males, age 58 ÷ 65 year) were then 
analysed to evaluate  the differences with the normal subjects . 

For each subject (normal and pathologic ones), ECG was recorded with Light System (Sparkbio 
SRL, Bologma, Italy) with a resolution of 12 bit and a sampling rate of 1000Hz. Then, R waves were 
extracted and HRV was performed on tachograms resampled at 10 Hz through cubic spline interpolation 
[4]. 

To better highlight the changes in LF and HF amplitudes during the manoeuvre, the basal values 
(measured 30s before the manoeuvre beginning, during a stationery period) were subtracted.  

A skilled neurologist evaluated the results in order to verify the feasibility of wavelet approach. 

Results 

Figures 3 show the LF and HF amplitude with respect to the basal condition in 4 normal 
subjects. The sequence of vagal and sympathetic activations is correct and the clinical evaluation of the 
specialists does not highlight any abnormalities.   



Figures 4 show the result of the pathological subjects. ANS response is different from subject to 
subject and with respect the normal ones. The incorrect sequence of sympathetic and parasympathetic 
activations are the consequence of the pathologies.   

. 

Figure 3. Example of spectrum in the time of the bands on LF, HF and their relationship during the Valsalva maneuver in four 
different normal subject. Between time zero and first marker have the period in which baseline is calculated (tb), between the last 
two markers meneuver occurs. 

 

 

 
Figure 4. Example of spectrum in the time of the bands on LF, HF and their relationship during the Valsalva maneuver in three 
different pathological subject. 

 

Discussion 



Wavelet analysis demonstrated, in both healthy and disautonomic subjects, good results in terms 
of repeatability and feasibility. Wavelet approach is able to quantify the sympatho-vagal activations, 
highlighting possible abnormalities. The method could be improved by studying different families of 
wavelets and optimizing the analysis but the way is correct and should be followed. The next step is 
represented by the in-depth analysis of the different pathologies to discriminate between different kinds of 
dysautonomia.  
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We investigate the Seidel-Herzel model of the human baroreflex feedback control mechanism in 
terms of parameter choices and its use to mimic hear rate physiology. We demonstrate the 
potential of a re-parameterization of the model in order to reproduce features commonly 
observed human physiology in health and in disease, make critical considerations about 
potential pitfalls in parameter choices. 

 
Keywords: Haemodinamics control; Baroreflex; Bifurcations in dynamical system. 

 
1.  Introduction 
The Seidel-Herzel model [1,2,3] has been proposed to describe the basic physiological mechanisms that 
regulate the heart peace-maker response to aortic pressure. Currently, while the pneumo-mechanics of the 
heart is fairly well understood, models that describe the feed-back control are largely based arbitrary 
assumptions and hypotheses. The Seidel-Herzel model tries to merge these two aspects: the 
pneumo-mechanics, and the feedback control. The pneumo-mechanics is the part of the model that 
produces the flow and pressure of the blood in a particular segment of the cardiovascular system as a 
time-dependent observable. The feedback control describes the information that the central nervous 
system receives through the afferent pathways and the signals that are sent back through the efferent 
nerves as well as the 'grey-box' which represents information processing in the brain. 
The Seidel-Herzel model, while describing mechanisms that are not fully explained, has many desirable 
features: i) the state variables of this model have a direct physiological interpretation; ii) the model is 
surprisingly parsimonious in the number of parameters. Despite this relative tightness, there is so much 
room for an  ad-hoc re-parameterization that any previous attempt to determine a set of parameters 
which reproduces selected features of human physiology can be questionable. In this contribution we 
review of the context and limitations of this otherwise excellent model and discuss the features it lacks 
when aiming for a meaningful description of all the salient properties of human heart rate and its control. 
2.  The Model 
The baroreceptor afferent tone has a linear response to both the aortic pressure and its derivative:  

 b 1 0 2( ) = ( ( ) ) dpt k p t p k
dt

ν − +                               (1) 

The baroreceptor tone is then reprocessed by the medulary regions of the brain and the parasympathetic 
control. This is the most crucial part of the model because it is the part were most of physiological 
knowledge is almost entirely based on intuitions. Accordingly to Seidel and Herzel, the linear 
approximation is the safest guess, with a zero-threshold to take into account the non-negativity of the 
firing rates:  
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 where the sinus term in eq.s(2), which contains the respiratory phase respφ , is a term that explicitly 



models the Respiratory Sinus Arrhythmia (RSA). The sympathetic tone controls the release of 
noradrenaline, whose dynamics is described as  

cNa cNa
cNa s cNa

ccNa

=   ( )dc c k t
dt

ν θ
τ

− + −                       (3) 

 where  cNaτ  is the decay constant of noradrenaline at the myocardium and cNaθ  is a delay term. The 

heart is seen as a integrate and fire system. The ventricular contraction begins when the cardiac phase φ  
reaches the threshold one, then the systolic phase of the heart is initiated and the phase reset to zero.  
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                                        (4) 

 The cardiac phase is driven by sympathetic and parasympathetic contributions, respectively sf  and pf
:  
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where ( )F φ  is a mathematical model that take into account the effectiveness of the sympathetic 
contribution as a function of the heart phase.  
 
To obtain a synthetic pressure signal a pneumo-mechanics model is adopted. In [1] the Windkessel model 
is was chosen for simplicity. In [4] a 21-compartment model [5] based largely on the circuit analogous 
representation of a vascular segments was used. In [4] the 21-compartment model was used to model 
physiological state relevant in critical care patient management. 
 
3.  RR return maps, bifurcations and role of time constants 
While the Seidel-Herzel model is parsimonious in the number of parameters, the behaviour of the 
generated RR sequences varies considerably with respect to almost any of the parameter of the model. RR 
sequences can exibit chaotic behaviour (see [2]). On Fig. 1 the RR return map are presented for various 
parameter choices.  We conduct exstensive research to determine which parameters of the model might 
determine chaotic RR behaviour. We demonstrate that varying almost any parameter around its 
physiologically plausible values might trigger bifurcation phenomena and chaotic dynamic onset. On Fig. 
2 some route-to-chaos pattern are shown with respect to parasympathetic gain kb

p and Windkessel 
relaxation parameter τν. It is then possible to imagine that the classical bifurcation figure is formed in as 
many direction as the number of chaos-inducing parameters, to form a sort of multidi-mensional 
“sponge”. 



    
Fig. 1:  (Color on line) RR return map plot of the Seidel-Herzel model with the Windkessel pressure model. The values for 
parameters are the same as in [3]. Parameter p0 (baroreceptor set-point) varies: a,d) p0=50 mmHg;  b,e) p0=55 mmHg; c,f) p0=60 
mmHg. The phase between the mechanical coupling and the medullary modulation shown is at the extrema of the phase difference 
(results also resemble extrema in the behaviours): (a,b,c) Δs,p=0; (d,e,f) Δs,p=π. 
 Fig. 2:  (Color on line) In green, in the main pictures and in the insets a),b),c) and d), RR intervals resulting from the integration 

of the Seidel-Herzel model and with parameters set as in in [3]. Parameters ks
r and kp

r are set to zero to "disengage" RSA 
phenomena. 
 



4.  Parameter sensitivity and modelling for physiological states 
With an adeguate re-parameterization of the Seidel-Herzel model with the detailed 21-compartment 
model for the vascular bed the hybrid model models might be useful a patient-care setting as a tool that 
provides a major access pathway to information which may be readily re-cast into clinically useful form. 
However it is challenging to choose the model parameter that should be allowed to vary to accurately 
describe a several clinically relevant physiological states. To this porpuse we performed a parameter 
sensitivity test to select the most informative parameters for each simulated clinical condition.  
Observable outputs are expected to vary with respect to every model parameter. This property is called 
sensitivity of the model. If there are parameters whose change produces negligible change in the 
observable, the model is over-parameterized. Observable outputs could be the RR distribution, systolic 
and diastolic pressures, and statistical index that can be derived by those. A local sensitivity analysis 
allows us to quantify this reasoning numerically. Given a certain state Ψ(0) in the parameters space, and 
denoting H(0) the corresponding vector containing average values of the measurable outputs at 
equilibrium, we can compute the "normalized" Jacobian J  as  

(0) (0)
(0)

(0) (0)= j i
ij

i j

dHJ
H d
ψ

ψ
                                (6) 

where i and j sequentially label respectively all the input parameters' values and all the measurable 
outputs. 

Fig. 3:  (Color online) Sensitivity of (a) the mean heart period and (b) the mean systolic values in respect of all the model 
parameters. Blue dots, red squares, yellow diamonds and green triangles show sensitivity for different physiological states, 
respectively: baseline, fluid deprived subject, reduced baroreceptor gain and increased left-ventricular compliance. 
6.  Conclusions 
Combining an accurate structural model for baroreflex response with a lumped-parameter model of 
varying complexity to represent the cariovascular system allows to explore the stability/instability 
transitions on a physiological meaningful manner. Additionally, sensitivity analysis provides a global 
picture of which paramters may represent actionable points for efficient modification of global 
haemodynamics. 
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Chronic Obstructive Pulmonary Disease (COPD) is the leading cause of morbidity and mortality 
worldwide and represents an important public health challenge. Spirometric pulmonary function 
test is the most common method used to assess COPD. However, spirometric investigation often 
prone to false positive rate due to large interdependency of dataset. Also, there is a requirement 
that too many parameters are to be analyzed by the physician. In this study, an attempt is made to 
identify most significant features using Quantum Particle Swarm Optimization (QPSO) to 
enhance the diagnostic relevance of spirometry. Then these selected feature set is evaluated 
based on the error in prediction of FEV1 and PEF using back propagation neural network model. 
Results show that QPSO is able to identify most significant features in both normal and 
obstructive subjects. This feature selection is useful in mass screening of pulmonary function test 
in the case of missing data due to incomplete test.  

 

Keywords: Pulmonary function test; spirometry; quantum particle swarm optimization 

 

 

1. Introduction 

Pulmonary Function test is the most important screening test to assess the dynamics of pulmonary 
function. Spirometry is the most commonly performed reproducible test and is recommended for 
diagnosis of respiratory diseases.1 The major concern of the spirometry is that there is a requirement that 
a large database is to be analyzed.2 Hence, it is very essential to identify the most representative features 
of pulmonary function crucial for disease diagnosis. The feature selection process in medical data 
processing removes irrelevant, redundant data, and results in acceptable classification and prediction 
accuracy.3 Feature selection is a process that selects a subset of original features.4 Particle Swarm 
Optimization (PSO) techniques appeared as promising algorithms for handling the optimization based 
feature selection problems. PSO, inspired by the social behaviour of bird flocking or fish schooling.5 
However, premature convergence is one of the major shortcomings of PSO. Recently, the concept of 
quantum behaved particles is introduced in PSO to enhance global search ability of the particle which is 
known as Quantum behaved Particle Swarm Optimization (QPSO).6 In this work, quantum particle 
swarm optimization based wrapper algorithm has been attempted to identify most significant features of 
spirometric pulmonary function data. Each feature subset generated using QPSO is evaluated by 
observing its performance on prediction of   FEV1 and PEF using back propagation based neural network 
learning model. 

 



	
  

2. Methods 

The spirometer recordings are carried out on adult volunteers (N = 300) according to ATS/ERS 
guidelines for spirometry.7 Feature selection is performed using quantum particle swarm optimization. In 
the quantum model of a PSO, the particle’s position can be generalized to the d dimensional space where 
each particle position is updated independently. Mean best (mbest), defined as the mean of the best 
positions of all particles, is calculated using  

1 2
1 1 1 1
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where M is the population size; d is dimension of particle; 
j
iP  is the Personal best (pbest) position of jth 

component of particle i.  The centre of potential of particle i at nth iteration pi,n
j is calculated so that all 

particles converge to the global best position. The position of particle i is updated at the (n+1)th iteration 
using evolution equation: 
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where pi,n
j is the jth component of the centre of potential pi

n of particle i at the nth iteration. ui,n+1
j is a 

sequence of random numbers uniformly distributed on (0,1). The fitness value of each particle is 
calculated using two different benchmark functions namely Ackely and Griewank. Each feature subset 
generated using QPSO is evaluated observing its performance on prediction of   FEV1 and PEF using 
back propagation based neural network learning model.8 A performance evaluation function is introduced 
to accommodate the constraints namely number of selected features and the prediction error of neural 
network.9 The selected best subset is validated using two different classifier models which include 
decision stump and ensembler.10 

3. Results and discussion 

The optimum combination of feature set for the defined number of selected features is determined using 
the selection pressure α. The variation of prediction error with different values of selection pressure is 
shown in Figure 1 and the optimum value of selection pressure value is chosen as 0.4.  The variation of 
mean best fitness value of QPSO algorithm with Ackely and Griewank functions with number of 
iterations is plotted in Figure 2. It is found that QPSO with Griewank function performs better with least 
fitness value and converges at 3000 iterations.   

The variations of performance evaluation function with number of features for different values of k are 
plotted in Figure 3. When k = 0, the performance evaluation function is equivalent to that of the 
prediction error. The curve for k = 1 corresponds to the original evaluation function without weighing the 
number of features which demonstrates the tendency of restricting the search space to very small feature 
sets. 
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Figure. 1 Variation of prediction 
error with varying selection 
pressure (α) value  

Fig. 2 Variation of mean best 
fitness value of QPSO with 
Griewank and Ackely function 
for varied number of iterations 

Fig. 3 Variations of performance 
evaluation function with number 
of selected features for various k 
values   
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Fig.4 Linear regression analysis 
between the actual FEV1 and the 
predicted FEV1 given with the 
best feature set.   

Fig.5 Linear regression analysis 
between the actual PEF and the 
predicted PEF with the best 
feature set.  

Fig.6 Receiver operating 
characteristics curve of decision 
stump classifier with 3 significant 
features    

The feature set which yield least prediction error and highest correlation on regression model is 
considered to be the optimal one. The accuracy of feature selection is evaluated using prediction of 
significant parameters FEV1 and PEF using back propagation neural network model and it is shown in 
Figures 4 and 5. The predictions of both the parameters seem to be accurate as predicted values follow 
measured values with minimum variation. Hence, linear and high degree of correlation is observed. The 
feature selection is further validated using two different classifiers such as ensemble based classifiers and 
decision stump. It is observed that feature set 3 for decision stump classifier achieves higher classification 
accuracy, sensitivity and specificity.	
   Receiver operating characteristics curve estimated for decision 
stump classifier achieves higher area under the curve as shown in Fig. 6.	
  
4. Conclusion	
  
The clinical utility of spirometer depends on the accuracy, performance of the subject, measured and 
predicted values. It is also reported that a large database is to be analyzed by the physician to investigate 
the pulmonary function abnormalities. Hence there is a need for identification of significant feature 
selection of the pulmonary function data to differentiate normal and obstructive subjects. In this work, 
QPSO is employed for the feature selection procedure, which preserves the data interpretability. Results 
show that four set of features are obtained using QPSO. Optimal feature set consisting of FEV1, FVC and 



	
  

PEF is selected by tuning the selection pressure value of 0.4. It is also observed that the classifier with 
optimal feature set achieves higher classification accuracy of 98%. Results demonstrate that this method 
could be useful to enhance diagnostic relevance of pulmonary function test and mass screening.  
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 99mTc-DPD has a strong affinity for transthyretin (TTR)-infiltrated myocardium. In the last 15 years our 
centre has applied this finding with different aims: 1) Differential diagnosis between TTR-related 
amyloidosis and light-chain (AL) form 2) Early identification of TTR-related disease and prognostic 
significance of myocardial DPD uptake 3) Differential diagnosis between TTR-related amyloidosis and 
other forms of unexplained left ventricular hypertrophy. 
1) We evaluated  45 patients with TTR-related amyloidotic cardiomyopathy (AC): 28 hereditary form 
(ATTR) and 17 senile systemic amyloidosis (SSA). Heart retention (HR) and heart to whole-body 
retention ratio (H/WB) of late 99mTc-DPD uptake were higher among TTR-related disease (HR 7.8%; 
H/WB 10.4) compared with both unaffected controls (HR 3.5%; H/WB 5.7; p  <  0.0001) and the AL form 
(HR 4.0%; H/WB 6.1; p  <  0.0001). 2) Examining 63 patients with ATTR we found that all patients with 
AC showed moderate-to-severe myocardial tracer uptake. In the subgroup without AC, 4 patients showed 
myocardial tracer uptake and subsequently underwent endomyocardial biopsy that showed amyloidotic 
infiltration in all cases.  LV wall thickness >12 mm in combination with H/WB >7.5 was associated with 
a higher event rate. We also reexamined the scintigraphies from 12.400 patients who underwent the exam 
for oncologic or rheumatological reasons and found that incidental myocardial tracer uptake was present 
in 45 subjects (0.36%) that all went on to receive a final diagnosis of TTR-related disease.  3) We 
retrospectively examined the findings from 57 patients (25 SSA, 20 ATTR, 12 hypertrophic 
cardiomyopathy, HMC) who underwent DPD-scintigraphy for a suspicion of TTR-related AC. Strong 
myocardial uptake was present in all patients with SSA and ATTR and in none of the HCM patients. 
99mTc-DPD scintigraphy allows an early and accurate diagnosis of TTR-related AC as well as a 
differential diagnosis with the AL form of the disease and HCM.  
 
Keywords: amyloidosis; DPD; scintigraphy. 
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The proposed work is Slantlet Transform based ECG signal steganography. Patient’s ECG signal 
is used as cover signal for steganography. The selected cover ECG signal is decomposed using 
Slantlet Transform and patient personal information are embedded into its coefficients using 
threshold based Least Significant Bit watermarking algorithm. Threshold values are selected 
based on the low distortion level of watermarked ECG through experiments. The performance 
assessment of Slantlet Transform based ECG steganography and diagnosability measurement of 
watermarked ECG is calculated using validation metrics such as Peak Signal to Noise Ratio, 
Percentage Residual Difference. In addition we have introduced two metrics, area metrics and 
Kullback-Leibler divergence. The former two metrics calculate the distortion level in time 
domain information, whereas latter two measures distortion level in frequency domain. 

 
Keywords: Slantlet Transform; ECG steganography; watermarking; validation metrics; Area 
Metrics; Kullback-Leibler divergence 

 
1 Introduction 
 
Steganography is a technique used to embed secret information into a cover signal. In ECG steganography 
patient’s ECG signal is used as cover signal and personal information of the patient like name, age and 
locations are the secret data. Classically, the secret data is embedded into the cover signal using 
watermarking algorithms.   Least Significant Bit (LSB), threshold level, patchwork and assignment based 
algorithms are the few existing watermark embedding algorithms. Performance of each watermark 
embedding algorithms varies with selection of cover signal and size of secret information. Upon 
embedding the secret data, the cover signal is prone to distortion. One of the performance metric of 
watermarking algorithms is to measure the distortion between the cover and watermarked signal. Lesser 
the distortion, better it is.  
In frequency domain, the cover signal is decomposed using transforms such as Discrete Cosine Transform 
(DCT), Short Time Fourier Transform (STFT), Fast Fourier Transform (FFT), Discrete Fourier Transform 
(DFT) and Integer Wavelet Transform (IWT) etc. Discrete Wavelet Transform (DWT) based ECG 
steganography scheme is proposed in Ibaida A et al.’s work.1 where DWT is used to decompose the cover 
ECG, and scrambling matrix based LSB watermark embedding algorithm is used to embed the secret 
information into the DWT coefficients. The inverse transform of watermarked coefficients gives the 
watermarked ECG signal. Distortion less data hiding based on Slantlet Transform (SLT) for image 
steganography is proposed in Thabit R et al.’s work.3 Robust reversible watermarking scheme using SLT 
matrix is presented in Kumar S et al.’s work.4 Image watermarking using slantlet transform is presented in 
Mohammed RT et al.’s work.5 The diagnostic measurement of watermarked ECG and the reliability of 
retrieved secret information assessments give the distortion level in watermarked ECG and performance 
assessment of SLT based steganography.  
We propose the SLT based ECG steganography technique using LSB and threshold watermark 
embedding algorithm. Here, the secret data is embedded into the SLT coefficients based on the selected 



	
  

threshold value. Typically the secret data is hid in the high frequency components. This is under the 
assumption that they don’t carry information that is critical for diagnosis. Hence, researchers use metrics 
that measure the distortion in the low frequency components. However, sometimes information in the 
high frequency components also needs to be preserved. In such cases, different metrics in frequency 
domain are required. Therefore, the distortion need to be measured in both time and frequency domain. 
The performance evaluation is obtained using the validation metrics of Peak Signal to Noise Ratio 
(PSNR), Percentage Residual Difference (PRD), Area Metric (AM) and Kullback-Leibler (KL) 
divergence. Validation metrics calculates the distance using time domain information in PSNR and PRD. 
AM and KL uses frequency information to measure the distance between the cover and watermarked 
ECG signal.  
The organization of the paper is as follows, the outline of SLT and the methodology of SLT based 
steganography is explained in section 2. The validation metrics are explained in section 3. The result and 
discussion section is presented in section 4. The conclusion of the work is presented in section 5. 
 
2 Methods 

2. 1 Slantlet transform 

Slantlet transform is the diagonal DWT constructed using parallel structure of different filters for each 
scale instead of iteration of filters for each levels of DWT as shown in the Fig. 1. The filters used to 
design the Slantlet filter bank are ( ) ( )i ih n , f n and ( )ig n .The L scale filter bank has 2L channels. ( )Lh n  

is the lowpass filter and ( )Lf n filter is adjacent to the lowpass filter. The required down sampling order 

after the filters ( )Lh n  and ( )Lf n  are 2l   [1]. The output ( )iy n  of filters ( )ig n  is computed as follows: 
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SLT provides better time localization that causes the degradation of frequency selectivity because of 
shorter length of SLT filter bank causes less frequency selective than the DWT filter bank. Slantlet filter 
banks are orthogonal and has two zero moments. The slantlet filters are piecewise linear.  

In ECG signal steganography, Slantlet transform is applied to the cover ECG signal using convolution 
with the coefficients of SLT filter bank. The selected watermarking algorithm is applied to the SLT 
coefficients to embedding the personal information and applying inverse slantlet transform results the 
watermarked ECG signal. The original cover ECG and watermarked ECG signal are shown in Fig. 2. 
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Fig. 1. 
Filter bank structure of (a) DWT (b) SLT 

 

2.2 LSB and threshold watermarking 

  The patient information is embedded into the Slantlet Transform (SLT) coefficients of cover 
ECG. The location of embedding the data is identified based on the threshold value T. The distortion 
level of the watermarked cover ECG signal is based on the selection of threshold value T. T is selected 
based on, not to distort the ECG features. T is compared with SLT coefficients of cover ECG, and data is 
embedded where SLT coefficients are lesser than T. Least Significant Bit (LSB) watermark embedding 
algorithm is applied to embedding the patient information into the SLT coefficients of cover ECG as 
shown in the Fig. 3, taking inverse SLT gives the watermarked ECG.	
   Pseudo watermark embedding 
algorithm: 

1. Patient’s ECG data is selected as cover signal for ECG steganography 

2. Apply Slantlet transform on cover ECG 

3. Find threshold value T for SLT coefficients 

4. Select patient information needed to be sent, secret data 

5. Apply LSB watermarking algorithm on,   

6. Take inverse Slantlet transform after LSB watermarking 

7. Evaluate performance of ECG watermarking  

Watermark extraction: 

1. Apply SLT on watermarked ECG 

2. Extract secret information from LSBs of SLT coefficients  

3. Calculate the reliability of extracted data 

	
  

(a)      (b) 
 

Fig. 2. Cover ECG (ECGc) and watermarked ECG (ECGw) for two different thresholds 
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Fig. 3. SLT based ECG steganography 

 

3 Validation Metrics 

The performance of SLT based ECG steganography using LSB and threshold watermarking algorithm is 
evaluated using various validation metrics such as PSNR, PRD, AM and KL divergence. Where PSNR 
and PRD are calculated from the amplitude values of cover and watermarked ECG directly. AM and KL 
divergence are calculated using the CDFs and PDFs of the cover and watermarked ECG respectively. 
Gaussian kernel is used to construct the CDFs and PDFs of ECG signal. PRD gives the measure of the 
distance between cover (xi) and watermarked ECG (yi) in time domain as follows: 
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Area metric is the measure of distance between the cover and watermarked ECG using CDFs. ( )F x is the 
CDF of cover ECG and ( )F' x is the CDF of watermarked ECG. 
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Kullback-Leibler divergence (D) is the measure of distance between the cover and watermarked ECG 
using PDFs. ( )1p x  is the PDF of cover ECG and ( )2p x  is the PDF of watermarked ECG. The KL 
divergence is calculated using the formula as follows: 
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The distance measurement techniques are used to analyze the diagnosability measurement of 
watermarked ECG. 

4 Results and Discussion 

The watermarked ECG obtained through Slantlet transform is evaluated through the measurements of 
PSNR, PRD, AM and KL divergence methods and the results are listed in Table 1 & 2, for the selected 
threshold value of 0.048 and -0.03 respectively. The metrics shows the similarity between cover ECG and 
watermarked ECG. The CDF values to calculate the area metric is plotted in Fig. 4 

The CDF, CDF difference and PDFs of cover ECG and watermarked ECG for the secret data of size 
1000 bytes is shown in the Fig. 4. The CDF difference plotted in Fig.4 c and Fig 5c gives the variations in 
frequency information between ECGc and ECGw. Sum of absolute CDF difference gives the overall 
distance between the cover and watermarked ECG. The PDFs plotted in Fig. 4 d and Fig. 5 d shows the 
distortion in PDFs of watermarked ECG where the distortion level is high for two reasons of threshold 
value and size of secret data. 

Embedding the secret information into SLT coefficients may distorts the features of the ECG signal, 
selection of threshold values for embedding prevents the alteration due to watermarking in sensitive SLT 
coefficients. The results are listed for two threshold values 0.048, -0.03 in Table 1 & 2 respectively. The 
PRD measurement gives the distance between cover and watermarked ECG in time domain with respect 
to time and amplitudes of ECG signal. AM and KL divergence gives the distortion in cover ECG due to 
watermarking based on frequency information using differences in CDFs and PDFs of ECG signals 
respectively. The listed result shows that the metrics gave large difference when the increase in size of 
secret information. The secret data is embedded in the cover ECG signal of sample size 8192 bytes. 

 

TABLE 1 METRICS FOR THRESHOLD VALUE = 0.048 

Bytes PSNR PRD AM KBL 

10 112.79 0.0016 1.68 0.000044 

20 110.98 0.002 1.84 0.000064 

30 110.14 0.0022 2.77 0.0001 

40 108.37 0.0027 3.11 0.00016 

50 107 0.0032 3.18 0.00018 

60 106.66 0.0033 3.46 0.0002 

70 106.06 0.0035 3.51 0.00024 

80 105.1 0.0039 5.71 0.00042 

90 104.7 0.0041 5.72 0.00043 



	
  

100 104.05 0.0044 5.74 0.00043 

200 100.93 0.0063 7.13 0.00066 

400 97.76 0.0091 9.92 0.0012 

600 95.95 0.0113 9.92 0.0011 

800 94.61 0.0131 4.67 0.00055 

1000 93.69 0.0146 38.87 0.0099 

TABLE 2 METRICS FOR THRESHOLD VALUE = - 0.03 
Bytes PSNR PRD AM KBL 

10 113.69 0.0015 1.8750 0.000045 

20 111.34 0.0019 2.93 0.0001 

30 110.66 0.0021 2.96 0.00011 

40 108.12 0.0028 3.31 0.00017 

50 107.41 0.003 3.38 0.00019 

60 106.91 0.0032 3.46 0.00022 

70 105.85 0.0036 5.61 0.0004 

80 105.25 0.0039 5.65 0.00043 

90 104.52 0.0042 5.67 0.00043 

100 103.76 0.0046 5.73 0.00046 

200 100.94 0.0063 7.23 0.00072 

400 97.63 0.0093 36.14 0.0089 

600 95.77 0.0115 29.58 0.0059 

674 95.26 0.0122 29.61 0.0061 

 
 
 



	
  

 

 
 
 

	
   	
  

         (a)               (b) 
Fig. 5. Plots of cover Vs watermarked ECG for secret data size 50 bytes and threshold value of -0.03  

	
  

	
  

    (a)              (b) 

	
  

    (c)              (d) 

Fig. 4. Plots of cover Vs watermarked ECG for secret data size 50 bytes and threshold value of 0.048 (a) ECG signal 
(b) CDFs (c) Difference between CDFs (d) PDFs 

 



	
  

 
 
 
 
 
 
 
 
 
 
 

 

 

 

4 Conclusion 

ECG steganography using slantlet transform provides personal information security of a patient through 
combined LSB and threshold based watermarking algorithm in transform domain using SLT. The 
watermarked ECG has been evaluated for diagnosability measurement using various metrics. Threshold 
based LSB watermarking gives less distortion in watermarked ECG signal for the specific amount of 
secret data size and the selected number of LSBs for watermarking. The distortion levels are calculated 
using validation metrics of PSNR, PRD, AM and KBL, the result shows that the better similarity and 
diagnosis measurement of watermarked ECG is possible in ECG steganography using slantlet transform. 
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Abstract — In this paper we are presenting a method for achieving strain analysis of cardiac 
tissues from 3D ultrasound images. First of all, the left ventricle was segmented by an iterative 
snake algorithm which exploits the gradient vector flow field estimated from the 3D images. 
Once the ventricle was segmented, a set of points located on the external surface of the ventricle 
was selected. The movement of all these points along the entire cardiac cycle was calculated by 
using speckle tracking techniques. The strain of all the segments connecting two of the 
considered points was computed, together with the rotation of the points along the long axis of 
the ventricle. The method was tested on images acquired from 10 subjects: 3 with heart 
pathologies, 5 healthy subjects, and 2 patients with mild hypertrophy. Preliminary results showed 
the feasibility of characterizing healthy subjects and patients with well-defined heart pathologies 
by using the outcomes achieved with the strain analysis. 

Keywords—speckle tracking; 3D ultrasounds; strain analysis; echocardiography. 

 

1.  Introduction 
Three-dimensional (3D) echocardiography offers the ability to improve and expand the diagnostic 
capabilities of cardiac ultrasound [1]. 3D ultrasounds theoretically can provide what 2D echocardiography 
cannot. For instance, a comprehensive and time-volume analysis of cardiac chamber geometry and 
function can be obtained throughout the cardiac cycle from a single 3D data set.  
The mechanical properties of tissue have long been recognized as a useful indicator of disease. In what is 
a natural development of manual palpation, the analysis of the elasticity involves the imaging of tissue 
deformation induced by some sort of applied mechanical stress. The measured deformation, taken 
alongside any knowledge of the stress, allows estimation of the tissue’s mechanical properties. Strain can 
measure myocardial deformation, which is an intrinsic mechanical property of the myocardium. Because 
assessment of the myocardial mechanical parameters has proven to be a crucial step in the detection of 



 

 

cardiac abnormalities, the analysis of the elasticity of the tissues should have a significant impact in this 
field by measuring the mechanical response of the cardiac muscle at the various steps of the cardiac cycle. 
The occurrence of myocardial disease can precede structural myocardial changes shown by traditional 
imaging techniques. Myocardial strain by speckle tracking echocardiography has demonstrated to be a 
sensitive tool for assessing ventricular function in early myocardial disease. The change in tissue 
characteristics could be done through an elaboration of the 3D echocardiography images where specific 
chamber strains are defined [2]. In presence of lesions the tissue is strongly impaired and the elasticity of 
the tissue is altered. This elasticity may be related to the strains of the tissue and, hence, could be 
described through a change in the strains. The establishment of a digital map corresponding to the 
elasticity values could be used to monitor the possible reduction in tissue contractility related to the 
presence of lesions. In healthy individuals, the absolute value of the average peak systolic left ventricular 
strain assessed by speckle tracking technique is in the range of 18-22% [3]. Strain is frequently attenuated 
in cardiomyopathy and can be utilized for the evaluation of disease progression and the effect of 
therapeutic interventions. 
Speckle-tracking echocardiography is able to provide accurate and robust measurements of regional tissue 
motion and deformation. The image-processing algorithm tracks user-defined regions of interest 
containing stable patterns that are described as speckles [4,5]. Being caused by the interference of near 
placed ultrasound reflectors, speckle pattern will give every different region of the myocardium a unique 
pattern which will only change slightly from one frame to another. Speckles are tracked consecutively 
frame to frame to resolve angle-independent 2D and 3D sequences of tissue motion and deformation. The 
tracking system is based on grayscale B-mode images and is obtained by automatic measurement of the 
distance between two pixels of a segment during the cardiac cycle [6]. 

2. Materials and methods 
The data files provided by the clinical partners of the EU project CHIRON were ten DICOM 4D images 
of a human heart. The images were acquired with a Philips iE33 Ultrasound Machine and exported as 
Cartesian DICOM from a total of ten subjects (three patients with heart pathology, five healthy subjects, 
i.e. without known pathologies, and two patients presenting mild hypertrophy). Temporal resolution was 
between 8 and 20 frames per cardiac cycle, depending on heart rate. 
The segmentation of the left ventricle was realized by using an active contours algorithm, which needs an 
initial seed point provided by the user. This point should be positioned manually for each patient within 
the left ventricle only in the first frame. The first step of the segmentation consists in the computation of 
the GVF, which was used for modifying the shape of the segmented ventricle in an iterative way. Snakes, 
or active contours, are curves or surfaces defined within an image domain that can evolve under the 
influence of internal forces, defined upon the characteristic of the snake itself, and external forces derived 
from the image data. The internal and external forces are defined in order to make the snake converge to 
an object boundary. Snakes were firstly introduced by Kass et al. [7]. An important advance was made by 
Xu and Prince [8], who introduced a new external force, which they called Gradient Vector Flow (GVF), 
computed as a diffusion of the gradient vectors of a gray-level or binary edge map derived from the 
image. The resultant field has a large capture range and forces active contours into concave regions. In 
this paper we adopt the 3D formulation for the GVF active contours method. Once the left ventricle was 
segmented, a certain number of points were extracted along the external surface of the ventricle. Each 
point was considered as a speckle and its movement through the different frames was tracked. The 
essence of this technique lies in the comparison of two successive frames of the heart 3D image to 
determine where the speckle of interest has moved. In this paper the tracking of the speckle was realized 
through a Sum of Absolute Difference (SAD) method [9].  



 

 

Regional strain is a dimensionless measurement of deformation, expressed as a percentage change from 
an object’s original dimension. The strain was calculated by measuring the deformation of all the 
segments connecting two of the extracted speckles. That allowed the computation of the strain of the 
various sections of the heart. We also estimated the left ventricle rotation around its long axis, as the 
angular displacement expressed in degrees. In fact, the base and the apex of the ventricle normally rotate 
in opposite directions, whereas different kind of angular displacement could occur in presence of some 
pathologies. From an anatomical point of view, the heart can be divided into three sections (apical, medial 
and basal). Here, we estimated separately the global strain for these three sections, as the average of all 
the segments located in that particular section. The same applies for the angular displacement of the 
speckles. 

3. Results 
In figures 1 and 2 we report an example of the strain and the angular displacement calculated for the three 
heart sections for a healthy subject (figure 1), and a patient suffering from hypertrophic cardiomyopathy 
(figure 2). We can note that in both cases, starting from end diastole, the strain decreases to a minimum 
value reached during the systole (shortening of tissues), and increases again approaching the end of the 
cardiac cycle, as expected. It is worth noting that for the healthy subject the apical section of the ventricle 
rotates clockwise during systole and counter-clockwise during diastole; the base of the ventricle rotates in 
the opposite direction, as expected. The patient considered in figure 2 is affected by hypertrophic 
cardiomyopathy, which is usually characterized by myocardial fiber disarray, resulting in left ventricle 
systolic and diastolic dysfunction. As a consequence, marked differences can be observed, both in terms 
of strains and of angular displacement. A clear reduction of all the strain values is present, together with a 
completely different angular displacement of the three sections of the ventricle. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

4. Conclusions 
In this paper we presented a method for obtaining a strain analysis of cardiac tissues in 3D ultrasound 
images. Our algorithm first segments the left ventricle with an iterative technique which exploits the GVF 

Table I. Average peak strain estimated for all the 10 patients 
composing our dataset. Patients #0, 4, 5, 6, and 9 are healthy 
subjects, patients #1 and 2 suffer from dilated 
cardiomyopathy, patient #3 suffers from hypertrophic 
cardiomyopathy, and finally patients #7 and 8 present mild 
concentric hypertrophy. 

We can note that all the healthy subjects, together with the 
two patients presenting mild concentric hypertrophy have 
strain values compatible with those reported in the literature 
for the healthy population. On the contrary, the three patients 
suffering from cardiomyopathy have markedly reduced 
strain values. That confirms the feasibility of using strain 
analysis for deriving some indexes to estimate the typical 
distribution for healthy subjects, and second we could follow 
how these indexes vary in time for patients with known 
pathologies.  

Patient 
ID 

Average 
peak strain 

[%] 
# 0 -22±5 
# 1 -5±4 
# 2 -8 ±4 
# 3 -11 ±4 
# 4 -16±5 
# 5 -20±5 
# 6 -19±5 
# 7 -20±5 
# 8 -19±5 
# 9 -16±5 

 



 

 

field. The speckle tracking is achieved through the minimization of the SAD coefficient. Preliminary 
results on an initial small set of patients show the feasibility of characterizing healthy subjects and 
patients with well-defined heart pathologies by using strain analysis. 
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Fig. 2. Strain and rotation values estimated along the 
entire cardiac cycle on the three cardiac sectors for a 
patient with hypertrophic cardiomyopathy. 

 
Fig. 1. Strain and rotation values estimated along the 
entire cardiac cycle on the three cardiac sectors for a 
healthy subject. 
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Tetralogy of Fallot (TOF) has an incidence of 6% to 10% among patients with congenital heart disease. Good long term survival 
and the quality of life are possible after surgical repair. However, long-term complications such as pulmonary regurgitation (PR), 
right ventricular (RV) volume overload, residual pulmonary stenosis, ventricular septal defect, ventricular outflow tract (RVOT) 
aneurysm, arrhythmias and sudden death may occur post repair. Among these, severe PR is the most prevalent. It may initially be 
well-tolerated for many years, but may eventually lead to severe RV dilation, impaired RV function, and increased risk for 
ventricular arrhythmias. Repeat surgery with pulmonary valve replacement (PVR) may be necessary to preempt RV functional 
deterioration and malignant ventricular arrhythmias. In the presence of severe PR, optimal timing of PVR, before irreversible RV 
functional deterioration, is critical. 

We have developed a new cardiac MRI-based patient-specific quantitative method in 3-dimensional format to derive comprehensive 
measures of RV remodeling. We determined the mechanisms of RV remodeling and analyzed the effects of RV remodeling on 
clinical status in 60 repaired TOF patients, prospectively. (175 words) 
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There is a need to investigate the strength of the vertebral body after reinforcement treatments 
such as vertebroplasty (VP). With the advent of high-resolution micro-CT imaging (µCT), digital 
volume correlation (DVC) techniques emerged as a novel tool for the measurement of 3D 
deformation fields throughout entire volumes.  For bones such as the vertebra, the use of DVC 
allows the detection of the onset and progression of failure. Application of DVC to whole bones 
was recently exploited to examine yield and post-yield deformations in vertebral compression 
experiments. In this perspective, the aim of the present study was to investigate the 
biomechanical efficacy of prophylactic augmentation in preventing fracture of non-fractured 
vertebral bodies. In conjunction with high-resolution µCT imaging, this study applied DVC to 
investigate the strain distribution of augmented porcine vertebrae during compression testing, to 
assess the effect of different types of augmentation materials.  
 
Keywords: biomechanics, in vitro test, digital volume correlation (DVC), strain measurement, 
vertebral body, augmentation.  

 

1.  Introduction 

There are cases in which vertebrae are at high risk of fracture, such as with low bone mineral density or 
metastatic lesion. These vertebrae are weak because their micro- and/or macro-structure are 
pathologically compromised.  If untreated, they might fracture, causing severe pain and even paralysis. 
One strategy that has recently been proposed for reducing the fracture risk is the mechanical 
reinforcement of the vertebral body, by injection of a synthetic augmentation material (prophylactic 
augmentation). This treatment is meant to increase the strength of selected weaker vertebrae.1 While 
many studies have been undertaken to investigate the biomechanical effects of vertebroplasty on fractured 
single vertebral bodies 2,3 or spine segments, 4,5 very little data exist regarding the efficacy of prophylactic 
augmentation on non-fractured vertebrae. It must be noted that most such studies focused on the overall 
behaviour of the treated vertebral body, without analyzing the strain distribution. Recently the strain 
distribution was measured in vitro for a variety of loading configurations, using a large number of strain 
sensors.6 However, traditional experimental techniques such as strain gauges are restricted to the surface 
of specimens where no internal strain distribution could be interrogated. With the recent and rapid 
progress of micro-focus computed tomography (µCT) in conjunction with in situ mechanical testing, 7,8  



 

 

DVC has become a powerful tool to examine full-field deformations in trabecular bone,9,10 whole bones,11 

cellular scaffolds 12 and recently bone-cement composites.13 

 

2.  Material and Methods 

Thirty-two single lumbar vertebrae (L2, L3, L4 and L5) were harvested from eight porcine thoraco-
lumbar spines provided by a local butcher.  The samples were divided in four groups: 

• Augmentation was performed with three types of augmentation material on twenty-four 
vertebrae (3 groups of 8 vertebrae each).  

• The remaining eight specimens were tested without any treatment, as a control.  

All the surrounding soft tissues will be removed, including the ligaments. The endplates of each vertebra 
will be potted in PMMA using a 6-degrees-of-freedom clamp for alignment, similar to Danesi et al.14 The 
posterior arch was subsequently removed. Augmentation was performed on the selected specimens, 
which were subsequently CT-scanned to assess the distribution of cement inside the vertebral body. Each 
specimen was placed in a custom-designed and loading device. The sample as a whole was constrained 
against rotation inside the loading device. In situ destructive tests were conducted by means of a novel 
micromechanical loading device, equipped with a 5kN load cell. The specimen was compressed axially in 
a stepwise fashion. µCT imaging was carried out at each step, following a relaxation period of ~15min to 
reach a stable state of stress relaxation in the sample. The combination of step-wise loading and µCT 
imaging was repeated until the ultimate force was achieved. DVC analysis was performed on the 
reconstructed volumes to obtain the full-field displacement and strain distribution, in order to identify the 
onset and progression of bone failure in the augmented vertebral body. LaVision DVC software was used 
to compute the 3D displacements and strain fields in both controls and augmented samples. 

 

3.  Expected Outcomes 

The study will enable a better understanding of the failure process in augmented vertebrae. Moreover, the 
suitability of different biomaterials, in improving the post-operative performance of the treatment will be 
investigated.   
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1. Introduction 

In the last years, the vertebra is the focus of a lot of biomechanical studies. There is a need for a tool, like 
the Digital Image Correlation (DIC), that measures the displacement and strain of surface, full field and 
contactless is essential.  

Before using the DIC to draw any clinically relevant conclusions, a focused optimization is necessary to 
obtain the best results (minimum error and noise). The main problem initially is an average error of 100 
microstrain and a noise of 500 microstrain. Because of this problem the DIC is neither sufficiently 
accurate nor exact. Such errors are far away from the performances of strain gauges that are currently the 
golden standard in the biomechanical area.  

 

2. Materials and methods 

2.1 Optimization of the speckle pattern 

The first step is optimizing the preparation of the specimen surface. The aim was to define the optimal 
airbrush settings to produce the optimal pattern for five different measurement windows chosen for 
biomechanical specimens. Different patterns were obtained, using an airbrush, with different pattern 
sizes. Each specimen was acquired with the DIC camera: the speckle size and the black and white ratio 
has been evaluated with a dedicated MatLab script (Lionello, Submitted).  

 

2.2 Optimization of the software parameters 

We subsequently analyzed the following software parameters: 

- Facet size, 

- Grid spacing, 

- Contour smoothing. 

A factorial design permitted to establish a link between the software parameters and the errors. An 
unloaded flat specimen (Fig. 1) with a dedicated pattern for the specific measurement window was used 
to evaluate the effects produced by the alteration of software parameters on the strain measurement (as 



	
  
	
  

the specimen is not subjected to any real strain, any readout different from zero is an indicator of 
measurement error).  

Subsequently, tests were carried out applying a real strain. The strain distribution in a specimen with a 
simplified geometry was measured using DIC, while two strain gauges were bonded on the opposite face, 
as a reference. 

 

 
Fig. 1 - flat specimen with tiltable loading frame (Lionello, Submitted) 

 

2.3 Optimization of the hardware parameters 

The hardware parameters examined were:  

- the camera gain; 

- the shutter time. 

Using the result of the previous tests it was possible to investigate the effect produced by the alteration of 
the hardware parameters. The same unloaded flat specimen was used in these tests. In the first test, 
different gain levels and a fixed exposure (controlled with external software) were used. The aim was 
evaluate the effects produced by the alteration of gain level on the errors affecting the measured strain. In 
the second test, the best gain level was fixed, and the best exposure was evaluated to obtain the minimum 
error and noise.  

 

2.4 Application to a real vertebra 

Ended the optimization section, the work moves on the measurement of vertebral strain. The DIC was 
used to measure the mechanical strength of physiological vertebras (fig. 2) and vertebras with 
augmentation. On this way, the best surgery, to increase the mechanical strength of pathological 
vertebras, is identified and chosen through the DIC. 



	
  
	
  

In the end, the features of the DIC was used to measure strain in complex geometry, anisotropic, not 
homogeneous specimens with a lot of strain concentration, like vertebras.  

 

 
Fig. 2 – Left: front view of prepared vertebra. Right: sagittal view of prepared vertebra. 

 

 

3. Results and Discussion 

The improvements due to this work are remarkable. 

Starting from an average error of 100 microstrain and a noise of 500 microstain, using the knowledge 
developed during these tests, the error decreased to 10 microstrain and the noise to ±100 microstrain (Fig. 
3).  

The software tests allowed the determination of the error and the noise in relationship with the necessary 
resolution. Since the demanded range of resolution is known, it is possible select the best setting software 
parameters. 

Finally, the knowledge of the gain level and the exposure with which the system works better is basic to 
allow the best output without any losses or compromises. 
 



	
  
	
  

 

Fig. 3 – Left: reduction of random noise. Right: reduction of systematic error. 
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Postural training is commonly performed in clinical, fitness and sport fields to improve performance and wellness. Despite his wide 
diffusion for healthy and unhealthy people, confusion still exist about focus, time and kind of training and many different techniques 
are currently suggested.  
The aim of this study is to analyze the effect of 6 weeks training time using Bosu Balance Trainer® and Pancafit ® tools on postural 
control in healthy subjects.  
Nineteen healthy subjects volunteered for the study. They were divided in training (TG - n:10) and control (CG - n:9) group. TG 
trained for 6 weeks, 3 times per weeks, 60 minutes per session with focus on balance and mobility (30 minutes each one). Training 
program was settled with specific progression in both components to continuously stress the neuromuscular system. Postural control 
using stabilometric platform in eyes open (EO) and closed condition (EC) and spine mobility (SPINE) were assessed pre and post 
training.  
TG improved center of pressure (COP) area and displacement in EO and EC conditions, while CG in EO condition only. TG 
showed better improvements compared to CG for both COP measures, even if not significantly. TG improved SPINE in lumbar 
region and during trunk flexion, even if not significantly (p>0.05), while no improvements were observed in CG.  
These findings suggest that a short time (6 weeks) training time with same focus on balance and mobility could lightly improve 
postural control and spine mobility in healthy subjects. Bosu Balance Trainer® and Pancafit ® are efficient tools for this kind of 
training.  
 
Keywords: postural training, Bosu, Pancafit 
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During the first months of independent walking toddlers use different gait strategies and then 
converge to more similar walking forms, developing manifestation of the pendulum mechanism. 
The extreme modes of walking usually used by toddlers are three: twister, faller and stepper. The 
aim of this work was to analyze quantitatively how toddlers explore those strategies and combine 
them when developing the pendulum mechanism. Twenty healthy infants participated in the 
study. Each infant performed 5 tests in 6 months after the onset of walking. Preliminary results 
on three toddlers (an initially twister, an initially faller and an initially stepper) showed that each 
infant explored only two of the three mode of walking: faller and stepper strategies appeared to 
be alternative in the development of mature gait. 

Keywords: Toddlers; gait strategies; pendulum mechanism. 

 

1. Introduction 

Many studies have analyzed infants at the onset of independent walking in order to evaluate the 
development of different strategies and coordination1,2. In particular, Mc Collum et al3  described 
qualitatively the mechanical strategies that toddlers use during the first few weeks of independent 
locomotion. Three basic forms of walking were presented:  

- the Twister, who dominantly exploits trunk twist for progression;  

- the Faller, who dominantly exploits gravity for progression; 

- the Stepper, who dominantly controls the balance of the center of mass during progression.  

 

Toddlers use a mixture of these mechanical strategies during the first weeks of walking experience and 
then converge to more similar walking forms over the first few months of independent locomotion, when 
also they begin to develop and show some manifestation of the pendulum mechanism.  

It could be argued that the pendulum mechanism is the result of the superimposition of the three basic 
walking forms: this assumption could be confirmed analyzing objectively biomechanical data of toddlers 
during their first months of independent walking.  

In this work, longitudinal gait data were collected on toddlers from the onset of independent walking for 
six months using wireless inertial sensors. Data were used to quantitatively observe and analyze the 



	
  
	
  

mechanical strategies used by toddlers and analyze how those strategies develop into the pendulum 
mechanism.  

The aims of this work were: 

- to identify the major characteristics of toddler gait strategies using inertial sensors; 

- to evaluate data collected on toddlers during their first months of walking and quantify objectively 
how the gait strategies change towards a pendulum mechanism; 

- to preliminary verify the hypothesis that the pendulum mechanism results the composition of the 
three presented gait strategies. 

 

2. Materials & Methods 

Twenty healthy infants (77±3cm, 10±2kg, 13±2months) were included in the study. All of the infants 
were full-term at birth and had no known developmental delays. Tests on the infants were scheduled once 
a month after the onset of independent walking for three months (T1, T2, T3) and one after six months 
(T6). When possible, a test during the very first week of independent walking was performed (T0) 
(twelve infants). Two tri-axial wireless inertial sensors (OPALS, Apdm, USA) were mounted respectively 
on the lower back and on the right leg. The participants were asked to freely walk in the room. For all the 
participants 10 consecutive strides were analyzed. Right heel strike (HS) and toe off (TO) instants were 
estimated from the angular velocity of the lower limb4.  

First, gait strategies used at the first week of independent walking were identified both visually during the 
test and from the trends of accelerations and angular velocities. Based on the theoretical description 
presented by McCollum et al3 the following characteristics have been searched for in the data: 

- Twister strategy was expected to show an high angular velocity around L5 vertical axis; 
- Faller strategy was expected to show an high peak to peak L5 acceleration range along the AP axis; 
- Stepper was expected to show low peak to peak range at L5 acceleration and angular velocities in all 

directions. The rapid movement of the foot were expected to show high accelerations of the legs 
happening in a small percentage of the stride.  

Data at T0 were grouped for strategy and a typical parameterized waveform, reproducing the 
characteristics descripted above, was designed for each one. 

Each waveform was fitted into toddler data and then subtracted from the signals. Percentage of signal 
power left was calculated as an indication of how much the gait deviated from the intended strategy. 

 

 

3. Results 

The identified waveforms representative of the principal toddler gait strategies were: 

- Twister: a sinusoidal function on the angular velocity around the vertical axis of L5 (Fig.1a) 

𝐴𝑠𝑖𝑛 𝐵𝑥 + 𝐶 + 𝐷    (1) 



	
  
	
  

- Faller: an inverted saw-tooth waveform on the antero-posterior acceleration of L5 (Fig.1b) 

𝐴 ∗ − !
!
+ 𝑟𝑜𝑢𝑛𝑑 !

!
+ !

!
+ 𝐶    (2) 

- Stepper: a sinusoidal function on the vertical acceleration of the foot for 20% of the stride and 
then a constant value (Fig.1c). 

Fig. 1. Measured signal (blue) and estimated waveform (red) for (a) twister, (b) faller, (c) stepper.  

 

Preliminary results of signal power analysis are shown in Figure 2a, 2b and 2c for three toddlers, each one 
showing at T0 a different gait strategy. 

 

 
Fig. 2. Percentage of signal power left after removing the estimated trend of each gait strategies (twister in blue, faller in orange and 
stepper in grey) at different stage of gait development. Figures show results of 3 toddlers who manifested during the first week a 
twister (a), faller (b), stepper (c) strategy. 

 

 

Assuming that the percentage of signal residual power indicates of how much the gait deviated from the 
intended strategy, the “initially stepper” toddler used the twister strategy from T0 to T2 and then left it, 
while from T1 to T6 explored also the faller strategy. Stepper strategy was almost not used. 

The “initially faller” toddler used the faller strategy less and less from T0 to T2 and the twister strategy 
from T1 to T3. Stepper strategy was not used. 

The “initially stepper” toddler explored at first the stepper strategy and then the twister one (from T1). 
Faller strategy was not used. 
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The major characteristics of pendulum mechanism5 appeared in most of the toddlers data at T1 and became 
more and more evident from T1 to T6. 

 

4. Discussion 

In this work gait strategies used by toddlers were investigated using inertial sensors. Three different 
waveforms, characteristics of different toddler strategies were identified. Preliminary results showed that 
each toddler explored and combined mostly two of the three strategies presented when developing the 
pendulum mechanism. The two combinations found were twister and faller or stepper and twister: faller 
and stepper strategies appeared to be alternative in the development of mature gait. 
The analysis of more data will confirm this first conclusion. Further work is needed to understand how the 
different strategies combine in order to create the pendulum mechanism. 
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Total Knee Arthroplasty (TKA) is a successful surgical treatment; however failures, as pain and 
patient dissatisfaction still persist. Sometimes, surgeons are not able to understand or explain 
these bad performances because the patient “looks good, but feels bad”.  
Apart from X-Rays, conventionally used follow-up methods are mainly based on the analysis of 
knee kinematics, but even if kinematics remains close to “normal”, the patient may still complain 
about pain and functional limitations. 
To provide more insight in this paradox, a better quantitative understanding of TKA mechanics 
must be established. Therefore, our hypothesis is to check if kinetics information needs to be 
improved, i.e. integrating with kinematic, in conventional TKA follow-up.  
To prove this hypothesis, an analysis on several TKA designs was performed investigating mal-
alignments and different soft tissues configurations. As output, the relative differences in tibio-
femoral kinematics and in tibio-femoral and patello-femoral contact forces (kinetics) induced by 
the altered configurations were extracted and compared with the reference configuration. 
Results show that surgical errors influence more kinetics outputs (forces) than kinematics, 
confirming our hypothesis. Therefore, knee forces are fundamental in the analysis of knee 
performance and patient follow-up. Such information should be integrated in the clinical practice 
together with knee motion.   
 
Keywords: TKAs kinematics, TKAs kinetics, knee pain, patient follow-up 
 
 

 



 
 

 
 

 

 

1.  Introduction 

Total Knee Arthroplasty (TKA) is a very successful surgical procedure, but patients with difficulties or 
pain during motion still persist. TKA patient outcomes can be affected not only by the implant design, 
but also by implant position and by patient-related anatomical factors. During standard clinical follow-
up, conventional activities are usually performed by the patient and clinical scores are determined and 
compared with standard data of healthy subjects1,2. Rarely, and usually only for research purposes, more 
thorough investigations of patient joint kinematics such as fluoroscopy3,4 or 3D motion analysis5, can be 
performed to assess patient function.	
  As convincing explanations for patients with knee pain after TKA 
that present “normal” gait pattern are not reported yet in the literature and standard follow-up 
techniques includes only analysis of their kinematics. Our hypothesis is that alterations in contact forces 
are more important for knee performance than kinematics changes, in terms of implant motion, and that 
they could be related to the pain. 

To prove this hypothesis, an analysis on several TKA designs was performed investigating mal-
alignments and different soft tissues configurations. As output, the relative differences in tibio-femoral 
kinematics and in tibio-femoral and patello-femoral contact forces (kinetics) induced by the altered 
configurations were extracted and compared with the reference configuration. 

 

2.  Materials and methods 

Physiological bone models were obtained from a CT of a cadaver leg and the physiological soft issue 
insertion points were taken from the literature6,7. Four TKA designs were implanted in the same 
physiological model according to their surgical guidelines (conventional fixed bearing, posterior 
stabilized (PS) design; fixed bearing high flex design; mobile bearing design; hinge prosthesis design).  

The following configurations were analyzed: 

(1) the theoretical configuration corresponding to the optimal surgical technique and physiological 
locations of the soft tissue insertion points;  

(2) a change in position of the tibial component in medio-lateral (ML) and antero-posterior (AP) 
directions;  

(3) a change in orientation of the tibial component in flexion-extension (FE), abduction-adduction (AA) 
and internal-external (IE) orientation;  

(4) patella alta and baja;  

(5) tilting of the patellar component (IE rotation);  

(6) a change in location of the two collaterals in ML, AP and proximo-distal (PD) directions. 

For each prosthesis and configuration, loaded squat up to 120° of flexion was simulated using 
LifeMOD/KneeSIM 2007.0.5 (LifeModeler, Inc., San Clemente, California) following the same 
procedure as used in experimental tests8. TF kinematics along IE, AA and AP axes and TF and PF 
maximal contact forces are observed and compared for all the configurations. A total number of 98 
configurations were investigated. 

 



 
 

 
 

 

 

3.  Results 

 The frequencies, with which deviation from the reference kinematics occurs due to tibial component 
mal-positioning, patellar mal-positioning and the soft-tissues anatomy, are listed in Tab 1. We made a 
distinction between three levels of deviation in terms of TF kinematics (2°, 3° and 4° and 2 mm, 3 mm 
and 4 mm) and TF and PF contact forces (10%, 20% and 30%). 

 
Tab.1  The table shows the frequency [%] of affected configurations, with respect to the total 

number of analyzed mal-configurations. 

 
 

4.  Conclusions  

In this project the effects of tibial mal-positioning, patellar mal-positioning and soft-tissues anatomies 
on knee kinematics and kinetics were numerically analyzed and correlated for different TKA designs.  

The used model has been validated both for the contact force analysis6 and for the kinematics analysis9. 
Deviations in kinematics are usually quite small (smaller than 5° or 4 mm)9, thus proportional to the 
applied changes in alignment, while changes in contact forces can reach much higher values6. The same 
small changes in configuration which lead to the small changes in kinematics, can cause dramatic 
differences in contact forces.  

Results show that surgical errors influence more kinetics outputs (forces) than kinematics, confirming 
our hypothesis. Therefore, knee forces are fundamental in the analysis of knee performance and patient 
follow-up. Such information should be integrated in the clinical practice together with knee motion.   
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METHODS OF ASSESSMENT BIOMECHANICS IN CYCLING: FROM POSTURAL 
DISORDER TO THE DISEASE 
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During leisure time, the bicycle is used a lot as an instrument to keep moving, because of it improves the 
function of the cardiovascular and pulmonary, blood pressure control and especially because it 
encourages the development of well-being. While in the sports world is used and studied in all its forms, 
and from here comes the requirement of a study on the biomechanical evaluation of the cyclist, to 
improve the quality of the performance and to prevent all the diseases related to incorrect posture on the 
middle, such as low back, low back pain, neck pain, knee’s tendonitis. 
Laboratory studies of cycling were launched when it was built the first cycle ergometer in the early 20th 
century and their development was accompanied by improvements in software for data acquisition and 
for the consequent data analysis. The evaluation of the athlete includes a complete analysis of the static 
morphology, joint mobility, and possible paramorphisms or dysmorphism. 
The acquisition systems are many, a lot software houses have developed programs able to carry out this 
function, differing for their functionality. 
Idmatch ® is the first patented system in cycling and can be used for the analysis of step, the support and 
the foot pressure, and the support of the two ischial bones in a sitting position.  
Stabylopro is mainly used to highlight the rider's foot support and analyze any imbalances of the foot. 
Bikesys is a custom system able to perform the detection of cyclist’s pressure on the seat during pedaling. 
The main software allows, in a completely non-invasive way, the acquisition in numerical form, the 
processing and the integrated representation of kinematic and dynamic data related to posture and 
movement of persons. Bikesys is also used in medical and rehabilitation field for postoperative evaluation 
or analysis of the results of a training program in sports. 
Kinovea is a software for the acquisition and evaluation of movement; it’s very valuable to analyze the 
technique of motion and improve the performance of the sportsman. 
 
Key words: biomechanics analysis, postural disorder, cycling, joint mobility 
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Abstract The need for automatic medical images retrieval is now getting more and more 
attention in the world. Medical image classification is a technique used for assigning a medical 
image to a class among a number of image categories, and due to its computational complexity 
this task is one of the major current challenges in the field of content-based image retrieval 
(CBIR). In this paper a medical image retrieval approach is proposed. This method is 
composed of two main phases: a pre-processing phase, where a vector of features is extracted 
from the texture and shape, then a classification process is achieved by using a supervised 
multi-class classifier based on the support vector machine (SVM). After that a selection 
process is achieved by using the euclidean distance in order to retrieve the most images similar 
to a given query.    

Keywords— Content-based image retrieval, Medical X-ray image, features extraction, SVM. 

 

1. Related Works 
Content-medical based image retrieval (CMBIR) techniques are used for retrieving similar images to a 
query from large medical databases. In medical X-ray image classification, several schemes and 
algorithms have been presented in the literature.  
In   [1] a merging-based hierarchical classifier is proposed. This method use a supervised classification 
and unsupervised clustering techniques combined to semantic medical X-ray image classification. The 
proposed algorithm was evaluated on a database composed of 9100 medical X-ray images, and the 
accuracy rate provided for 17 classes was 94%. 
In [2]  an algorithm for medical image classification according to visual contents was proposed. This 
method used a multiple kernel learning (MKL) approach that combine different visual features, and learn 
the optimal mixing weights for each class adaptively. This method was evaluated on a medical X-ray 
image dataset composed of 1400 images divided into 14 categories. The accuracy rate produced by using 
Gabor feature and Modsift with MKL were 96.68%. 

In [3] a novel content based medical image retrieval method consisting of combination of deducible 
and traditional retrieval was proposed. The goal of deducible retrieval was to retrieve the label that a user 
expects while the aim of traditional retrieval was to retrieve the images with the same label in the 
database. The deducible retrieval is achieved by using the semi-supervised Semantic Error-Correcting 
output Codes (SEMI-SECC).This method has given accuracy rate of 84.9%. 



  

 
 

In [4] a classification scheme was presented in order to classify medical images into 80 categories 
describing the imaging modalities and directions. This scheme was evaluated on the basis of 6231 
reference images from X-ray images, and 85.5% correctness was obtained by combining global texture 
features with scaled images. 

 
2. Material And Methods  

 
2.1. Data base  

 In our experimentation, we have constructed a database by selecting 15 categories from the 
ImageCLEFmed2005 annotation dataset. This database has been divided into two parts: the first for 
training (5951 images) and the second for test (671images). All the images are X-ray images. The images 
have different sizes before the normalization. 
 

2.2. Medical X-ray image classification 
 

Our search system is composed of two phases: 
• Classification phase: the goal of this process is to detect the class of the query image; Fig. 1 

shows	
  the	
  framework. 
• Selection phase: in this second step, the system retrieves the 10 more similar images to the query 

image. 
2.2.1. The classification phase  

	
  
Fig 1.The framework of phase 1. 

• Features extraction and description 
- Texture features: we have tested two global texture features, which are the gray level co-

occurrence matrix (GLCM), and the Gabor wavelet transform. 
*Gabor Wavelet Transform it defined in equation (1) as follows [5] 
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( 1) 

Where u and v define the orientation and the scale of the Gabor kernels, and ||.|| denotes the norm 
operator, and the wave vector Kuv is defined as follows: 
 

θµi
vvu eKK =,  (2) 

Where Kv=Kmax/fv   ; θu= πu / 8, Z=(x,y) and Kmax is the maximum frequency, and f is the spacing factor 
between kernels in the frequency domain. We have used σ = 2π, Kmax = π /2, and f = 21/2 . 
Let I(x,y) be the gray level distribution of an image, the convolution of the image I and a Gabor kernel 
ψu,v is defined as follows: 

( ) * ( ), ,O I z zu v u vψ= 	
  
	
  

(3) 

Where * denotes the convolution operator, and Ou,v(z) is the convolution result corresponding to the 
Gabor kernel at orientation u and scale  v. Therefore, the set S {Ou, v (z):u∈ 1, . . ,5 , 𝑣 ∈ 1, . . ,3 } forms 
the Gabor wavelet representation of the image I (z). 
The energy information of the image I (x, y) can be expressed as follows [6]: 

( , ) ,E u v Ox y u v= ∑ ∑ 	
   (4) 

In this work, we propose to use the mean and the standard deviation as texture features. Suppose that 
I(x,y) denotes an image of  M × N pixels, µuv(x) and 𝜎uv(x) denote its mean and standard deviation 
computed from the scale  v and the direction u, respectively, µuv(x) and 𝜎uv(x) can be computed as follows 
[6]. 
 

 /, ,E MNu v u vµ =                             ( 5)	
  

( )
2

( ) ,
,

zx y uv u v
u v MN

ψ µ
σ

−∑ ∑
= ( 6)

	
  
With five orientations and three scales the feature vector includes 15 elements for the means and 15 
elements for deviation. Therefore, the feature vector is composed of 30 features. 

*Co-occurrence Matrices the spatial gray level co-occurrence estimate image properties related 
to second-order statistics. Proposed by Haralick [7] the gray level co-occurrence matrices 
(GLCM) is a common method for texture feature extraction which have become one of the most 
well-known and widely used. 

 In this paper, we propose to use the following features extracted from the gray level co-occurrence 
matrix: contrast, entropy, sum of squares (variance), correlation [7]. 
And the energy, autocorrelation, dissimilarity, cluster shade and cluster prominence and homogeneity 
proposed in [8]. 



  

 
 

We have calculated the gray level co-occurrence matrix for four different directions (θ∈{0°, 90°, 45°, and 
135°}) and the distance d=1. Therefore, the feature vector includes 40 elements. 
 

- Shape features: as shape features, we propose to use the two features the centroid   and area of 
the shape; feature vector includes 3 elements corresponding to x and y coordinates of the 
centroid and the area value. 

*Preprocessing 
We have used the active contours model proposed in [9].This model can detect the objects whose 
boundaries are not necessarily defined by gradient or with very smooth boundaries. This model is based 
on Mumford–Shah segmentation techniques and the level set method [9]. The objective of this process is 
to minimize an energy which can be seen as a particular case of the minimal partition problem. After 
applying snakes, we extract the area and the centroid from object.  
 

• Classification  
The Support Vector Machine (SVM) active learning is one popular and successful technique for 
relevance feedback in content-based image retrieval (CBIR) [10]. SVM method is well suited for the 
treatment of high dimension data such as images, so we have chosen SVM multiclass in our application; 
also we have used the Radial Basis Function (RBF) Kernel, RBF is nothing more than a low-band pass 
filter, well known in signal processing as a tool to smooth images1. 
 

• Discussion and analysis 
From the results of the first phase, we found that combining GLCM features and shape features give the 
best performance among all other possible features combinations. The table 1 gives the classification 
accuracy. 

TABLE 1.THE CLASSIFICATION RATES FOR EACH DESCRIPTOR 

Number of 

category 
Descriptor n°1 

Co-occurrence matrix + 

Shape feature 

(length is 43) 

Descriptor n°2 
Gabor 

+Shape feature 

(length is 33) 

Descriptor n°3 
Combined features 

GLCM + Gabor+ Shape 

(length is73) 
Accuracy% 

15 79.4337% 

 

39.0462% 47.2429% 

                                                             
a http://charlesmartin14.wordpress.com/2012/02/06/kernels_part_1/ 
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Fig 2. Classification results of 15 classes for descriptor n°1. 
 
From the results obtained and presented in Figure5, we can see that: 
• 53.33% of the classes have a classification rate> 70%. 
• 33.33% of classes have a classification rate> 50%. 
• 13.33% of the classes having a classification rate <50%. 
• Note that the class 2 has the lowest classification: 45%. 
• The highest rate was achieved for class n°: 13, 14.15 100%. 
 

2.2.2. The selection phase   

After the classification process that consists of assigning a specific class to the query, we achieve a 
selection phase by using the euclidian distance measure (EDM) in order to retrieve the 10 more similar 
images to the query image. 

1/22
(Im , Im ) ( ) ( )1

KDist V k V kreq cur imreq imcurk= −∑ =
⎛ ⎞
⎜ ⎟
⎝ ⎠

	
  

	
  
(7) 

imreq is the query image and imcur is the current image. V(k)imreq the descriptor vector of the query 

image. 

V(k)imcur the descriptor vector  of the current image. 

The results of this search phase return the similar radiographs acquired from the same region of the same 

patient within the same orientation but with different radiation [4]. 

3. Conclusion  

In this paper, a knowledge extraction and classification approach applied to medical X-ray image was 

presented. We have used 15 categories of images extracted from the ImageClef 2005 annotation dataset. 

The experimental results showed the efficiency of a descriptor vector with 43 features, containing just the 
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features of the co-occurrence matrix (40 features) and of shape (3 features). In our future work, we plan to 

use more image features, and to extend the medical image dataset by adding more categories, and 

introduce an automatic annotation process. 
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The possibility to classify pathological tissues – for example tumor neo-angiogenesis pattern-, using new X-ray imaging technique 
(such as Quasi-Monochromatic Multi-Energy X-ray Imaging) is strictly related to an accurate knowledge of their X-ray absorption 
coefficients µ(E). 
Unfortunately, tissues µ(E) values are studied and known only for a little number of pathologies and are typically obtained via 
mathematical analysis, such as Monte Carlo simulations.  
So, an experimental study of the tissue attenuation properties was started in order to investigate, define and classify not only 
different organ tissues, but also parameters that probably exalt differences between normal and neoplastic tissues. 
In particular, X-ray attenuation curves of biological tissues are measured with an experimental setup based on a Bragg 
monochromator - to produce quasi monochromatic X-ray beams in the range 10-90 keV - and a CdTe detector to collect attenuated 
X-ray spectra. 
To investigate tissues characteristics, different analysis methods are implemented, starting from algorithms that can extract 
chemical-physical information from X-ray absorption measurements, such as effective atomic number and electron density.  
Our results are then compared with previously published values for normal (both experimental and theoretical) and carcinoma 
tissues, to test the potential usage of the X-ray characterization and classification between pathological and normal tissues. 
   
 
 
 
Keyword: linear attenuation coefficient, classification, Multi-Energy X-ray Imaging   
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Abstract 
 
Amorphous Si-PIN diodes are commonly used as imaging X-ray detectors in conventional 
radiology and showed interesting applications in detector research. The responses of a bare Si-
PIN diode and a Si-PIN diode + CsI(Tl) scintillator to the measurement  of gray levels and X-ray 
total air KERMA are compared and presented. The goal is the possibility to calibrate selected 
pixels of an image detector in dose. Both detector outputs were calibrated using a reference 
image detector (HAMAMATSU PHOTONICS K.K. C10900D) in order to analyze and discuss 
the gray level response and the energy dependence of the detectors at a different tube voltages 
(from 50 kVp to 100 kVp) and anode currents (from 1.0 to 7.0 mA). The diode outputs were then 
calibrated in dose using a secondary reference standard (UNFORS  Mult-O-Meter mod. 510), in 
order to use the same devices for the imaging and the calculation of the dose administered to the 
patients.  
Keywords: PIN diodes, X-rays, CsI(Tl). 

 
Summary 
 

 Si-PIN diode and CsI(Tl) scintillator are commonly used as imaging X-ray detectors in conventional 
radiology and showed interesting applications in detector research.1,2,3,4,5,6,7 The possibility to calibrate 
selected pixels of an image detector in dose was investigated, in order to use the same device for the two 
fundamental aspects of the clinical procedure: the imaging and the dose evaluation.   

Two small silicon PIN diodes of 2.7 x 2.7 mm2 were used, one of them was coupled to a 5 mm thick 
CsI(Tl) crystal. A very thin layer of transparent epoxy resin was used to attach the polished CsI(Tl) to the 



PIN diode. These diodes were selected because of their low dark current @ 2 nA. Detector outputs (mV) 
were calibrated, in order to analyze and discuss both the gray level and the dose response of the detectors 
at a different tube voltages and anode currents.  

In order to analyze the use of Silicon PIN diode – with or without CsI(Tl) scintillator coupled – as 
image detector and real-time dosimeter during radiological procedure, the diode outputs (mV) were 
initially calibrated in gray level using a reference image detector (HAMAMATSU PHOTONICS K.K. 
C10900D, JAPAN). Pictures of the detector prototypes are shown in figure 1, in both configurations.  

 

  
Fig. 1. An image of the Si-PIN diode (left) and the Si-PIN + CsI(Tl) scintillator detector (right). 
 

The X-ray facility is represented by an X-ray radiological tube. The characteristics are summarized in 
Table 1. This X-ray tube is very common and it was considered a good device to calibrate and test the Si-
PIN diode configuration. All the internal filters were removed - so the inherent filtration was the only 
type of filtration present. 
 
Table 1. Characteristics of the X-ray tube utilized. 
 

Model XRT-160, liquid cooled 
Generator XRG120IT-.501 
Manufacturer  Bosello High Technology 

srl 
Gallarate (VA), Italy 

Total filtration 2.6 mm Al 
Nominal focal spot size 0.8 mm 
Current range Up to 10 mA  
Tension range 20 – 120 kVp 

 
The aim of the first sets of measurements was substantially the comparison of the detector 

responses for the evaluation of the gray levels. Semiconductor PIN diodes are, in fact, very sensitive to 
visible or infrared light; the detection efficiency is approximately 100% for photons of few keV, 
decreasing to approximately 2% at 60 keV for a 300 µm thick PIN diode.8 The CsI(Tl) inorganic 
scintillator increases the detector efficiency in the energy range of interest9 but is more bulky for in vivo 
applications. The diode was mounted on a custom-made electronic readout implementing a classical 
transimpedance amplifier circuit (figure 2) to read the X-ray output and in a charge sensitive 
configuration to extend the dynamical range. The same dedicated circuit was used for both detectors. 



 
Fig. 2. Schematic of transimpedance detector readout 
 

To obtain an accurate characterization, the tension waveform was measured using a current 
preamplifier applied to the diode and the signal was digitized using a data acquisition device NI USB-
6366 (National Instruments Inc, Austin, TX, USA). The calibration measurements of the Si-PIN and the 
Si-PIN + CsI(Tl) were performed at a different tube voltages (from 50 kVp to 100 kVp) and anode 
currents (from 1.0 to 7.0 mA). The diode response (mV*s) was calculated as the area under the measured 
waveform. Data were then normalized to a distance of 1m from the focal spot size. The calibration 
between the gray level and the diode output (mV*s) was calculated. The plots were fitted with the least 
square linear method and the uncertainties regarding the calibration parameters were evaluated.10 
Moreover, a second sets of measurements were performed under the same radiological conditions. The 
aim was substantially the comparison of the detectors efficiency for the evaluation of the air KERMA, in 
order to use the same devices as real-time dosimeter during radiological procedure. The total air KERMA 
was also acquired using a multimeter (UNFORS  Mult-O-Meter mod. 510), calibrated with an ISO X-ray 
series to obtain a traceable secondary standard. The calibration was performed by comparing the detector 
with a primary detector standard at the Calibration Centre LAT n. 065, accredited by ACCREDIA, 
appointed by the Italian Government as the National Accreditation Body, in compliance with 
International and European Standards. We will present and discuss the results obtained. 
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Breast cancer diagnosis using thermograms entirely depends on the identification of 
asymmetrical thermal patterns. In this work, topology based Minkowski features are used for the 
analysis of breast tissues which include normal and pathological conditions of breast tissues. 
Breast tissues are extracted from background tissue by multiplying ground truth masks with raw 
images. The corresponding left and right breasts are delineated. The separated regions are 
grouped into normal and abnormal tissues.  Minkowski features such as area, perimeter and 
Euler number are extracted from the segmented breast tissues. Results show that this topology 
based image analysis method is capable of differentiating the change in structural information 
due to varied metabolic conditions. Minkowski features such as area provide better 
discrimination of normal and abnormal subjects. It appears that these features could be used 
efficiently to identify normal and abnormal tissues and hence, improves the diagnostic relevance 
of breast thermography in early detection of breast cancer. 

Key words: Biceps Breast thermogram; Minkowski functional;  Area; Asymmetry analysis 

 

1. Introduction 

Breast thermography is a functional imaging technique which records and displays thermal patterns 
emitted by human skin.1 Statistics on incidence of breast cancer among women reveals that there is a 
need for early detection of the disease. Mammography which is the current gold standard technique has 
high false positive rate and less sensitivity in dense breast tissue. Thermography being non-invasive, non-
contact and radiation free procedure is reported as an adjunct tool due to its high sensitivity and 
specificity.2 Asymmetry in thermal pattern is one of the contributing factors in the identification of 
abnormality. Statistical features 3, histogram based features 4 and fractal measures 5 were found to be 
useful in identification of pathological conditions of breast tissues. There is a need for an efficient feature 
extraction technique that could effectively analyze the structural changes in an image. Minkowski 
functionals (MFs) capture structural and topological properties of gray level pattern using different 
threshold levels. Abnormality detection is analyzed using Minkowski functional in several medical 
application such as bone and breast. 6, 7 In this work, an attempt has been made to analyze structural and 
topology changes in breast thermography using Minkowski functionals.  

2. Methods 

Breast thermal images for this study are obtained from online database of the project PROENG. FLIR 
ThermaCam S45 camera was used to capture images at University Hospital of Federal University of 
Pernambuco. The acquisition procedure and protocol details have already been reported elsewhere. 8  42 
breast images are considered for this analysis.  

2. 1 Minkowski Functionals 



	
  

Minkowski functionals are computed by binarizing the segmented breast regions through the application 
of several threshold levels lying between minimum and maximum intensity limits. The following three 
MFs are calculated as  

Area = Number of white pixels                                                                         (1) 

Perimeter = 4*Area+2*Number of open edges                                                (2) 

Euler number = Area – Number of open edges +Number of open vertices     (3) 

The Minkowski area and perimeter represents the structural changes in the image and Euler number 
represents the connectivity in the image which accounts for the topology changes. The threshold levels of 
0-255 values are divided into 10 windows of equal width. The different windows considered for this 
analysis are denoted as W1-W10. 

3. Results and Discussion 

A typical gray scale breast thermogram is shown in Fig. 1(a). This thermogram depicts asymmetry 
pattern which is due to the presence of carcinoma condition in the left breast. Fig. 1(b) and (c) show the 
ground truth mask and the segmented breast tissues. Right and left regions are separated using midpoint 
of inframammary folds and corresponding results are shown in Fig. 2 (a) and (b). The right breast region 
is normal and left breast region is carcinoma condition. 

 

                   
Fig. 1.  (a) Typical breast thermogram (b) Ground truth mask (c) Segmented breast tissues 

 

           
Fig.  2.  (a) Delineated right breast tissue and (b) Left breast tissue (c) & (d) Binarization of breast tissue 

(a) & (b) using threshold level of Minkowski functional 
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Perimeter 4.41 ± 1.754 4.66 ± 1.165 4.39 ± 1.72 4.36 ± 2.03 

Area 4.46 ± 1.791 5.34 ± 1.109 4.66 ± 1.99 4.55 ± 2.38 

Euler number 6.51 ± 1.295 6.42 ± 1.048 6.39 ± 1.31 6.37 ± 1.15 

Table 1.Mean and standard deviation of Minkowski Features 

 

 
Fig. 3.  Minkowski functional area of segmented breast tissue with different threshold levels 

Binarization of segmented breast tissues is performed through the application of different threshold levels 
lying between minimum and maximum intensity limits. Fig. 2(c) and (d) show binarization of segmented 
breast tissues of 8th window in which minimum and maximum gray level intensity values are 178 and 
204.  

Table.1 shows mean and standard deviation of Minkowski Features. The obtained mean value is the 
summation of normalized mean value at all different threshold levels. The mean values of Minkowski 
features such as perimeter and area are high for carcinoma subjects since thresholded blood vessel area 
(hot spot area) is high in abnormal regions compared to normal region (shown in Fig. 2 (c) & (d)). The 
mean value of Euler number is low for carcinoma subjects which may be due to structural changes 
associated in pathology condition.  

 

Fig. 3 shows Minkowski functional area of 10 increasing threshold levels throughout the whole gray level 
spectrum. T_test is performed in each window. It is found that among these windows, W8 shows 
discriminative potential to bring out the asymmetry patterns present in the image. These choosen window 
provides distinct variation between normal and abnormal conditions with high statistical significance.  
4. Conclusion 

In this work, an attempt is made to analyze the breast infrared images using Minkowski Features. For this 
study, normal and abnormal conditions such as carcinoma, fibro adenoma and nodule are considered. 
Features such as perimeter, area and Euler number are extracted. The obtained results are analyzed for 
normal and various abnormal conditions. It is observed that the Minkowski functionals show the 
structural changes due to different vascularized nature of the various tissues. Further, the area feature 



	
  

seems to be highly significant (p<0.005) in differentiating normal and carcinoma tissues. Hence, it 
appears that the Minkowski functionals can be used effectively in asymmetry analysis of breast 
thermograms in early detection of breast cancer.  
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In this work, an attempt is made to segment the breast tissues using the modified level set 
method after performing denoising and contrast enhancement of infrared images. Phase 
information is used as an edge map for evolution of the level set function. The segmented results 
are compared and validated against ground truth images using similarity measures. Further it is 
also compared with the performance of reported segmentation methods. Results show that the 
unified approach of phase map integration into level sets is able to drive the level set function 
towards the true boundaries. The segmented and ground truth areas show a high correlation of 
0.98. Compared to the intensity gradient based edge map, the segmented result of the proposed 
method seems to be significantly consistent among all overlap measures irrespective of inter 
person’s observations. The results show 2% improvement in the segmentation accuracy and 
specificity when compared to the existing segmentation methods. The accurate segmentation of 
breast tissues helps to improve the performance of asymmetry analysis in the automated 
diagnosis of early breast abnormalities using medical thermography.   
 
Key words: Breast infrared images; Denoising; Contrast enhancement; Modified level sets; 
Segmentation 

 

1. Introduction 

Medical thermography measures infrared radiations that are constantly emitted from skin surface and 
converts that into electrical impulses that are visualized as image called as thermogram. It is non contact, 
non invasive, radiation free, painless, and low cost.1 It is most widely accepted as an adjunct tool for 
breast cancer diagnosis.2 Due to the inherent limitations of medical thermal images, the accurate and 
symmetrical segmentation of the breast tissues remains challenging.3 The complexity involves in the 
detection of lower breast boundaries and infra mammary folds. Thermal images are low in contrast and 



signal to noise ratio.1,4 In this work, a unified approach is used in which the phase map of denoised and 
contrast enhanced images are integrated into the modified level set method. A clinical score is obtained 
from a radiologist to validate the improvement in the edge enhancement. The segmented results are 
compared against ground truth images and validated by computing similarity measures.  

2. Methods 
Images are obtained from online database PROENG (http://visual.ic.uff.br/).5 Total 72 images are 
considered. Anscombe transform is used to convert the Poisson distributed data to Gaussian.6 A wavelet 
based soft thresholding is performed in which the coefficients are modeled as fractional Gaussian noise.7 
Denoised images are generated by applying inverse wavelet transform and Anscombe transform. The 
denoised images are subjected to contrast-limited adaptive histogram equalization to improve the local 
contrast of the image. A modified level set method is adopted to segment the breast tissues.8 Phase map 
of denoised and enhanced images are used as edge indicator in order to avoid the spurious and false edges 
during curve evolution. The corresponding the phase based modified level set evolution equation can be 
written as  

∂φ
∂t

= τ µμg!"#  [∇!φ − div
∇φ
∇φ

] +   vg!"#δ!(φ)  
(1) 

where φ is the manual initial contour, µμ, τ and  v are constants,  g!"#  is the new phase based edge 
indicator function and is given as 9 

g!"# =
(W! x E! x − T! )!

(A!" x!! ) + eps
 

       (2) 

where ‘o’ defines the orientation, ‘E’ is the energy, ‘W’ is the weighting function, T! is the noise 
threshold, A!" are the amplitude of frequency components and eps is a small constant.  The segmented 
results are compared and validated against ground truth images using similarity measures. The 
performance of proposed segmentation framework is also compared against intensity based level set 
method and segmentation methods based on Cubic Spline Method (CSM)10 and Quadratic B spline 
Method (QBM)11. 

3. Results and Discussion 
A representative gray scale breast thermal image is shown in Fig. 1 (a). The denoised and the 
corresponding noise image are shown in Fig. 1 (b) and 1 (c). The denoised image is observed to be 
smoothed and preserved with edges. The contrast enhanced image is shown in Fig. 1(d). The breast and 
background tissues are distinguisable particularly inner breast regions when compared to the raw image. 
The figure of merit calculated from the obtained clinical scores are found to be 8 % higher for contrast 
enhanced images and 3 % for denoised images compared to raw images. 

  



	
  

 
Fig. 2 Representative (a) Raw image (b) Denoised image (c) Noise image (d) Contrast enhanced image 

(e) Phase map (f) Initial contour (g) Segmented mask and (f) Segmented image 

  
Fig. 2 Average variation in similarity measures using (a) Phase edge map and (b) Intensity edge map 

 
Fig. 3  (a) Average variation in overlap measures (b) Comparison of different segmentation methods 

The phase map that is used to evolve the initial contour is shown in Fig. 1 (e). The thin and continuous 
edges are observed near lower breast boundaries and infra mammary folds. The final evolved contour is 
shown in Fig. 1 (f). The generated segmented mask and segmented image are shown in Fig. 1 (g) and 1 
(h). High correlation of 0.98 is observed with the calculated segmented and ground truth areas.  

Figure 2 shows that the performance of proposed segmentation framework is consistent with all measures 
when compared to segmentation results using intensity edge map.  
 
Figure 3 (a) shows that the volume similarity results in the maximum (0.99) overlap with the ground truth 
images using the proposed segmentation framework. Also, dice index gives maximum difference of 6% 
improvement using phase map. The performance of intensity edge map seems to be distributed sparsely. 
Figure 3 (b) shows consistent performance improvement of a maximum of 2 % in terms of accuracy and 
specificity using proposed method.  

4. Conclusion 
In this work, breast tissues in thermal images are extracted using a pipeline approach integrating 
denoising, edge enhancement and phase map into the modified level set framework. The segmented 
results validated against ground truth images and are compared against the conventional level set, CSM 



and QBM methods. The results show that the proposed method is able to delineate the breast tissues 
appropriately. On average, the segmented areas are found to be highly correlated (0.98) with the all 
ground truth images. The sensitivity measure do not show much improvement against conventional 
method which may be due to the over segmentation. But noticeable improvement is observed with 
Jaccard and Dice measure between the proposed and conventional LSM. Hence, the proposed 
segmentation method appears to be helpful in improving the clinical relevance of medical thermography 
in the early diagnosis of breast pathologies. 
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Hypothermia is an important  neuro-protective strategy for patients with acute brain damage 
following traumatic brain injury, stroke or sudden cardiac death.. Nowadays, cooling therapy is 
performed inside the intensive care units with non-invasive systems applied to the body and head 
surface or invasively through cooling catheters inserted in the femoral vein. Full body cooling 
presents criticism still unresolved and a therapy localized in the brain is more effective. External 
systems (i.e. cool helmets) have a very low efficiency due to the need to overstep the cranial cap. 
For this reason we tested the feasibility to reduce the temperature of brain tissues by cooling the 
blood inside carotid and cervical artery through the neck. A simple mathematical model of heat 
transfer between neck surface, tissue, blood in the carotid and cervical arteries and then brain 
was studied and then in-vitro simulated. Cooling was performed with peltier cells opportunely 
conditioned. Results demonstrate the possibility to reduce the temperature of the brain of 2°C in 
about 50 minutes. Temperature’s decrease  and process duration fit good together with actual 
first aid times and medical procedures. Moreover, an earlier intervention makes it faster the 
cooling transfer administered in the intensive units. 

Keywords: stroke, hypothermia, carotid arteries 

 

1. Introduction 

Hypothermia represents a gold standard in intensive care units to improve the neurological outcome of 
patients after cardiac arrest. Its benefits are related to the slowing of cerebral metabolism1,2 and the 
reduction of apoptosis3,4; the increased stability of cellular membrane and the reduction of intracranial 
pressure5,6. Actually, tissue cooling is performed both invasively and not. The first technique is based on 
the insertion of a catheter in femoral vein and the continuous injection of a cold saline solution. Despite 
this technique is very efficient and decrease the temperature of the full body, it could lead to adverse 
events like bleeding, infection and deep vein thrombosis7. Non-invasive systems are based on the cooling 
of the body surface (legs, head, torso) and solves the problem related to invasive approach but they have a 
very low efficiency. Moreover, some problems are related to the cooling of other organs than the brain7. 
All these solutions can be adopted only in the intensive care units but are unwieldy and not portable in the 
place of the accident when the first aid is administered. 

A different approach could be to decrease only the temperature on the brain tissues by cooling the blood 
in the carotid and cervical arteries. These vessels are quite superficial (from 1.57 to 1.80 cm for the 
carotid arteries) and reach all the tissues of interest. Moreover, neck cooling could be obtained with a 
dedicated collar which contribute to the immobilization of the patient and does not encumber medical 



	
  
	
  

staff during first aid procedures. On the market, a collar with pocket for ice insertion are actually present8. 
These devices are very useful but do not allow the control of the heat transfer process, the temperature of 
the collar and are limited by the temperature of the ice that progressively increases depleting the cooling 
efficiency. 

Our proposal is to produce brain hypothermia (with a temperature decrease ΔT of 3°C) through the 
controlled cooling of the carotid and cerebral arteries blood with a portable neck collar. The main 
objective of the present study is to validate the feasibility of this proposal and has been divided into two 
steps: (1) theoretical evaluation of the heat transfer processes to evaluate the temperature of the neck 
cooling system to obtain the desired brain ΔT; (2) in-vitro verification of the numerical model. To 
simplify the problem, we chose to consider the heat transfer through only one carotid artery, neglecting 
the other one and the cervical arteries. 

 

2. Methods 

The system brain, vessels and neck was divide into 3 subsystems (fig. 1): (1) brain arteries-brain tissue; 
(2) external carotid wall-blood flowing inside; (3) external neck wall- carotid wall. 

 

 

 

 

 

 

Figure 1: Schematization of the whole system and of the 3 subsystems: (1) brain arteries-brain tissues; (2) 
external carotid wall-blood flowing inside; (3) external neck surface-carotid wall. 

 

2.1 Numerical models 

2.1.1 Brain arteries-tissues 

Considering the high vascularization of the brain, we hypothesize that heat transfer happens by mixing of 
blood and tissues, considering physiological inflow and outflow values (F).  
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Being m the brain mass, T0 the initial temperature (37°C), Ti the target temperature (34°C), it is possible 
to evaluate the temperature at the time t. 

𝑇 = 𝑇! − 𝑇! ∙ 𝑒! ! ! ∙! 

2.1.2 External carotid wall-blood flowing inside 

Considering the heat exchange across the carotid wall (q) and the convection transfer due to the flowing 
blood (fig. 2), we calculated, through successive approximations, the external temperature Tw necessary to 
decrease the blood temperature from T1 (37°C) and T2 (calculated from the previous model).  

 

 

 

 

 

Figure 2: carotid artery with blood flowing inside. 

 
𝑚 ∙   𝑐! ∙ ∆𝑇 = ℎ! ∙ 𝐴! ∙ ∆𝑇!"  
𝑚 ∙ 𝑐! ∙ 𝑇! − 𝑇!   = ℎ! ∙ 𝐴! ∙ 𝑇! − 𝑇!  

𝑚 represents the mass flow rate, D the arterial diameter and L the length of the artery’s portion that could 
be cooled. An uniform cooling was supposed through all the artery lateral surface (Ai). hL is the 
convective heat transfer coefficient and cp the specific heat transfer at constant pressure. Physiological 
values were used9,10,11. 

2.1.3 External neck wall-carotid wall 

Applying the Newton model for heat transfer and considering three external temperature values Te (20°C, 
10°C, 5°C) the relationship between carotid wall temperature (Tw) and time (t) was evaluated (fig. 3).  

𝑇 = 𝑇! − 𝑇! ∙ 𝑒! ! ! ∙!	
  where	
  𝑞 = 𝑘 𝐿 ∙ 𝐴! ∙ 𝑇! − 𝑇! 	
  and	
  𝑄 = 𝑚! ∙ 𝑐! ∙ 𝑇! − 𝑇! 	
  

T0=initial temperature (37°C); k= thermal conductivity of tissues; L= carotid length; Ai=carotid surface 
exposed to cooling; mc= considered tissue mass; Cp= specific tissues heat transfer coefficient at constant 
pressure. 



	
  
	
  

2.2 In vitro validation 

2.2.1 Brain arteries-tissues 

To simulate the brain tissues, we used an insulated glass bottle containing 1 liter of water at the initial 
temperature of 37°C. Brain was inserted in a closed circuit together with a continuous pump connected to 
a reservoir containing cold water at the temperature calculated from the numerical model (fig. 3). The 
temperature inside the brain was then plotted against time and compared with the results of the theoretical 
model. All temperatures were measured with a digital thermomether (K-type, Amprobe, Everett, 
Washington, US) with an accuracy of 0.1°C. 

 

 

 

 

 

 

 

Figure 3: In vitro simulator of the brain circulation. 

 

2.2.2 External carotid wall-blood flowing inside 

To simulate the carotid artery, a latex tube (length: (15,0±0,5)cm; diameter: (0,50±0,05)cm) was used. 
The carotid was inserted in a water tank with the same volume of neck tissues and then connected to 
cardiovascular system mock filled with water at 37°C (fig 4). Tank water temperature was settled 
according the results of numerical simulation and the carotid outflow temperature was measured. 

 

 

 

 



	
  
	
  

Figure 4: cardiovascular mock. Atrium contains water at 37°C. The carotid artery is inside a tank 
containing cold water. 

 

2.2.3 External neck wall- carotid wall 

For this preliminary phase, we chose to cool the water in the tank with a Peltier cell (power supply: 12V; 
maximal power 80W) connected with a fan-cooled heat sink. The cell was able to produce a surface 
temperature of 0°C. The temperature on the carotid surface was measured along time. 

 

3. Results 

3.1.1 Brain arteries-tissues 

Both numerical and in-vitro simulation demonstrated that, with an incoming blood temperature of 34°C, a 
complete cooling of brain tissues is performed after about 600 s. 

3.2.2 External carotid wall-blood flowing inside 

To decrease the blood temperature from 37°C to 34°C, the numerical model predicted an external 
temperature of 19°C.  

In vitro simulation gave different results: in fact, with an external temperature of 19°C, we produced a 
decrease of 1.4°C instead of 3°C. For this reason we simulated other conditions with different external 
temperature. The best result was obtained with an external water temperature of 17°C, producing an 
internal cooling of 2.1°C.  

3.2. 3 External neck wall- carotid wall 

Since the Peltier cell we have used can reach and maintain stable a temperature of 0°C, the in-vitro tests 
focalized only on this condition. Experimentally we reached a temperature of 17°C in about 2700 s 
comparable to the theoretical value (2600 s). 

Combining the results obtained for each subsystem, a global cooling time could be estimated and results 
about 50 minutes. 

Discussion 

The proposed models are very simple, are based on the use of water instead biological tissues and refers 
only to one carotid. In the numerical models, we did not consider any heat exchange but for the ones 



	
  
	
  

described: for example, in the first subsystem (brain-vessels) we did not consider the convective currents 
inside the brain; moreover no dissipation through surrounding tissues were calculated and this is probably 
the reason for the discrepancies between the numerical and in-vitro models in the second system. 
Moreover, the temperature decrease calculated in the model (-3°C) is bigger than the one measured in the 
experimentation (-2.1°C) because of a non perfect cooling through the whole vessel surface due to system 
geometry and to the position of the latex vessel leaned on the water tank bottom. Despite these problems, 
our theoretical was able to adequately describe the heat exchange in the first and last subsystems. 
Globally, a real temperature decrease of 2.1°C in an estimated time of 50 minutes is a very good results, 
being compatible with first aid procedures time. This results will be improved by adding the cooling of 
the other carotid and of the cervical arteries, building a neck collar with more than one  cooling element 
to optimize the process. 

References 

1. Erlich MP, McCullogh JN, Zhang N, et al. Effect of hypothermia on cerebral blood flow and metabolism in the 
pig, Ann Thorac Surg.; 2002; 73; p. 191-197. 

2. Erecinska M, Thoresen M, Silver IA. Effects of hypotermia on energy metabolism in Mammalian central nervous 
system, J Cereb Blood Flow Metab.; 2003; 23; p. 513-530. 

3. Povlishock JT, Buki A, Koiziumi H, Stone J, Okonkwo DO. Initiating mechanisms involved in the pathobiology 
of traumatically indu-cedaxonal injury and interventions targeted at blunting their progression, Acta Neurochir 
Suppl.; 1999; 73; p. 15-20. 

4. Lecker RR, Constantini S. Experimental models in focal cerebral ischemia: are we there yet?, Neurosurgery; 
2001; 83; p. 1128-1135. 

5. Smith SL, Hall ED. Mild pre- and posttraumatic hypotermia attenuates blood brain barrier damage following 
controlled cortical impact injury in the rat, J Neurotrauma; 1996; 13; p. 1-9. 

6. Jurkovich GJ, Pitt RM, Curreri PW, Granger DN. Hypotermia prevents increased capillary permability following 
ischemia-reperfusion injury, J Surg Res.; 1988; 44; p. 514-521. 

7. Rivera-Lara L, Zhang J, Muehlschlgel S. Therapeutic Hypothermia for Acute Neurological Injuries, The 
American Society for Experimental NeuroTherapeutics; 2012; 9; p. 73-86. 

8. Aqeel A. Sandhu, Cervical Immobilization Collar with Arterial Cooling Elements and Methods of Using The 
Same, Pub. No.: US 2011/0040244 A1, Pub. Date: Feb. 17, 2011. 

9. Krejza J et al. Carotid Artery Diameter in Men and Women and the Relation to Body and Neck Size, Stroke; 
2006; p. 1103-1105. 

10. Holmes Kenneth R. http://users.ece.utexas.edu/_valvano/research/Thermal.pdf, 24 Gennaio 2013. 
11. Ing. Magnani L. http://www-3.unipv.it/ingegneria/copisteria_virtuale/magnani/ 

termofluido/1%20-20convezione.pdf, Termofluidodinamica applicata - convezione, 1 marzo 2010. 



S3C:	
  Cardiovascular	
  -­‐	
  Heart	
  
Chairs:	
  Liang	
  Zhong,	
  Francesco	
  Grigioni	
  

THE	
  EFFECTS	
  OF	
  THE	
  ANGLES	
  BETWEEN	
  THE	
  MITRAL	
  AND	
  AORTIC	
  ORIFICES	
  IN	
  LEFT	
  
VENTRICLE	
  (LV)	
  USING	
  FLUID	
  STRUCTURE	
  INTERACTION	
  (FSI)	
  DURING	
  FILLING	
  PHASE	
  

YOS	
  MORSI	
  

THE	
  IMPACT	
  OF	
  FALSE	
  TENDONS	
  ON	
  THE	
  REGIONAL	
  MECHANICS	
  OF	
  LEFT	
  VENTRICLE	
  IN	
  
YOUNG	
  SPORTSMEN	
  WITH	
  THE	
  SYNDROME	
  OF	
  CONNECTIVE	
  TISSUE	
  DYSPLASIA	
  

KAMILIYA	
  MEKHDIEVA	
  

DEVELOPMENT	
  OF	
  THE	
  LEFT	
  VENTRICLE	
  3D	
  MODEL	
  TO	
  DETERMINE	
  THE	
  TOPOLOGY	
  OF	
  
FALSE	
  TENDONS	
  
SERGEY	
  SOKOLOV	
  

CHARACTERIZING	
  THE	
  CARDIOVASCULAR	
  FUNCTIONS	
  DURING	
  ATRIAL	
  FIBRILLATION	
  
THROUGH	
  LUMPED-­‐PARAMETER	
  MODELING	
  

STEFANIA	
  SCARSOGLIO	
  

MITRAL	
  VALVE	
  REGURGITATION:	
  CORRELATION	
  BETWEEN	
  QUANTITATIVE	
  AND	
  SEMI-­‐
QUANTITATIVE	
  METHODS	
  

ELENA	
  BARBARESI	
  

BLOOD	
  RHEOLOGICAL	
  PROPERTIES	
  AND	
  CHANGES	
  OF	
  OSCILLATIONS	
  IN	
  SKIN	
  
TEMPERATURE	
  AFTER	
  COLD	
  TEST	
  IN	
  PATIENTS	
  WITH	
  TYPE	
  2	
  DIABETES	
  

NADIA	
  ANTONOVA	
  

	
   	
  



THE EFFECTS OF THE ANGLES BETWEEN THE MITRAL AND AORTIC ORIFICES IN THE 
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It is well known that slight variations in the geometry of the LV can significantly change hemodynamic 
characteristics. There are numerous imaging tools which can distinguish the flow dynamics inside the LV 
qualitatively, but the effects of the angles between the mitral and aortic orifices are still to be determined. 
Therefore, by using the FSI scheme, this paper highlights the variations in the hemodynamic and 
physiological characteristics of the LV, varying the angles (50°, 55° and 60°) between the mitral and 
aortic orifices during the filling phase.  The time-dependent and incompressible viscous fluid, along with 
the stress tensor equations, are combined with theNavier-Stoke’s equations, including the Arbitrary 
Lagrangian Eulerian and the elasticity for the structural region. The results are examined using velocity 
mapping, intraventricular pressure (Ip) distributions and structural displacement using total mesh 
displacement (TMD).  From the results, it is evident that, during the peak E-wave, a ring shaped vortex 
exists near the aortic orifice for the 55° and 60° angles. Also, during the diastolic period, the magnitude of 
the Ip in the ventricle apex is found to be higher than at its base. Consequently, maximum displacement is 
observed to be in the apex during the peak E-wave for the 50° than that of 55° and 60°.   
 
Keywords: Hemodynamic, FSI, aortic orifice, mitral orifice, filling phase 

 
1. Introduction 
Medical imaging technology tools can be widely used to acquire qualitative data regarding the flow dynamics 
inside the cardiac structure, but they are unable to offer a detailed picture of the physiological variations, and the 
influence of the structural deformation, on the hemodynamics of the cardiac structure.  The Fluid Structure 
Interaction (FSI) scheme is broadly used to investigate the flow dynamics and variations in the physiological 
properties of the structure in different studies [1-3].  The FSI method is also used to examine the changes in 
hemodynamics, including the progression and amalgamation of the vortices in the LV as well as structural 
variations [4-6].  
Substantial research has been conducted to understand and determine the hemodynamic behaviour of the heart 
using computational fluid dynamics (CFD).  Jones and Metaxas, 1998, examined the blood flow dynamics 
inside the LV chamber using CFD solver.  They utilised the wall motion of the ventricle in a patient specific-
case for the first time as the boundary conditions [7].  Afterwards, the boundary conditions were further refined 
and, using the Immersed Boundary Conditions [8], Vierendeels et al. 2000, analysed the flow pattern and 
pressure gradients during the filling phase based on a 2D axisymmetric CAD model[9].  Subsequently, 
Watanabe et al. 2004 simulated the flow dynamics in the cavity using FSI, where the researchers investigated 
the influence of the angle between the aortic and mitral orifice.  However, they did not consider the dynamic 
characteristics of the LV model [10].  Moreover, Adib et al., 2013, investigated the flow characteristics inside 
the LV during the filling phase using FSI [11].  Recently, using FSI, Arefin and Morsi, 2014, investigated the 
hemodynamic behaviour and structural displacement of the LV during diastolic conditions, but the variations in 
the angles between the mitral and aortic orifice were not reported [12]. On the other hand, literature still 
recommends that proper structural information needs to be implemented to simulate the precise functioning 
characteristics of the ventricle, which incorporates multi-scale, multi-physics simulations [13-15]. 
The abovementioned investigations concentrated largely on the hemodynamic behaviour of the LV with 
different degree of success but, to the best of our knowledge, none of them considered the variations in the 
angular differences between the mitral and aortic orifices.  Therefore, this paper reports on research that 
simulates the flow pattern, including the generation, elongation, amalgamation and merging of vortices and 
structural displacement using FSI during the diastolic flow conditions.  
 
2. Mathematical Approaches 
The Navier-Stokes equations for the incompressible viscous fluid (time-dependent) combined with the 
continuity equation, were utilized in this computational approach as described in [12, 16].  Furthermore, by 
considering smaller deformation, the stress tensor equation was also utilized, which is documented in [12]. Also, 
ANSYS 14.5 was used for the whole FSI simulations. 
 
3. Computational Procedures 
3.1 Geometry  
The details of the simplified 3D geometry of the LV using SolidWorks 2012 have been described in our 
previously published work [12].  Briefly, during the diastolic flow simulation, the inlet (mitral orifice) of the LV 
was considered completely open and the outlet (aortic orifice) was considered completely closed. Additionally, 



the angular difference of 50°, 55° and 60°was varied between the mitral and aortic region of the ventricle.   Due 
to space limitations in this paper, only the 50° and 55° case results are presented herein. 
 
3.2 Boundary conditions 
The inlet velocity waveform/ transmitral flow velocity (U) was implemented through the mitral region of the LV 
during the simulations.  This was adapted from [4, 12] containing the early filling wave (E-wave); the atrial 
contraction wave (A-wave), and the middle phase, known as the diastasis/ slow filling phase[12].  Moreover, the 
ventricle wall was considered to be isotropic and homogenous with the value of ventricle wall density set to be 
1.2 g/cm3; the fluid density was 1050 kg/m3 and the viscosity was 0.0035 Pa.s incorporating the no-slip 
boundary stipulations [4, 5, 12, 17]. 
 
4. Results  
4.1 Velocity mapping for the angular difference of 50° 
Fig.1 represents the velocity distributions for the angular variation of 50°, where the velocity vectors were 
mapped on the XY cross-sectional plane of the LV cavity during the filling phase.  Fig. 2 represents the 55o 

case. 
 

 
                           0.075 s                                                  0.25 s                                      0.4 s                                0.5 s 
Fig.1: Angular difference of 50°  

 
                           0.075 s                                                  0.25 s                                      0.4 s                                0.5 s 
Fig.2: Angular difference of 55°   
 
4.2 Structure simulation using total mesh displacement (TMD) for the angular difference of 50° 
Once again, structural variations were also observed using XY cross-section plane in the LV cavity as shown in 
Fig. 3 and Fig. 4.  
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Fig.3: Angular difference of 50°  

 
   0.075 s                           0.25 s                               0.4 s                                0.5 s 
Fig.4: Angular difference of 55°  
 



5. Discussion 
From the simulation results it can be stated that; when the inlet velocity waveform (U) reached the peak of the 
E-wave (approximately, t= 0.075 s), maximum fluid velocity entered through the inlet region.  From Fig.1 and 
Fig.2, it was found that a weaker vortex, which was ring shaped and clockwise (CW), developed near the aortic 
orifice for the 55° but for 50° no clear vortex was found. After reaching the peak of the E-wave, inlet velocity 
entered into the diastasis phase (approximate, t= 0.25 s) where the flow was minimal through the inlet region.  
In general, during this phase, the adherence vortices for all cases were found to be enlarging and changed their 
location towards the centre of the chamber.  This could be attributed to the fact that the posterior part of the 
vortex slightly moved forward and the anterior part shifted in the reverse direction to the posterior part, which 
then developed the adherence vortex.  Subsequently, with the rise in the inlet velocity due to atrial contraction 
wave (A-wave) (for example, approximately t= 0.4 s) inlet velocity began to rise once again and the vortices 
slowly amalgamated with the propagation of the flow.  However, at the end of the filling phase (t= 0.5 s), a ring 
shaped vortex was found at the core of the LV chamber for all cases.  Maximum velocity of 9.39E-1 m/s was 
found during the peak of the E-wave for 60° in the ventricle base.  The general trends of the flow dynamics 
which consisted of the generation, progression, amalgamation and shifting of vortices were in line with 
previously published research [4, 5, 10, 12, 17]. Moreover, for the Ip distributions it was found that a much 
higher magnitude of Ip was evident in the apical region of the ventricle than its basal region. 
 
Subsequently, from Fig.3 and Fig.4, due to the peak of the E-wave (t= 0.75 s), the volume inside the LV 
chamber elevated but the displacement generally occurred at the apical region.  The maximum displacement of 
3.42E-5 m was in the apical region of the ventricle during the peak E-wave for the 50° case.  Once more, with 
the deceleration in the inlet velocity, as it entered into the diastasis phase (t= 0.25 s) minimal inflow velocity 
propagated through the mitral region.  Because of this, the volume inside the chamber decelerated which, in 
turn, decreased the magnitude of the displacement in the apical and basal region. However, the magnitude in the 
apical region was still found to be slightly higher compared to the ventricle base for all cases(50°, 55° and 60°). 
Once again, due to the rise in the A-wave (t= 0.4 s), the volume started to increase inside the cavity and the 
magnitude of the displacement in the ventricle apex started to rise. At the end of the filling phase (t= 0.5 s), due 
to the increased volume inside the chamber, the magnitudes of the displacement for all cases elevated in the 
apical region. It should be noted that, due to the limitations of the pages, all the results could not be documented 
here. 
 
6. Conclusion 
Based on the simulation results and the findings, it is evident that, during the peak of the E-wave, a ring shaped 
and CW vortex developed near the aortic orifice for the 55° and 60° cases but, for 50°, no clear vortex was 
found.  Moreover, the magnitude of the Ip in the ventricle apex was higher during the filling phase compared to 
its basal region.  Precisely, at the peak E-wave, a much higher magnitude of Ip was found at the apical region 
for the 50° case than for the 60° and 55° cases. Subsequently, maximum displacement was in the apical region, 
due to the increased volume during the peak E-wave for the 50° case compared to the 55° and 60° cases.    
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Abstract 
 
The aim of the study is to test a cause-effect relation between the false tendons (FT) in left 
ventricle (LV) structure and the myocardial function. The focus was on LV regional wall motion 
with respect to the mechanical asynchrony. Twenty-six young athletes (mean age 20.7±3.0 
years) with the syndrome of connective tissue dysplasia underwent the transthoracal 
echocardiography. On average, 4.0±1.0 FT with different localization and orientation in LV were 
determined. Cardiac wall function was estimated by the motion of 12 regions at LV long-axis 
section in the course of complete heart cycle. Standard deviation of the systolic motion duration 
for 12 regions (dt) was served as a measure of the mechanical asynchrony. Wide range of dT 
from 10.7 to 99.3 ms with the mean value of 38.1±18.0 ms was found. Meanwhile, the higher 
extent of asynchrony (dt>30 ms) associated with the transverse and oblique FT mainly located at 
basal and/or medial portions of LV chamber while FT located at apical portions of LV showed 
no effect on the asynchrony extent. We concluded that the FT occurrence in LV stricture results 
in the decrease of mechanical interaction efficiency in the cardiac wall.  
 
Keywords: Connective tissue dysplasia, left ventricle, false tendons, regional wall mechanics, 
mechanical asynchrony. 



Introduction 
False tendons (FT) in the left ventricle (LV) are a phenotypic marker of the connective tissue dysplasia 
(CTD), associated with mutations in genes responsible for collagen synthesis.1 According to the 
epidemiological findings, the occurrence of CTD associates with the increase of anthropogenic load. For 
example, in Russian industrial regions like the Ural, the CTD frequency among young people is about 
70%.  

Typically, the CTD people are tall individuals with the asthenic type and the hypermobility of joints so 
these features make them highly needed for the sports. Meanwhile, the intensive sport training implies the 
high level of heart adaptation to the physical load. Therefore, strong assessment of the myocardial 
function in young athletes with CTD is critically important. 

In fact, the appearance of FT in LV is an adaptive phenomenon aimed to increase the stability of 
chamber structure with impaired collagen. As heart structure and function are integrally linked, the 
constructive anomalies in LV may negatively affect the myocardial function.2 The aim of the study is to 
test a cause-effect relation between the FT in LV structure and the myocardial function. 

This paper presents the data of echocardiographic examination of CTD young sportsmen, members of 
the student teams of the Ural Federal University. Obtained results demonstrate an important role of FT in 
the LV regional function determining. 
 
Methods 
Twenty six young athletes, (mean age 20.76±3.02 years, height 184.9±13.07 cm, body weight 79.35±15.7 
kg) were recruited for this investigation. All sportsmen signed the consent to participate in the study. The 
ultrasound diagnostic system HD15 (Phillips, USA) was used for the LV transthoracic visualization from 
parasternal and apical views. To formalize FT topology, the 3D-model of LV geometry was reconstructed 
based on three short-axis sections and one long-axis section of LV images recorded at the heart end-
diastole. Global LV function was estimated according to ACC/AHA Guidelines for the Clinical 
Application of Echocardiography 2012.  

LV regional function was assessed by means of the frame-by-frame image processing (46 frames per 
sec) of LV long-axis section in the course of complete cardiac cycle. With use the «DICOR»© software 
(«Rospatent» № 2002610607), LV endocardial contour was outlined by hand. The area of delineated 
figure was divided into 12 sectors using radii connecting to the center of mass of the respective LV 
section. Finally, 12 triangles were obtained, and the relative area change of triangle was chosen as a 
measure of regional motion. The duration of systolic wall-motion for 12 regions was estimated with 
further calculation of the mean value and standard deviation (dT). The value of dT (ms) served as a 
measure of mechanical asynchrony.3  

Figure 1 presents the typical example of regional wall-motion. Upper plot corresponds to some region 
owned the LV free wall, medium plot - LV apex, lower plot - interventricular septum. The relative area 
change is marked with the ordinate, 100% corresponds to the area of respective region obtained at the end 
of LV diastole.  The time (frames) with scale bar of about 22 ms plotted with abscissa. The vertical line 
marked in the middle of picture corresponds to the beginning of LV diastolic period.  



The statistic software package “SPSS Statistics 17.0” was used for statistical analysis. Mean value and 
standard deviation were calculated, t-test was applied for comparative analysis. The level of significance 
was set at P < 0.05. 

	
  

Fig. 1. The example of regional wall-motion (see explanation in the text).  

 
Results  
According to the standard ultrasound examination, all athletes had normal values of the major indices of 
LV global systolic and diastolic function. All athletes had FT from 2 to 6 (4.0±1.0) units. Figure 2 
demonstrates the examples of FT localization in LV.  
  

 a   b   c 

Fig. 2. Examples of FT visualization in LV: a – median-apical oblique FT; b –multiple median and apical transverse FT, c – basal 
transverse FT (arrows indicate the points of FT fixing to LV wall). 

 
 
Tendons were classified in the accordance with two criteria: i - the points of FT fixing to LV regions, 

ii - FT orientation. The following distribution of FT was found: apical oblique - 22.5%, apical transverse 
– 27.5%, median oblique – 14.7%, median transverse – 3.9%, basal oblique – 9.8%, basal transverse – 
2.9%, median-basal oblique – 6.9%, median-apical oblique 7.8%, basal-apical oblique – 3.9%. Thus, FT 
were located across the LV long axis at apical and median portions of LV chamber.  

The analysis of regional wall motion showed complex mechanics as it was displayed in the example 
with Figure 1 (see above). At the beginning of LV systole, the motion of interventricular septum regions 



appeared with delay (up to 151.9 ms) relatively to the free wall regions. At the beginning of LV diastole, 
the free wall regions demonstrated diastolic lengthening while the septum regions still showed the 
systolic shortening (up to 195.3 ms). On average interventricular septum regions showed the systolic 
delay of 37.5±40.8 ms and diastolic delay of 90.8±60.5 ms.  

The value of asynchrony parameter (dT) varied widely from 10.7 to 99.3 ms (38.1±18.0 ms). To 
estimate the impact of FT on the extent of mechanical asynchrony, the studied group was divided into 2 
subgroups by criteria of dT threshold value of 30 ms. Essentially, the Group I (dT > 30 ms) was 
represented the athletes with high level of asynchrony, and Group II (dT < 30 ms) – low level of 
asynchrony.  

The comparative analysis of FT distribution in groups showed: i - in Group I the number of the median 
oblique FT was significantly higher, than in Group II (0.8±0.6 and 0.3±0.5 units, P<0.01); ii – in Group I 
the relative number of transverse basal FT was equal to 4.9% while in Group II these FT were not 
distinguished.   

 
Discussion 
From the medical point of view, the connective tissue dysplasia is not a “disease”, and even individuals 
with FT in the heart are healthy people in the terms of cardiology. The most important argument to 
support this solution based on the data set of clinical observations where no significant effects of FT on 
the global heart function was evidenced. In this context, the data obtained here are in a good agreement 
with the common results so that we confirmed in athletes the normal values for key parameters of the LV 
global systolic and diastolic function.  

Meanwhile, we found an anomalous function in the LV wall regions. Generally, the systolic motion of 
interventricular septum was highly delayed relatively to the most regions owned the LV free wall. 
Furthermore, the most regions of LV septum demonstrated the systolic motion at the beginning of LV 
diastolic filling. Presented data show high extent of the mechanical asynchrony in LV wall.  

According to the FT topology, the higher extent of asynchrony associated with the transverse and 
oblique FT mainly located at basal and/or medial portions of LV chamber while FT located at apical 
portions of LV showed no effect on the asynchrony extent. Noteworthy, FT attached to the LV septum 
and free wall were represented as strictures with increased echogenicity and thickness (> 2 mm), and 
mainly oriented at a small angle to the LV long axis. 

Thus, the occurrence of FT in LV structure as a response to the connective tissue dysplasia 
development accompanies by the increase of myocardium mechanical asynchrony. It is logical to assume 
that this phenomenon associates with complex mechanical interaction between the opposite portions of 
LV chamber connected by false tendons. Obviously, the FT occurrence results in the decrease of 
mechanical interaction efficiency in the cardiac wall.  
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This research is devoted to the development of algorithms for assessing the topology of false 
tendons in the heart. Video-image sequences of left ventricle obtained by the transthoracal 
echocardiography were used as the input data, and the method of thin plate splines was applied 
for ventricular chamber reconstruction. The method enables to produce three-dimensional model 
of the left ventricle of the examined heart and correctly visualize position and orientation of the 
false tendons. Using these possibilities, we evaluated the distribution of false tendons for 29 
individuals with the syndrome of connecting tissue dysplasia. 
 
Key words: left ventricle, 3D reconstruction, false tendon, echocardiography. 

1. Introduction 

To estimate the effects of false tendons on the left ventricle (LV) function, the correct assess of their 
topology is necessary. Three-dimensional (3D) representation of the LV inner surface is most suitable 
approach for this purpose. Generally, there are several medical imaging techniques such as MRI or CT 
originally able to produce the heart 3D reconstruction. However, these methods are still quite expensive 
for now and not as widely distributed as a technique for ultrasound (US) cardiac examinations.  



    Since the most common transducer for heart echolocation is a probe with an external (transthoracic) 
location, it is appeared the task of developing algorithms of 3D reconstruction of the LV surface for a 
limited number of ultrasonic sections. To interpolate the missing sections, these methods use either 
interpolating polynomials1, 2 or finite element model3.  

    Recently, for the interpolation of elastic surfaces deformed by external forces, the method of thin plate 
splines (TPS) is widely used4-6. This algorithm we have used for restoration (interpolation) of missing 
sections for 3D imaging of the left ventricle. 

2. Methods 

2.1 Initial sections acquisition 

Image sequences obtained by ultrasound examination of the heart using a transducer with a sector 
scanning and outer (transthoracic) access were used as the input data. For 2-3 cardio cycles, data are 
recorded for four sections: one section along the long axis of the heart (the standard four-chamber view) 
and three cross sections - along the short. In each frame of each of the four sections the inner and outer 
surface boundaries LV are traced. To trace	
  LV boundaries, we used semi-automated method developed 
by us on the basis of speckle tracing techniques7. Fig. 1A shows the initial sections, and Fig. 1B shows 
the same sections, arranged in three-dimensional space taking into account their mutual orientation. 

      

 A  B 

Fig. 1 Initial LV sections (A) and their arrangement to 3D view (B). 

2.2 Thin plate splines method 

To construct the sections in the intervals between the initial sections of the thin plate splines 
algorithm is used. TPS are an interpolation and smoothing technique, the generalization of splines so that 
they may be used with two or more dimensions5, 6. The TPS arises from consideration of the integral of 
the square of the second derivative - this forms its smoothness measure. In the case where x is two 
dimensional (x1 and x2), for interpolation, the TPS fits a mapping function f(x) between corresponding 
point-sets {yi} and {xi} that minimizes the following bending energy function:  
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Here {yi} and {xi} are the points of intersection of long-axis contour with three short-axis’s contours (x 
and y are points on initial and interpolated contours correspondently). In Fig. 2A, there are shown an 
initial (thick curve) and interpolated by TPS technique (thin curve) long-axis LV contours. After TPS 
interpolation, new contour is added to the 3D model of the LV with consideration of its spatial orientation 
(Fig. 2B). So, by use the TPS method we can fill all “holes” between initial LV sections with required 
accuracy.   

    

  A   B 

Fig. 2. An initial (thick curve) and interpolated by TPS technique (thin curve) long-axis LV contours (A); the new interpolated 
contour added to 3D representation of the LV (B). 

    Now we can use obtained 3D model of the LV for more accurate positioning of false tendons inside the 
heart’s chamber. 

3. Results 

An example of use of developed 3D model of the LV is shown in Fig. 3. An initial image (for-chamber 
view) of the LV with oblique chorda (false tendon) is displayed in fig. 3A. After implementation of the 
3D reconstruction of the LV and specifying the chord attachment points to the myocardium surface we 
obtain the 3D model of the LV with correct position of the chorda (Fig. 3B).  

   

 A  B 

Fig.3. An initial image (for-chamber view) of the LV with oblique chorda (A) and 3D model of the LV with correct position of the 
chorda (B). 



    Using the developed model, we have analyzed data from echocardiography of 29 people with the 
chords in the left ventricle (they were all sportsmen - basketball and mini football). This allows us to 
classified chords in LV according to their positions and orientation (Fig. 4). 

  

Fig. 4. Distribution of chords in position and orientation (according to echocardiography of 29 persons). 

4. Conclusion 

Thus, we have developed a method which enables to build 3D model of the LV taking into account data 
(image sequences) obtained during echocardiographic study of person with false tendons in the heart. 
This allowed us to determine correctly topology of the false tendons and obtain distribution of chords in 
position and orientation. 
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Atrial fibrillation (AF), causing irregular and rapid heartbeats, is the most common 
arrhythmia. Due to the widespread impact on the population and the disabling symptoms 
related to rapid heart rate, AF is a subject of growing interest under several aspects: 
statistical analyses on the heartbeat distributions, risk factors, impact on quality of life, 
correlation with other cardiac pathologies. However, several key points on the 
consequences induced by AF on the cardiovascular system are still not completely 
understood. The proposed work aims at quantifying the impact of AF on the most relevant 
cardiovascular parameters by means of a lumped-parameter modeling, paying particular 
attention to the stochastic nature of the irregular heartbeats and the reduced contractility of 
the heart. The global response leads to a rather impressive overall agreement with the 
clinical state-of-the-art measures regarding AF: reduced cardiac output with correlated 
arterial hypotension, as well as higher left atrial volume and pressure values are some of 
the most representative outcomes emerging during AF. Moreover, new insights on 
hemodynamic parameters such as cardiac flow rates, which are difficult to measure and 
almost never offered in literature, are here provided. 
 
Keywords: Atrial fibrillation; lumped-parameter modeling; cardiovascular dynamics. 

 
 
1. Modeling Description 

In the lumped parameterization, the anatomical details are neglected and the cardiovascular system 
is described through a Windkessel model by a set of electrical components1. The lumped model here 
adopted extends the Windkessel approach to the whole (pulmonary and systemic) circulation 
system, and is combined to an active atrial and ventricular representation, through four time-varying 
elastance functions, for the left and right heart chambers. The present model consists of a network of 
compliances, resistances and inductances describing the pumping heart coupled to the systemic and 
pulmonary systems, along with an accurate description of the valve motion mechanisms2. The 
viscous effects are taken into account by the resistances, R, the inertial terms are considered by the 
inductances, L, while the elastic vessel properties are described by the compliances, . Three 



cardiovascular variables are involved at each section: the blood flow rate, Q, the volume, V, and the 
pressure, P. 

The main aim of the present work is to characterize the cardiovascular functions during AF 
with respect to the normal sinus rhythm (NSR). The fibrillated beating is simulated paying particular 
attention to the stochastic modeling of the irregular heartbeats and the reduced contractility function 
of the heart. The stochastic modeling of the heartbeat allows to have long fibrillated time series (e.g. 
5000 cardiac cycles), thereby yielding statistically significant results.  
The proposed approach has a double advantage. First, AF conditions can be analyzed avoiding the 
presence of other side pathologies, which usually accompany AF. Therefore, the outcomes should 
be read as purely consequent of a fibrillated cardiac status in a healthy young adult. Second, the 
main cardiac variables and hemodynamic parameters can all be obtained at the same time, while 
clinical studies usually focus only on a few of them at a time.  
 
2. Results 

In Fig. 1 we first report, through time series, some cardiovascular outcomes showing a striking 
agreement3 with the state-of-the-art in vivo data regarding AF. During AF, there is a consistent 
reduction of both cardiac output (-9%) and stroke volume (-26%), with a consequent moderate 
arterial hypotension (diastolic: -7%, systolic: -11%), while the mean left atrial pressure increases by 
13%. 

 
 
Fig. 1: (a)-(b): Cardiac output (CO) and stroke volume (SV) over  5000 cardiac cycles (average values are indicated with µ). 
(c)-(d) Systemic arterial (Psa) and left atrial (Pla) pressure series. Blue: NSR, red: AF. 
 

Among all the cardiovascular variables obtained through the present model, we here focus 
on hemodynamic parameters, such as cardiac flow rates, which are not easily measured during AF. 
In fact, to the best of our knowledge, there are no available trends or data of cardiac flow rates 
during AF in literature. However, the four valve flow rates can provide precious information to 
understand the effects of fibrillation events. 



The time series of both mitral and tricuspid flows evidence the absence, in the fibrillated 
configuration, of the peaks due to atrial contraction in late diastole (see Fig. 2, panels a and d). A 
deeper investigation (see Fig. 2, panels b and e) highlights that short heartbeats lead to higher peaks 
of regurgitant mitral and tricuspid flows, while longer beats cause a decrease of the reflux (we recall 
that RR is the temporal range between two consecutive heart beats). For the direct flow, the contrary 
holds for the tricuspid flow: there is an inverse proportionality between the beat length and the value 
of direct flow peak (Fig. 2f). For the mitral flow, instead, the sparsity of values impedes to identify a 
clear trend between RR and the maxima of Qmi (Fig. 2c). Therefore, the greater amount of 
regurgitant flow due to a rapid beat is in large part compensated by a greater amount of direct flow 
for the tricuspid valve. The situation is different for the mitral valve, where the increased portion of 
regurgitant flow during short beats is not systematically accompanied by a higher contribute of 
direct flow. Although the mean flow rates of mitral and tricuspid flows experience a similar 
decrease during AF (mitral flow: NSR µ=79.81, AF µ =71.10; tricuspid flow: NSR µ =79.80, AF µ 
=71.09), the net mitral flow  

 

 
 
Fig. 2: Mitral (Qmi) and tricuspid (Qti) flow rates. (a) Qmi series. (b) AF: mitral flow regurgitant peak values as function of the 
heartbeat, min(Qmi)(RR). (c) AF: mitral flow direct peak values as function of the heartbeat, max(Qmi)(RR). (d) Qti series. (e) 
AF: tricuspid flow regurgitant peak values as function of the heartbeat, min(Qti)(RR). (f) AF: tricuspid flow direct peak 
values as function of the heartbeat, max(Qti)(RR). Blue: NSR, red: AF. 



 
can be insufficient during rapid heartbeats, leading thereby to significant functional mitral 
regurgitation, as recently observed4,5. 
For the flows out of the left and right ventricles (aortic and pulmonary valve flows, respectively), 
the scenario partially reflects what happens in the corresponding atria. For both flows there is a 
marked positive correlation between the heartbeat length and the regurgitant peak (see Fig. 3, panels 
b and e). For the direct maximum peaks, the aortic flow rate presents an inverse but more sparse 
relation between RR and the maxima of Qao (Fig. 3c), while for the pulmonary flow dispersion of 
data is lower and the decreasing trend is better highlighted (Fig. 3f). These results may suggest that, 
due to AF, aortic valve insufficiency is more likely to occur than pulmonary valve insufficiency. 
 
3. Conclusions 

The main goal of characterizing the global response of the cardiovascular system during AF has 
been achieved by means of a lumped-parameter approach. Although some fine details as well as the 
spatial cardiovascular description are here missing, the present stochastic modeling turns out to be a 
synthetic and powerful tool for a deeper comprehension of the arrhythmia impact on the whole 
cardiovascular system. Furthermore, the current modeling can provide new comprehension on 
hemodynamic parameters (such as, for example, cardiac flow rates), which are difficult to measure 
and almost never treated in literature. The proposed approach can be exploited to predict the 
response to AF with the combined presence of altered cardiac conditions (e.g., left atrial appendage 
clamping), therefore recovering a clinical framework which often occurs in medicine. 
 

 



 

Fig. 3: Aortic (Qao) and pulmonary (Qpo) flow rates. (a) Qao series. (b) AF: aortic flow regurgitant peak values as function of 
the heartbeat, min(Qao)(RR). (c) AF: aortic flow direct peak values as function of the heartbeat, max(Qao)(RR). (d) Qpo series. 
(e) AF: pulmonary flow regurgitant peak values as function of the heartbeat, min(Qpo)(RR). (f) AF: pulmonary flow direct 
peak values as function of the heartbeat, max(Qpo)(RR). Blue: NSR, red: AF. 
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MITRAL VALVE REGURGITATION: CORRELATION BETWEEN QUANTITATIVE AND 
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Echodoppler quantification of mitral regurgitation (MR) is still controversial, in particular little is known 
about correlation between quantitative and semi-quantitative methods. 
78 patients (pts) aged 58 +/- 13 years (47 M and 31 F) with at least moderate organic MR were enrolled 
in the period between oct 2006 and may 2012. The etiology of MR was prolapse/flail 73 pts ( 93%),  
rheumatic 2 pts (3%), post-endocarditis 3 pts (4%). Regurgitant Volume (RV) and Effective Regurgitant 
Orifice (ERO) quantified by PISA (RV 57± 16,7 ml, ERO 0,32 ± 0,09 cm2), Doppler (RV 58 ± 17 ml, 
ERO 0,34 ± 0,12cm2) and Volumetric (RV 49,9±17,5 ml, ERO 0,28±0,09 cm2) methods, were similar, 
particularly  Doppler and PISA (R 0,89, p<0,01). A satisfactory correlation was also found between 
quantitative and semi-quantitative methods (jet area 9,5 ± 4,7 cm2, jet area/left atrium (LA) area 41 ± 20, 
vena contracta (VC) (4,6 ±  1,2 mm): RV mean and jet area (R 0,5, p<0,01), RV mean and jet area/LA 
area (R 0,33, p = 0,002), RV mean and VC (R 0,74, p < 0,01); ERO mean and jet area (R 0,4; p  0,003), 
ERO mean and jet area/LA area (R 0,22, p = 0,04), ERO mean and VC (R 0,69, p  <0,001).  
In the evaluation of MR, quantitative methods were well correlated each other. A weaker but sufficient 
correlation was also detected between quantitative and semiquantitative methods, particularly with VC. 

Keywords: effective regurgitant orifice area; mitral regurgitation; proximal isovelocity surface area; 
regurgitant volume, transthoracic echocardiography; vena contracta; 

 



BLOOD RHEOLOGICAL PROPERTIES AND  CHANGES OF OSCILLATIONS IN SKIN 
TEMPERATURE AFTER COLD TEST IN PATIENTS WITH TYPE 2 DIABETES 
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Diabetes mellitus has high social and economic importance and  accompanied with vascular degenerative complications, 

leading to the change in the mechanical properties of vessels of the microcirculation (capillaries, arterioles, venules and the like). It 
is one of the major risk factors of cardiovascular diseases. 

The aim of the study is to evaluate the relationships between rheological properties of blood and dynamics of changes of 
the temperature oscillations corresponding to the myogenic, neurogenic and endothelial regulation of vascular tonus in patients with 
type 2 diabetes.  

Skin temperature was measured on the palm surface of the distal phalanx of the second (index) finger with two closely-
spaced sensors and were continuously measured under basal conditions (10 min), during contralateral hand immersion in cold water 
(3 min) and thereafter (10 min) in patients with type 2 diabetes and in control group of healthy persons by a Microtest device 
(Russia). 

The wavelet transformation analysis was used to study the localized variations of the low amplitude oscillations of skin 
temperature in accordance with myogenic (0.05 – 0.14 Hz), neurogenic (0.02 – 0.05 Hz), and endothelial (0.0095 – 0.02 Hz) control 
mechanisms and their association with skin blood flow changes during indirect cold test in 10 patients with diabetes mellitus type 2 
and 10 healthy age and sex matched controls. Dynamics of changes of oscillations in skin (cutaneous) temperature were evaluated 
through the root mean square values of the amplitudes obtained by the wavelet analysis in the frequency range corresponding to the 
mechanism of myogenic, neurogenic and endothelial regulation of vascular tonus.  The measured average amplitudes in three 
frequency ranges were estimated by a box plot diagram.  

 A rotational viscometer Contraves Low Shear 30 (Switzerland) was used to measure whole blood viscosity at shear rates 
of 0, 0237s-1 to 128,5s-1 in both groups. The basic hemorheological constituents: hematocrit (HT), whole blood (WBV) and plasma 
viscosity (PV) were also investigated. Increased blood viscosity in patients versus controls was correlated with the amplitudes of 
myogenic, neurogenic and endothelial vasomotor reactivities, determined by the wavelet analysis . 
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The main goal of the present study is to analyze and characterize the behavior of the middle ear 
when a total ossicular replacement prosthesis (TORP) is used in the ossicular chain, in order to 
troubleshoot transition deafness. Using a finite element model, a dynamic study of the middle ear 
was made. The displacements values were obtained at the umbo and stapes footplate, for 
different levels of sound pressure applied at the tympanic membrane, when a cartilage in 
membrane-prosthesis interface of different diameters and thicknesses was used. The results were 
compared with the healthy middle ear model. The usage of this model aims to achieve a set 
technique that promotes the best possible performance of prostheses in the middle ear. The 
present study allows to conclude that the rehabilitation of the middle ear with TORP type 
prosthesis can lead to the best results when used with 4 mm diameter cartilages, with a thickness 
between 0.3 mm and 0.4 mm. 

Keywords: biomechanics; finite element method; middle ear; TORP. 

 

1.   Introduction 

The major function of the auditory system is to convert pressures variations, created by wave sound 
propagation, into bioelectrical signals. Problems in the normal functionality of the human ear make that 
this normal conversion do not happen and so is created a deafness problem. This deafness problem is 
related to hearing loss, which is a full or partial decrease in the ability to detect or understand sounds. 
Hearing impairment is a condition that can occur at any period of life, to any gender and to any race, with 
many origins, having a significant repercussions in human lifestyle.1 It can be define according to its 
severity, lesion foci, uni or bi laterality and to according to the frequencies that are lost.2 Conductive 
hearing loss occurs when there is a pathology in the outer or/and in the middle ear. Those pathologies can 
be identified as the presence of earwax, malformations in the ossicular chain, otosclerosis, tumors, otitis 
or tympanic membrane perforation, among other.2  



 
 

In conductive hearing loss, when there is an ossicular chain malformation, the Austin-Kartush 
classification defines the ossicular impairment in seven classes and the corresponding ossicular chain 
reconstruction technique.3  

The type of the prosthesis used in the rehabilitation of the middle ear, total ossicular replacement 
prosthesis (TORP) or a partial ossicular replacement prosthesis (PORP) depends of the level of the 
ossicular impairment.3 

In case of a TORP, the cartilage must be interposed between the tympanic membrane and the 
prosthesis.4-7 This cartilage can be extracted from tragus.6, 7 The placement of the cartilage has the 
intention to reduce de extrusion rate of the TORP thru the tympanic membrane. The fixation of this 
cartilage can be done by using sutures, “glued,” placed on an available peg, or simply overlaid as a 
dome.7 According to various authors it can held in place by water adhesion forces, but still this 
methodology leads to a unsatisfying hearing, caused by unwanted displacements of the prosthesis.8, 9 This 
methodologies can be characterized by the usage of a centered holed cartilages fixed in the base of the 
stapes, prosthesis with sharped superficies that anchor in the base of the stapes and even pieces that make 
the connection of the prosthesis with the stapes, like the Ω Connector produced by Heinz Kurz GmbH 
Medizintechnik.8, 10 

The first study related to the biomechanical behavior of the middle ear, using the finite element 
method (FEM), was made in 1978 relative to the middle ear cat.11 Using FEM, the present study has the 
meaning to evaluate the sound transmission in the middle ear, when a TORP type prosthesis replaces the 
ossicular chain in order to solve problems of deafness transmission in a class D procedure of the Austin-
Kartush classification. This class is characterized by the absence of the ossicular chain, except the stapes 
footplate.3 Thus, in order to understand the behavior of the middle ear when it is replaced by a TORP, a 
dynamic study was performed, using the ABAQUS program. In this study of forced vibrations, for 
frequency range between 100 Hz and 10 kHz, different sound pressures at the tympanic membrane were 
applied. The audible sound pressure levels applied on the membrane were 0 dB SPL (2.0 x 10-5 Pa), 60 
dB SPL (2.0 x 10-2 Pa), 80 dB SPL (0.2 Pa), 90 dB SPL (0.632 Pa) and 130 dB SPL (63.246 Pa), 
pressures between 0 dB, considered the minimum audibility and 130 dB, the pain threshold. 

 

2.   Finite element analysis 

2.1.   Finite element model 

The finite element model of the eardrum and ossicles (malleus, incus and stapes) of the normal ear used, 
was built by F. Gentil et al. 12, 13 based on images of a 65-years-old woman. This initial model was used as 
the template for the model of this study, where the ossicular chain and respective muscles and ligaments 
are not present, and were added components as the cartilage and the TORP. This model was created in 
order to be within the specification of surgical techniques used and described by many authors.4–9 The 
default ABAQUS direct solver for sparse matrices was used to solve the system of equations resulting 
from the FEM.  



 

 
 

The cartilage, since there were experiments for various diameters and thickness, also various models 
were created. The elements of cartilage for all models are of type C3D4.  

Various length TORP finite elements models were created. TORP foot and head have always the 
same dimensions, but TORP rod has to have different sizes because of different thickness of the cartilage. 

The mechanical properties of the tragal cartilage were obtained in the literature according to Wen et 
al. 2006.14 The material of the TORP is characterized as being titanium grade 2. The glue properties were 
obtained in the literature according to Schimidt 2000.15 

 

3.   Results and conclusions 

The results gathered in these models are relative to the displacements in two nodes, one node from the 
membrane and other from the stapes base. For all pressures of models with TORP, the results were 
compared with a model of the healthy middle ear.  
Having all the results for all the models and for all the pressures, one can say that the behaviour of a 
specific model in all the applied pressures is very similar, changing as expected the value of the 
displacement being this proportional to the pressure applied. The results were obtained for the umbo 
displacements (and stapes displacements) considering the diameters of 4mm and 5 mm for the cartilage 
and also the values of 0.3 mm and 0.7 mm for the thickness. 
In the Figure 1, one can see the stapes footplate, comparing the normal model of the middle ear with the 
models where the ossicular chain was replaced by TORP of the 4 and 5 mm of diameter with thickness of 
0.3 and 0.7 mm. 
As conclusion one can say that the best results were the obtained with 4 mm of diameter and not having 
great importance the thickness. 

 

Fig. 1.  Stapes footplate displacements. 
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Protective hard coatings are appealing for several technological applications like solar cells, 

organic electronics, fuel cells, cutting tools and even for orthopaedic implants and prosthetic 

devices. Hard ceramic materials have been in fact reported to show high strength, fracture 

toughness, elasticity, hardness, and wear resistance. The main goal of this study was to directly 

deposit Zirconia-Toughned-Alumina (ZTA) coating by using a novel sputter-based electron 

deposition technique, namely Pulsed Plasma Deposition (PPD). The realized coatings have been 

preliminary characterized from the point of view of morphology, wettability, adhesion and 

friction coefficients. The preliminary results obtained by this novel approach suggested the 

feasibility of realizing ZTA coatings by means of PPD technique. Well-adherent ZTA films 

deposited directly on the surface of the prosthetic components of a joint implant would then 

allow a drastic improvement of their actual mechanical and wear performance. 
 
Keywords: Pulsed Plasma Deposition; Zirconia-Toughened-Alumina; Ceramic Coatings; 

Physical Vapour Deposition. 
 
 

1. Introduction 

Protective hard coatings are appealing for several technological applications like solar cells, organic 
electronics, fuel cells, cutting tools and even for orthopaedic implants and prosthetic devices. At present 
for what concerns the application to prosthetic components, the coating of the surface of the metallic part 
with low-friction and low-wear materials has been proposed [1, 2]. 

 Parallelly, concerning the use of ceramic materials in joint arthroplasty, the zirconia-toughned-
alumina (ZTA) ceramic material has been reported to show high strength, fracture toughness, elasticity, 
hardness, and wear resistance [3, 4]. The main goal of this study was to directly deposit ZTA coating by 
using a novel sputter-based electron deposition technique, namely Pulsed Plasma Deposition (PPD) [5]. 



 The realized coatings have been preliminary characterized from the point of view of morphology, 
wettability, adhesion and friction coefficients. 

 

 

2. Materials and Methods 

Zirconia-toughned-alumina coatings were deposited by PPD technique, which is able to maintain the 
stoichiometry of the starting target. In this case we started from a cylindrical ZTA target (30 mm diameter 
x 5 mm thickness, 75% alumina / 25% zirconia) and followed the procedure described by Bianchi et al 
[5]. 

 The morphology, micro-structure and chemistry of deposited coatings were characterized by 
Scanning Electron Microscopy (SEM) equipped with Energy Dispersive X-ray Spectrosopy (EDS) and 
Atomic Force Microcscope (AFM). 

Coating-substrate interface quality were investigated by microscratch tests. The degree of wetting was 
estimated by measuring the contact angle between a drop of 1 ml of ultrapure water and the surface of the 
sample. 

 Preliminary ball-on-disk tribological tests were carried out in air and deionized water coupling ZTA-
coated stainless steel ball (AISI 420, 3 mm radius) against medical grade UHMWPE to evaluate the 
friction of the proposed coupling. 

 

 

3. Results and discussion 

Deposited  ZTA  films  exhibited a  smooth  nanostructured surface. Coatings up to several microns thick 
have been deposited by PPD (Fig. 1).  

 



Figure 1. SEM image of the coating (left) and of a cross section of a thick ZTA film in a user-produced crack (right). 

 

 Mechanical  tests  showed  a well-adherent films were deposited. In particular, the good interface 
adhesion was assessed by scratch tests, reporting at about 0.8 N the first formation of cracking in the 
coating during testing. 

 The contact angles revealed an hydrophobic behaviour of the coating (average contact angle 116° ± 
2°), probably due to the nano-roughness of the coating itself. 

 

Figure 2. Contact angle test on ZTA coating. 

 



 Preliminary  tribological  tests carried out in deionized water after up to 10000 m tracks showed 
good average friction coefficient ranging from 0.12 to 0.15 (figure 3). 

 

Figure 3. Friction coefficient in a tribological testing example with deionized water. 

 

4. Conclusion 

We have presented the preliminary results of a novel approach aiming to the drastically improve the 
performance of prosthetic couplings by introducing hard ceramic coating. The results showed suggested 
the feasibility of pursuing this approach of realizing ZTA coatings by means of PPD technique. 

 Further analyese on mechanical properties, nanoroughness and tribology should be performed. Well-
adherent ZTA films deposited directly on the surface of prosthetic components of a joint implant would 
then allow a drastic improvement of the actual prosthetic behaviour. 
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In cardiac tissue engineering, the use of bioreactors is fundamental for applying controlled 
mechanical stimuli on the cells and recreate a physiological environment for cardiomyocytes 
cultures. This work is focused on an innovative Sensorized Squeeze PRessure (S2PR) bioreactor, 
able to apply a periodic contactless hydrodynamic pressures on 3D porous constructs. The fluid-
dynamic environment inside the bioreactor was fully characterized using computational models, 
focusing on the pressures and fluid velocity profiles generated in the porous scaffold during the 
cyclic stimulation. 
 
Keywords: CFD models, bioreactor, 3D porous cryogel, cardiac tissue engineering. 
 

 
1. Introduction 
Culture conditions are an important aspect of engineering myocardial tissue. In fact, the heart is a 
dynamic organ subjected to several physiological stimuli (e.g. mechanical stretch, electrical stimulation, 
pressure, perfusion) that impact on the tissue‚Äôs growth and function.   
In cardiac tissue engineering, several studies demonstrated the role of mechanical forces and fluid 
movement on the organization and function of cardiomyocytes. In particular, fluid movement can 
increase the oxygen and nutrient transport, whereas mechanical forces can activate mechanotrasduction 
pathways and induce cell alignment and cytoskeleton re-organization. In this work, we present 
Computational Fluid-Dynamical (CFD) models of the Sensorized Squeeze PRessure bioreactor (S2PR), 
used for studying the effect of hydrodynamic stimuli on neonatal cardiomyocytes seeded in porous 3D 
constructs. This bioreactor has already been tested on different cell cultures (i.e. chondrocytes, 
cardiomyocytes), demostrating the ability of the squeeze stimulus to induce changes in the ECM 
synthesis and cytoscheletal organization of cells. 
The fluid dynamic environment created around and inside the porous scaffold was fully characterized 
using 2D axial symmetric macro-scaled models of S2PR bioreactor. Then, the fluid dynamics predicted by 
the 2D models was applied to 3D micro-scaled sub-models of gelatin porous cryogels, in order to 
evaluate the fluid-induced forces in the porous construct during stimulation in the S2PR bioreactor. 
 
2. MATERIAL AND METHODS 
2.1 S2PR Bioreactor 
The S2PR bioreactor is an innovative stimulation chamber which imposes a cyclic, hydrodynamic and 
contactless overpressure on cell cultures, using a simple vertical piston movement. The entity of the 
stimulus mainly depends on the piston velocity and the distance between the two approaching surfaces, 



called meatus. In addition, during the cyclic piston movement, culture media flows through the cell-
seeded construct enhancing the diffusion of oxygen and nutrients. To precisely apply the desired stimulus 
on a cell culture, the S2PR is provided with a force and a position sensor, assuring high precision and 
control of the piston movement, with a resolution of 5 µm.  
The S2PR is a highly automated system with a dedicated GUI from which the user can set all the 
stimulation parameters such as the maximum value of the hydrodynamic pressure applied, the frequency 
of the stimulus and the duration of the experiment. 
 
2.2 Gelatin Cryogel 
Porous gelatin cryogels were fabricated using the freeze-dry method from gelatin 5% w/v chemically 
crosslinked with glutaradheyde (GTA) 100 mM, as previously reported. Gelatin cryogels have a porosity 
of 90%, a permeability of 13*10-12 m2 and an elastic modulus of around 12 kPa. 
 
2.3 Computational Model 
Computational models were implemented using the commercial software Comsol Multiphysics in order 
to characterize the local fluid dynamics applied on the scaffold with the S2PR bioreactor, using the same 
conditions defined in De Maria et al. (2011) and Giusti et al. (2013). At first, time-dependent 2D models 
of the transverse section of the bioreactor chamber were implemented, assuming an axial symmetric 
geometry in the system.  
Navier-Stokes equations for incompressible fluid were used for the fluid flow in the bioreactor chamber, 
whereas Brinkman equations are applied for the flow in the porous scaffold. The velocity profile, 
evaluated by the laminar flow mode, is considered as a boundary condition of the Brinkman module, 
whereas the arbitrary Lagrangian-Eulerian (ALE) method is used to model the piston movement to apply 
the moving mesh mode to specify stationary or transient deformation of the simulation domain. 
Then, two time-dependent 3D models are built idealizing the geometry of a 10 degrees section of the 
cylindrical scaffold fluid domain. Starting from the porosity and permeability values of these scaffold, 
previously defined, we estimated the average fiber dimension of 50 µm and the average pore diameter of 
150 µm. 
The first model (3D-T1) represents the culture of cardiomyocytes in static conditions, whereas the second 
one (3D-T2) is referred to a the dynamic conditions applied by the bioreactor. Starting from the 2D sub-
models, we exported the pressure and velocity profiles of the fluid around the porous scaffold in order to 
apply these conditions to the 3D models. The surface density of cardiomyocytes ρsup was set at 30000 
cells/cm2. 
Moreover, the oxygen consumption was implemented as an outflow (R(c1)) from the solid-fluid interface, 
following the Michaelis Menten kinetics. 
 
3. RESULTS 
2D sub-models were used to analyse the flow conditions around the scaffold, evaluating the pressure and 
flow velocity at specific time-points. Figure 1 shows the changes in direction and intensity of the fluid 
velocity in the bioreactor chamber according to the piston movement. In fact, the fluid goes out from the 
meatus when the piston moves down, reaching the highest velocity when it is at the lowest position (time 
1, Fig. 1 on the left), whereas the culture medium flows slowly into the meatus from the lateral sides of 
the chamber when the piston recedes from the scaffold (time 2, Fig. 1 on the right). 
 
 



       

 
Fig. 1  Two velocity profiles at different time-points of the cyclic piston movement: when the piston is in 
the lowest (blue circle and profile on the left) and in the highest (red circle and profile on the centre) 
position with respect to the base of the bioreactor. 
 
 
The fluid pressure on the upper face of the scaffold presents a parabolic profile, with the maximum value 
at time 1 of about 341 Pa. Results showed that the pressure values and distribution also change as a 
function of the time.  
In figure 2 we can see the ideally reconstructed geometry of the scaffold inside the chamber, according to 
the real value of porosity (90%), pore diameter (150*10-3 mm) and permeability (13*10-12 m2).  
 
 



 
Fig. 2  Oxygen concentration distribution in the scaffold after 200 seconds of simulation in static (on the 
left) and dynamic conditions (on the right). 
 
4. Conclusion 
Results from 2D axial symmetric models highlighed the importance of charactering time-dependent 
movement of the piston in the presence of porous cryogels, even considering just the macro-properties of 
the scaffold (permeability and porosity). Moreover, pressure and velocity profiles around to the scaffold 
are in accordance with our stationary models and pressure measurements reported in De Maria et al. 
(2011). As previously outlined, these results are used as boundary conditions for 3D scaffold micro-scale 
sub-models, in order to evaluate the oxygen concentration distribution inside the scaffold, which is 
directly linked to the oxygen consumption of the cells seeded in the construct. A model in static condition 



is developed to confirm that the hydrodynamical stimuli permit a better transport in the external part of 
the structure (Fig. 2). The micro-scaled models are developed as a simplified geometry of the actual 
scaffold, from 3D reconstructions of the sample. Moreover, the fluid-dynamic environment created in the 
3D scaffolds by the S2PR bioreactor improves oxygen transport without damaging the cells only where 
the porous structure is perfused by an adequate flow of culture medium (Fig. 3). 
 

 
Fig. 3  Velocity field inside the scaffold, underlining the part where the fluid is in motion (v>0.01 mm/s). 
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The anomalous flux of a viscous fluid across a porous media with power-law scaling of the 
geometrical features of the pores is dealt with in the paper. It has been shown that, assuming a 
linear force-flux relation for the motion in the porous solid, then a generalized version of the 
Darcy equation has been obtained with the aid of Riemann-Liouville fractional derivative. The 
order of the derivative is related to the scaling property of the considered media yielding an 
appropriate physical picture of the use fractional-order Darcy equation recently used in scientific 
literature.  
Keywords: Anomalous diffusion; Fractional derivative; Hausdorff dimension; Transport 
equations. 

 
1. Introduction 
Mass diffusion across porous medua is usually dealt with by means of linear force-flux relations that 
relating the mass transfer rate to the gradient of pressure. However modern applications in coupled multi-
field problems encountered in recent problems of biological mechanics require, however, the introduction 
of more complete operators to account for scale as well as of non-uniform geometrical features of the 
considered domain. In this regard the use of fractional-order differential calculus proved to be one of the 
most powerful 
method to handle physical complexity (1). In the paper it will be assumed that the flow occurs in a self-
similar porous volume with prescribed fractal dimension d and it will be shown that in presence of flow 
of a viscous 
fluid in the Poiseuille laminar regime, the flux of the initially contained fluid is related to the pressure 
gradient fluctuations by means of a Riemann-Liouville fractional-order derivative. The differentiation-
order is related to the fractal dimension of the porous volume yielding a direct connections among fractals 
and fractional differential operators.  
 
2. Materials and methods 
Let us assume that the flux of a Newtonian fluid occurs in a fractal-like three-dimensional porous media 
with anomalous dimension of the cross sectional area [AF] = Ld where 1 ≤ d ≤ 2 is the Hausdorff 
dimension of the fractal set (2). The overall volume of the porous solid is assumed as a subset of the 3d 
Euclidean volume VE that is 𝑉𝐹   ⊆ 𝑉𝐸 with dimension [VF] = L1+d. If, instead, the usual Euclidean 
measure is used, then the cross-section area measure AF = 0 and the volume measure VF = 0. Let us 
assume that a coordinate system {O;x1;x2;x3} is attached to the Euclidean volume surrounding VF and 
let us define l and h, respectively, the Euclidean length of the solid and the Euclidean measure of a 



characteristic dimension of the generator. Under these circumstances the cross-sectional area and the 
volume measure of the medium reads, 
respectively, 𝐴!   ∝   ℎ! and 𝑉!   ∝   ℎ!𝑙 with an appropriate proportionality coefficient that depends on the 
shape of the cross-sectional area. Let us assume that the velocity field of the moving fluid across the 
material pores is vT (x1;x2;x3) = [0;0;v(X; t)] where xT = [x1;x2;x3] is the coordinate vector. The gravity 
is neglected for the considered motion and the driving force of the moving fluid is the pressure gradient 
Δp(t) that is maintained in range with values of the Reynolds number Re = vδ/ν where δ is the hydraulic 
diameter and ν is the kinematic viscosity (νµ/ρ), lower than the value corresponding to the transition 
regime for the assumed fluid motion. We assume that the fluid motion occurs in a self-similar fractal set 

with cross-sectional area 𝐴!
(!) given as 𝐴!

(!) = 𝜉!
!
!!!

!
𝑏!! where 𝜉!   is a shape factor that depends on 

the shape of the self-similar object, 𝑏!! is the number of pre-fractal at resolution k, 𝑎!! is the scale 
resolution factor of the kth pre-fractal that is the division factor of the kth lenght to yield an object self 
similar to the parent set and a, b, fk and gk depend on the fractal construction rule; for instance, the 
Sierpinski Triangle yields a = 3, b = 2, fk = k and gk = 3k. 
As we assume a self-similar fractal set, without any non-linear transformations among different scales, 
the geometric dependent exponents fk and gk may be defined as appropriate linear functions of the 
resolution level k , as fk=rk ; gk=sk where  𝑟, 𝑠 ∈ ℕ − 0  are the resolution factors. The lack of the 
geometric invariance of the Euclidean metric yields that the outgoing flux across the different channels of 
the porous medium is not uniform at any resolution scale. This consideration yield that the overall 
outgoing flux is provided by the algebraic contribution of the outgoing fluxes at x3=l from the channels 
with cross-sections represented by the material pores as: 
 
𝑞 𝑡 = 𝑞! 𝑡 = 𝐴!

! 𝑣!(𝑡)  ∞
!!!   ∞

!!!         (1) 
 
where 𝑣!(𝑙, 𝑡) is the mean velocity field at cross-section x3 = l 
Under the assumption of small Reynolds number and the purely viscous linear fluid flow we assume a 
linear relation among the mean velocity field and the pressure gradient as from the Hagen-Poiseuille law: 
 

𝑣! =
!!Δ!!!

!"
= !!!!Δ!

!"
!
!!"

!
        (2) 

 
 
where αs is an appropriate coefficient depending upon the shape of the channel cross-section and R is the 
scale-dependent hydraulic radius of the fluid channel. The hydraulic radius may be always expressed as 
proportional to the characteristic dimensions (base, height) of the cross-section by a proper radius factor 
αr as in latter eq. (2) 𝑅   = ! !!

!!"
 

In the following we will restrict our attention to the volume of fluid that leaves the porous solid at the 
time instant t, namely qE(t). Neglecting inertia forces, the outgoing time in which the fluid columns at 
scale k reaches the right side at x3 = l may be evaluated as 𝑡! =

!
!!

= !!!

!!!!!!!!
𝑎!!" after straightforward 

manipulations, the effective volume of fluid 
abandoning the solid reads 
 



𝑞 𝑡 = 𝑞! 𝑡 𝑡! − 𝑡 ! =  ∞
!!!

!!!!!!Δ!!!
!"

!!

!!!

!
  ∞

!!! 𝑡! − 𝑡 !    (3) 
 
 
where ∙ !  is a zero-order singularity function. The expression of the outgoing flux may be continualized 
for every time t in the control volume as 
 

𝑞! 𝑡 = 𝑓 𝑥 =
0, 0 < 𝑡 ≤ 𝑡!

∝ !!
!

!!!
𝑡!! , 𝑡 ≥ 𝑡!

        (4) 

 
 
that is depicted in fig. 1 for the Sierpinsky triangle porous solid. The exponent of the power law is related 
to the fractal dimension of the set as  
 
𝛽 = !!!

!
            (5) 

 
3. Results 
The experimental data showed in previous section allow for a fractional order generalization of the 
transport equation. Indeed, assuming a continualized counterpart for fk=rε and gk = sε where r and s are 
real order resolution factors, the outgoing flux reads: 
 

𝑞!(𝑥!, 𝑡) ∝
!"
!!!

!!!
         (6) 

 
that, upon a proper linearization of the pressure gradient term as a perturbation of the pressure field  
𝑝 𝑥!, 𝑡 = 𝑝! 𝑥!, 𝑡 + 𝑝(𝑥!, 𝑡) where 𝑝 is the pressure perturbation, it reads 
 

𝑞!(𝑥!, 𝑡) ∝
!!!
!!!

!!
𝐷!
! + !!

!!!
(t)        (7) 

 
that represents a linear type force-flux relation across a porous fractal media in terms of Riemann-
Liouville fractional derivative (3;4). 
 



 
 
 
4. Conclusions 
In the present study it has been shown that the mechanics involved in the outgoing flux of a viscous fluid 
in a laminar regime across a fractal porous media is capable to describe the state curdling described in 
previous papers 5. Fractional-order operators have been obtained under three main assumptions: i) the 
existence of a continualized scale parameter e to describe the self-similar fractal pores of the media; ii) a 
proper linearization of the non-linear force-flux relation around an initial value of the pressure gradient 
and iii) the local form of the force-flux relation obtained as the length of the control volume tends to zero. 
As far as these three assumptions have been introduced in the model, a fractional-order generalization of 
laminar transport equation is obtained in terms of the Riemann-Liouville fractional-order operators with 
differentiation order related to the fractal dimension of the porous set.  
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Plastic deformation and wear of the ultra-high molecular weight polyethylene (UHMWPE) insert 
have been pointed out as major issues relating to the long-term stability of an orthopaedic 
implant. Several solutions have been proposed to overcome this issue, including also to metal-
on-metal and ceramic-on-ceramic couplings. Our hypothesis was that a hard ceramic thin film 
realized on the plastic component (i.e. UHMWPE) could improve the friction and wear 
performance in a prosthetic coupling. The main goal of the presented study was therefore to 
characterize this ceramic-coated plastic component from the point of view of structure and 
mechanical performance. The thin films were specifically realized by means of the novel Pulsed 
Plasma Deposition (PPD) technique. 
 
Keywords: Pulsed Plasma Deposition; zirconia; UHMWPE; nanoindentation, wear. 

 
 
 
1.   Introduction 
When a traumatic or degenerative disease leads a healthy joint to develop osteoarthritis (OA), total joint 
prosthesis is frequently necessary. At present, the main reason for prosthesis failure is related to the 
UHMWPE wear debris that leads to osteolysis and aseptic loosening of the implant itself .1, 2 Different 
solutions have been proposed to overcome this issue, including also to metal-on-metal and ceramic-on-
ceramic couplings. Our hypothesis was that a hard ceramic thin film realized on the plastic component 
(i.e. UHMWPE) could improve the friction and wear performance in a prosthetic coupling. The main goal 
of the presented study was therefore to characterize this ceramic-coated plastic component from the point 
of view of structure and mechanical performance. The thin films were specifically realized by means of 
the novel Pulsed Plasma Deposition (PPD) technique.3 PPD exploits the ablation of the target material by 
a highly energetic (up to 25 kV) pulsed (1-100 Hz) electron beam, in order to obtain a dense hot plasma 
plume that is directed towards the defined substrate, preserving the target stoichiometry.4 The high energy 
involved in the generation of the plasma plume and the pulsed nature of the electron beam, are 
responsible for the strong adhesion, high fidelity in the transfer of the target chemical composition and for 
good mechanical properties of the coatings, even at room temperature and without post-deposition 



treatments.5 The above-mentioned features, together with the high electrical efficiency (up to 30%), the 
ability of ablating transparent or highly reflective  materials and lower scaling-up costs, when compared 
for example to the conceptually-similar Pulsed Laser Deposition technique, are envisaged to open the way 
for the development of functional coatings on heat-sensitive materials like plastics useful in several 
technological fields.6 
 
2.   Materials and Methods  
3%Yttria-stabilized zirconia films were deposited by PPD technique on medical-grade UHMWPE 
substrates. The morphology and micro-structure were characterized by Scanning Electron Microscopy 
(SEM) equipped with Energy Dispersive X-ray Spectroscopy (EDS), X-ray diffraction (XRD) and X-ray 
Photoelectron Spectroscopy (XPS). Mechanical properties were investigated by nanoindentation and 
scratch tests. Ball-on-disk tribological tests were carried out in air, deionized water and physiological 
solution against alumina balls (6 mm diameter, grade 200) used as counterpart to evaluate the friction of 
the proposed approach and the corresponding worn track were analyzed by SEM-EDS. Starting from the 
aforementioned working hypothesis, the main goal of this study was to perform an extended investigation 
concerning the tribo-mechanical behavior of zirconia thin films deposited on UHMWPE substrate 
comparing the obtained results - i.e. strength to plastic deformation, creep behavior and wear - with the 
properties of pristine UHMWPE.  
 
3.   Results 
Deposited zirconia films up to several micron thickness exhibited a fully cubic structure and a smooth 
nanostructured surface (Fig. 1). 

 
Figure 1. SEM image of the cross section of a thick YSZ film deposited on UHMWPE. 

 
Nanoindentation tests revealed good high hardness and Young’s modulus values (17 GPa and 154 GPa 
respectively, Fig. 2), while critical fracture tests revealed no radial cracks, spalling or pile-up phenomena 
were observable. The very strong interface adhesion was also assessed by scratch tests (with initial 
delamination at about 2 N load). 
 



 
 

Figure 2. Nanoindentation curve reporting hardness and elastic modulus of YSZ film deposited on UHMWPE. 
An indentation depth reduction of about 330% was registered when the UHMWPE substrate was covered 
by a ceramic film as thin as 1.5 micron. Further, the material yielding under an applied constant load 
(creep) was larger for UHMWPE compared to coated UHMWPE, whose total creep being only the 19% 
of the total creep of UHMWPE, respectively. Finally, preliminary tribological tests carried out in air 
against an alumina ball counterpart showed wear rate as low as 3.2*10-6mm3N-1m-1 after 500.000 
cycles, showing an average friction coefficient evaluated on unpolished materials ranging from 0.15 to 
0.3 in air. 
 
 
4.   Conclusions 
The proposed approach was able to directly coat the plastic insert of a commercial implant joint with hard 
ceramic materials, thus providing specific additional mechanical and superficial properties, while 
preserving the well-established mechanical properties of UHMWPE. The results of this study showed an 
alternative and promising approach to improve UHMWPE mechanical properties in arthroplasty.  
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In this study, comparative evaluation of the mechanical properties of resorbable and titanium 
miniplates, which are used for the fixation of the mandibular condyle fractures, was carried out 
using finite element analysis (FEA). To do so, first two dimensional computed tomography 
images of mandibles recorded from ten adult patients were converted into three-dimensional 
solid body models. Then these models were transferred to the finite element software. In the 
finite element stage of the study, a condyle fracture was created onto the mandible and double-
titanium and double-resorbable miniplates were separately fixed to the mandible surface such 
that the fractured sites to be firmly attached. Stress distribution over the plates and 
interfragmentary displacements between adjacent surfaces, which stem from the clenching force 
applying to the mandible, were calculated using FEA. It was observed from the results that 
maximum tensile stresses occurred in the titanium miniplates were significantly higher than 
those obtained from resorbable miniplates (p<0.01). Higher maximum displacements between 
fractured surfaces were observed in the case of resorbable plate systems (p<0.01). Maximum 
stress and displacement values obtained from both titanium and resorbable plate systems were 
under clinically acceptable limits. According to results, resorbable plates showed a similar 
reliability with titanium miniplates in terms of withstanding various stress and strain 
deformations.    
 
Keywords: Mandibular condyle fracture; titanium miniplate; resorbable miniplate; finite element 
analysis. 

 

1. Introduction 

The condylar process is one of the most frequently fractured regions after traumatic injuries involving the 
mandible and its treatment is technically challenging.1 There are two main treatment methods as 
conventional intermaxillary fixation and rigid internal fixation by surgical approach. Rigid internal 
fixation, which is providing functional stability during healing process, is now accepted as routine 
procedure for surgical management of mandible fractures.2 It is well known that ideal reduction is the 
main point of the healing process and the ideal rigid fixation hardware must provide strong and rigid 
reduction.3  



There are many different types of rigid fixation hardware systems used for mandibular condyle 
fractures and each of these systems has the specific pros and cons.4 Titanium miniplates and screws have 
been widely used for rigid fixation of the mandibular condyle fractures5. The main drawback of these 
metallic fixations is to require a second surgery to be removed from the body. The development of 
resorbable materials has proposed an effective remedy for this problem. However, the reliability of the 
resorbable materials in fixation of different jaw sites after fractures remains controversial.6 The miniplates 
used for fixation of the mandibular fractures must i) withstand various stress and strain deformations due 
to tensile forces, ii) have to be malleable for easy adaptation to bone surface and, iii) have minimal 
dimensions to be covered by mucosa. 

In this study, biomechanical properties of miniplates used for mandibular condylar neck fractures, 
fabricated from resorbable and titanium materials, were comparatively evaluated by using finite element 
analysis (FEA). 

 

2. Materials and Method 

2.1 Data Collection and Study Design 

Computed tomography images of mandibles from ten adult patients, which were recorded previously for 
different reasons rather than a pathology effecting ramus and condyle, with an axial thickness of 0.5 mm 
were used for the construction of three dimensional (3D) mandible models. In order to observe the effect 
of topographic features of mandible on biomechanical behaviors, 10 different 3D models were used to 
obtain statistical results. Initially, mandibles were isolated from whole CT data and 3D computer models 
were reconstructed. The cortical layer was designed all around the mandibles in 1 mm thickness. Then, 
diagonal fracture lines starting from mandibular notch and reaching to the posterior border of the ramus, 
completely separating the condyle and the vertical ramus, were simulated (Fig. 1). The fracture line 
designed completely dislocated and boundary conditions were not implemented between fracture parts. 
Two four-hole isotropic and homogenous miniplates, which are made of titanium and resorbable 
(copolymer of L-lactide (17%), D-lactide (78.5%), and TMC monomers (4.5%)) materials with 1 mm 
thickness, were designed. Double-titanium and double-resorbable miniplates were separately placed onto 
the appropriate positions between the fractured parts in 3D construction software (Fig. 1). Four isotropic 
and homogenous miniscrews, with 1.55 mm in diameter, were also designed and placed into the bone 
passing through the miniplate’s screw holes. It was considered that the fixation of the screws to the bone 
is rigid and the functional forces were transferred from bone to the miniplate via screws completely. 
Anisotropic properties of mandible were negligible. 

 



 

  
(a) (b) 

Fig.1 A typical representation of a mandible with miniplates which are used as fixators for healing of the mandibular condyle 
fracture. 

(a) General perspective view, (b) zoom-in view. 

 

2.2 Finite Element Analysis 

Since the spongious layer of bone does not provide meaningful stiffness and nearly all strength of the 
bone is compensated by the cortical layer, all mandibles were modeled as a shell, which consist of cortical 
bone layer with 1 mm thickness. Double miniplate system, which has been well accepted as standard 
procedure in maxillofacial surgery,5 were applied to fix the simulated mandibular condylar fracture.  
Hereafter the miniplates, which were placed on the superior and inferior condyle neck, are referred to as 
Plate I and Plate II, respectively (Fig 1). All plates were assumed to have linearly elastic - isotropic 
behavior and their mechanical properties can be described by the Young’s modulus and Poisson’s ratio. 
The mechanical properties of the cortical bone, titanium and resorbable miniplates were given in 
Appendix A. 

Global edge length of 0.75 mm and quadratic tetrahedral element type were assigned for the miniplate 
and screw meshing. For the cortical meshing, 1.5 mm global edge length and 3-node triangular shell 
element type were chosen. All ten models had 46560 elements and 28959 nodes in average, thereby 
enabling the model has a high accuracy. 

Each screw was determined to be bounded (no slip and clearance) with miniplates and cortical bone, 
which enables miniplates to be fixed firmly to the cortical bone. The bone surfaces between fracture lines 
were considered to be frictional. 

A clenching force of 62.8 N, which is vertical to the occlusal plane of molar region at the same site of 
fracture line, were applied for the simulation of the unilateral molar clenching forces and different pairs of 
parallel vectors were preferred for the realistic simulation of clenching movements.7 The condylar heads 
were constrained to all translation movement and only allowed for rotational movement. For all cases, the 
load and analysis were assumed static.  

Plate I 

Plate II 

Fracture 
line 



 

3. Results 

Von-Misses stress distribution and interfragmentary displacements were comparatively evaluated 
according to the results obtained from FEA. 

Maximum stresses over the miniplates and maximum displacements between the fracture surfaces for 
each mandible were given in Table 1. Maximum stress values observed in the titanium miniplates are 
higher than those in the resorbable miniplates for all cases. Also, maximum displacement values occurred 
in the resorbable plate system are higher than those in the titanium plate system for all cases. To observe 
whether the stress and displacement differences observed between titanium and resorbable plate systems 
are statistical significant, one way ANOVA was employed. The differences were evaluated at a level of 
significance of 0.01.  

Table 1. Maximum stress and displacement values obtained from double-titanium and double-resorbable miniplate systems.  

 Maximum stress value in the plates (MPa) Maximum displacement between fractured 
surfaces (µm) 

Number of 
mandible model 

Titanium 

plate I 

Titanium 

plate II 

Resorbable 

plate I 

Resorbable 

plate II 

Titanium 

plate system 

Resorbable 

plate system 

Model 1 37 20 8 5 0.046 0.458 

Model 2 36 30 11 7 0.398 1.750 

Model 3 33 33 6 6 0.545 1.690 

Model 4 33 38 7 8 0.528 1.440 

Model 5 42 14 12 6 0.541 2.150 

Model 6 33 44 2,8 10 0.600 3.040 

Model 7 45 45 9 10 0.762 3.870 

Model 8 28 13 7 2,3 0.333 0.973 

Model 9 40 20 11 6 2.700 5.880 

Model 10 38 55 4 26 0.226 3.650 

 

It was observed that the maximum stress and displacement differences between titanium and 
resorbable plate systems were statistically significant (Fig 2). Averages of maximum stresses were 
calculated as 36.5 MPa and 8.63 MPa for titanium and resorbable fixators, respectively (Fig. 2a). 
Averages of maximum displacements were calculated as 0.66 �m and 2.49 �m for titanium and 
resorbable materials, respectively. 
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Fig. 2. Average (± standard deviation) values of (a) maximum stresses over titanium and resorbable plates and (b) displacements 
between fractured surfaces for all ten cases. *p<0.01 

 

4. Discussion 

Mandibular condyle fractures are one of the most common fracture types of the maxillofacial region8 and 
the ideal treatment protocol for condylar fractures are still controversial. The conventional method, i.e. 
the intermaxillary fixation and functional treatment combination, is still used.9 On the other hand, rigid 
fixation by open reduction has become popular thanks to the developments in the field of osteosynthesis 
technologies.10 

Intermaxillary fixation is not a comfortable choice and has side effects mostly on periodontal tissues. 
Also it causes function loss during healing period. By the open reduction, patients can return to function 
earlier than intermaxillary fixation significantly.11 Otherwise, need to surgical approach and, in some 
cases, second surgery to remove fixation hardware are the basic disadvantages of open reduction. 

The utilization of resorbable osteosynthesis systems is useful for the elimination of second surgery to 
remove rigid fixation hardware, but we are not still sure the mechanical qualifications of this kind of 
resorbable rigid fixation materials.12 In addition, resorbable rigid fixation hardware is more expensive 
than the non-resorbables and they are also thicker to compensate the mechanical inability. 

The utilization of double 4-hole titanium miniplates and 8 miniscrews is the material of choice for the 
rigid fixation of mandibular condyle fractures by open reduction.13 In this research, biomechanical 
properties of resorbable fixation hardware were compared with the conventional titanium miniplates. For 
this aim, maximum Von-Misses stress distribution on the miniplates and displacement between fractured 
surfaces during loading were evaluated. 

Advantages of the two-titanium miniplate placement system for the treatment of mandibular condylar 
fractures by open reduction were experienced in clinical and in in-vitro studies and this method has 
become a standard protocol.5 For this reason, fixation by double 4-hole titanium miniplates were 
considered as control group and compared with fixation by double resorbable 4-hole miniplates in this 
study.  



The mechanical characteristics of resorbable material are directly related to the Young’s modulus and 
the Poison’s ratio. Therefore, to evaluate the material-based differences between titanium and resorbable 
miniplates, all parameters other than Young’s modulus and Poisson’s ratio, which are affecting 
mechanical behavior of fixations, were kept stable. 

Considering the maximum Von-Misses stress results, statistically significant difference was found 
between resorbable and titanium materials. All maximum stresses occurred over both material types 
stayed clearly below the plastic deformation limits of the materials (see Appendix A for the yield stress 
values of materials). Although the titanium is more resistant to the tensile stress than the resorbable 
material, both the titanium and resorbable materials are suitable for rigid fixation of mandibular condyle 
fractures. 

Because of its more flexible characteristics, displacements between fracture lines were found 
significantly higher in resorbable material fixation system than those in the titanium system. On the other 
hand, both displacement values of titanium and resorbable materials were below the acceptable gap 
healing values.14 

 

5. Conclusion 
The actual forces being applied to the condyle have not yet been completely identified and scientists are 
still searching the ideal rigid fixation material to deal with functional forces. Today’s biomaterial 
technology brings us titanium as a biocompatible, mechanically resistant, cheap and reliable material, but 
not as effective as it is expected. Due to the necessity of removal surgery for titanium plate, it can be 
concluded that resorbable miniplates can be a convenient alternative to the titanium material for the rigid 
fixation of mandibular condyle fractures. 
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Appendix A 

 

Model parameters 
Table A.1. Mechanical properties of the cortical bone and miniplates evaluated in this study. 

 Young’s modulus (MPa) Poisson’s ratio Yield Strength (MPa) 

Cortical bone 15000 0.33 - 

Titanium miniplate 115000 0.34 462 

Resorbable miniplate 3150 0.46 72 
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The purpose of this study was to assess age-related changes in mechanical properties of hernia 
meshes Surgimech (SM), Tecnomesh (TM) and Surgipro (SP). Tensile test was applied to  mesh 
specimens cut along the rows of loops(T direction) and parallel to the column of loops (L 
direction). From the stress - stretch ratio curves the secant modulus at 5% strain, maximum stress 

and maximum stretch were determined.  
 The results indicated an increase in elasticity of TM in both directions and of SM in 
longitudinal direction. Elasticity of SP was not altered significantly after 4 years. The ultimate 
stress and stretch  of  meshes remain practically unchanged.  
 Age-dependent variations in elasticity of polypropylene meshes were compared with the 
elasticity of human abdominal fascia. The elastic properties of hernia meshes in L direction 
approaches the elastic properties of the fascia in direction parallel to fibers  for 45-64 years old 
patients.  In T direction the value of secant modulus for all meshes exceeds considerably the 
physiological elasticity of investigated fascia. SP samples cut in T direction approach elastic 
properties of fascia in L direction for 65-80 years old donors. The results suggested a necessity 
of further improvement of mechanical properties of these meshes. 
 
Keywords: hernia meshes; mechanical compatibility; age-related changes. 

1. Introduction 

The decrease of number of re-operations is real challenge for health care system. One of the problems 
which influences the outcome of operations is age-related variability of mechanical properties of hernia 
meshes. The effects of age on the mechanical properties of hernia meshes depend on their structure, pore 
size, type of used material, filament diameter, coatings of the surface or number of layers.1 The long-term 
mechanical properties of  polypropylene hernia meshes were evaluated from many authors in animal 
models. 2,3,4   Dora reported about variations in polypropylene (PP) mesh SPARC explanted after two, six 
and 12 weeks post implantation and the changes of tensile strength, stiffness, shrinkage and distortion 
were evaluated. It was observed that the stiffness of polypropylene mesh increased from its baseline 
values.3 

Ferrando et al. evaluate the post implantation changes in biomechanical response of Marlex placed in 
the abdominal wall of rats for 30 days.2 He reported that no difference in stiffness of the samples before 
and after implantation was found.Cobb et al. performed textile analysis of three of polypropylene  meshes 
-  Marlex, Prolene Soft and Ultrapro in porcine model. He assessed their stiffness pre-implantation and 
five months post-implantation  and reported that only one mesh – Ultrapro exhibited significant reduction 



of its stiffness.4 The big diversity of the reported results after using animal models imposed necessity of 
evaluation of the age-related changes in hernia meshes according to mechanical properties of human 
tissue. The aim of the study is to quantify the long-term changes in mechanical properties of three 
commercially available hernia meshes and to access their mechanical compatibility with human 
abdominal fascia. 

 

2. Materials and Methods 

Polypropylene knitted reinforcement monofilament hernia mesh Surgimech (Aspi Medical, France), 
Tecnomesh (TecnoMedic GmbH, Germany) and Surgipro (USSC,USA)  were investigated. The mesh 
specimens (10x70mm) were cut in two perpendicular directions - along the rows of loops (T - transversal 
direction) and parallel to the column of loops (L - longitudinal direction). Ten samples before and ten 
samples up to four years after expiration date (ED) were used in tensile tests. Uniaxial tests were 
performed using a testing machine FU1000/e at 0.13 mm/sec rate of elongation. After mechanical testing 
load and displacement data were converted to stress and strain. From the stress - stretch ratio curves the 
secant modulus at 5% strain - Е(5) , maximum stress Tmax  and maximum stretch λmax were determined.  λmax 
=(L0+ΔL)/L0, where L0 is initial length of sample and ΔL is elongation of sample.  

For the purposes of this study the results from tensile testing of  84 samples of human umbilical and 
inguinal abdominal fascia from 13 donors were used. Experimental protocol was described in Ref. 5. 
Samples were cut parallel to fibers – L direction and perpendicular to fibers- T direction. The average age 
of the subjects was 66.3 years in the range of 45 - 87 years. The specimens were divided into three age 
groups - up to 64   years (group A- 8 samples cut in L direction and 8 samples in T direction), between 
65-80 years ( group B- 14 samples in L and 14 samples in T direction) and between 81-90 years (group C 
– 23 samples in L direction and 17 samples in T direction). Samples of umbilical and inguinal fascia were 
combined because of preliminary results which stated that there are no statistically significant differences 
in the mechanical properties of abdominal fascia according to localization. The median values of secant 
modulus and absolute median deviation for investigated samples were calculated and compared with 
mechanical parameters of hernia meshes. The differences between groups were assessed by paired t test 
and ANOVA. A p-value of less than 0.5 was considered to be statistically significant for all comparisons. 

3. Results 

The values of main mechanical parameters for investigated meshes-maximal stress Tmax, maximum 
stretch λmax and secant modulus of samples are presented in Table 1. The values for λmax exceeds 1.88  for 
all meshes with the exception of the SP samples in T direction where λmax is 1,74. Maximum stress  is 
greater than 8 MPa. Maximal stress and stretch of investigated meshes remain practically unchanged for  
investigated period. The differences between values of Tmax and  λmax before and after expiration date are 
not statistically significant except the value for λmax in T direction  for TM (p=0.027) and  for SM 
(p=0.07).  
 The secant modulus E(5) for SM and TM decreases about 30% in direction parallel to the 
column of loops but along the rows of loops ( transversal direction)  only modulus of TM decreases. The 
value of E(5) for SP and SM remain constant.   

 
Table 1. The values of mechanical parameters for Surgimech, Tecnomesh and Surgipro before and after  expiration date (ED). 



Type of mesh Direction Tmax[MPa] λmax E(5)[MPa] 
SM     

Before ED L 9.56±1.17 1.94±0.057 7,06±1,09 
Before ED T 8.54±0.85 1.95±0.03 7,46±1,34 

1 year after ED L 8,17 ±0,9 2,3±0,11 5,12±0,59 
1year after ED T 8,05±0,16 2,08±0,18 7,44±0,52 

     
TM     

Before ED L 9,83±1.35 2,15±0.07 6,18±0.34 
Before ED T 10,92±1.11 1,86±0.07 12.63±2,53 

3 years after ED L 9,55±2,19 2,04±0,19 4,39±0,37 
3 years after ED T 10,74±1,45 1,99±0,04 6,87±1,61 

     
SP     

Before ED L 8,22±0.98 1,97±0.04 4,36±1.04 
Before ED T 8,17±0.72 1,74±0.03 8,3±0.75 

4 years after ED L 9,07±0,72 2,08±0,17 4,33±0,38 
4 years after ED T 9,79±0,64 1,887±0,02 8,09±0,38 

 
 
The secant modulus Е(5) of fascia samples divided in three age groups is presented in Table 2. 

Modulus Е(5) for group A is more than two times lower than Е(5) for B and C group in bought directions 
(4.94 MPa vs. 8.49 or 8.102 MPa for L direction and 1.11 MPa vs. 3.52 or 2.32 MPa for T direction). The 
statistical analysis was performed and was obtained that there are no statistically significant differences 
between the values of Е(5) for B and C group in longitudinal direction (p=0.61) and in transversal 
direction (p=0.09). 

 
 

Table 2. The values of secant modulus  E(5)  for fascia (Median values ± AMD) 
Direction E(5) for group A* 

[MPa] 
E(5) for group B* 

[MPa] 

E(5) for group C* 

[MPa] 
L 4.94±2.50 8.49±3.42 8.102±3.86 
T 1.11±0.49 3.52±1.76 2.32±1.06 
*Group A - up to 64 years, group B between 65-80 years, group C between 80-90 years, AMD – absolute median deviation 
 
The mechanical compatibility between fascia and hernia meshes was accessed on the basis of their 
elasticity. The trend of elastic modulus for hernia meshes before and  up  to  four years after ED is plotted 
in Fig.1. There is the influence of age on the elasticity of investigated hernia mesh in both directions for 
TM and in longitudinal 
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Fig.1a(left) - Effects of age on elastic properties of SM, TM, SP samples cut in L direction.  Fig.1b(right) - Effects of age on elastic 
properties of SM, TM, SP samples cut in T direction. Trend of E(5) for human abdominal fascia (HAF) is presented with dashed line, 
while trend of E(5) for  meshes with straight line.  
 
direction for SM and SP. TM become more elastic  in both directions, SM become elastic in L direction 
and SP does not change significantly its elasticity. 
       The elastic properties of hernia meshes in L-direction do not  approach the elastic properties of the 
fascia from 65-80 years old donors in the same direction after long-term implantation. They are close to 
elastic properties of the abdominal fascia of group A .   In transversal direction the value of E(5) for all 
investigated meshes exceeds considerably  the physiological elasticity of fascia from all groups. E(5) of 
hernia meshes exceeds values for HAF of group A between 7-12 times and between 2-3 times values for 
samples from group B and C. It should be noted that elastic properties of mesh samples from SM and SP 
cut in T direction are close to elastic properties of fascia samples from group B,C cut in L direction.                                                               

4.Discussion  

It is commonly accepted that for good clinical results the mechanical properties  of biomaterials need to 
match the properties of tissues. This means that the mechanical compatibility of hernia meshes and 
abdominal layers is important condition for success of operation.6,7 Very often implanted meshes remain 
in the abdominal wall for years and during this period they changed their mechanical properties.  The 
necessity of implantation of more physiologically relevant meshes imposed this investigation which 
continue the study presented  in  Ref.8. 

  Usually as a consequence of long-tern implantation of meshes authors reported for reduced 
compliance of abdominal wall and increased stiffness  because of dense unorganized scar plate 
formation.4,9 The encapsulation of PP mesh by connective tissue contributes to stiffness not only of 



abdominal wall but of hernia meshes. The tensile moduli values and their changes with age  showed 
different trend according to brand of mesh. Pascual et al. showed that modulus of elasticity of SP increase 
from about 12 MPa after three months to 20 MPa 6 months of implantation in rabbits. These values are 
much larger than reported values of 4,3-8,3 MPa measured in our study probably because of scar 
formation.10  Cobb et al.  reported for decreased stiffness of Prolene Soft and Ultrapro mesh after five 
months implantation in porcine.4 Ferrando presented results for 6 months implantation of Bard Complex 
mesh, constructed of two layers of PP and one layer of ePTFE in rats. The modulus of elasticity decreased 
from 5.22 to 1.5 MPa for 6 months.11 The increasing trend of  tensile moduli values measured in this 
study and their changes with age were generally consistent with the results reported in Ref. 4. 
        The samples do not change their strength and deformability with age. Actually these results are 
consistent with the investigations of Ref. 10 and 11. Results of Pascual  indicated a greater tensile 
strength for SP after 6 months of implantation but differences were not significant compared with 
previous results after 3 months of implantation.10 Ferrando showed that, tensile strength of Bard Complex 
mesh increased from 0.2 MPa to 0.36 MPa but the values again are not significantly different.11 

       The elastic moduli at L direction for fascia are higher that in T direction reflecting the structure of 
samples. It is known that the elasticity of human abdominal wall is higher in the longitudinal direction 
than in the transverse direction by approximately 2:1 in proportion.5,12 This requirement is met in the 
design of TM and SP but after years their modulus of elasticity decreases or remain constant. The secant 
modulus of TM decreases in both direction, the secant modulus of SM decreases in L direction, while SP 
elasticity remain nearly constant. 
        The study emphasize the differences in material properties between hernia meshes  and human 
abdominal fascia. Although the elasticity of TM increase in both directions, while SM and SP hernia 
meshes become more elastic only in L directions,  their elastic properties are closer to elastic properties of 
the fascia samples only in direction parallel to fibers. The elastic properties of SP  mesh in the L-direction 
approaches the elastic properties of the fascia in the same direction for 45-64 years old patients and elastic 
properties of fascia in T direction for 65-80 years old donors.  In transversal direction the value of E(5) for 
all meshes exceeds considerably the physiological elasticity of fascia from all groups. This difference 
decrease with time only for TM mesh as can see from the results in Fig1.  
       Our results indicated that only SP is  able to mimic the elastic response of the healthy abdominal 
fascia from 65-90 aged donors  after expiration date. The mechanical compatibility of this mesh will be 
improved  if rows of loops of the mesh are implanted parallel to collagen fibers of the tissue.  
        Our study has some limitations. The long-term changes in mechanical properties of hernia meshes 
were not determined for the same period. They should be investigated increasing interval after expiration 
date. Only three commercial meshes was investigated. The textile analysis of other hernia meshes would 
be useful to find those meshes which mechanical pr operties matched the properties of human abdominal 
fascia.  

5.Conclusions 

The results presented in this article are important for evaluating the mesh ability to match abdominal 
elasticity over a length of time. The study revealed mechanical behavior of  hernia meshes SM, TM and 
SP before and after expiration date. The influence of age on elastic properties of SM and TM  is clearly 
demonstrated. The secant modulus of SM decreases in the process of aging in longitudinal direction and  
its elastic properties approach the mechanical properties of the fascia samples from younger group A. The 
secant modulus of TM decrease in longitudinal and transversal  direction. The results suggested that 



further ageing of SM and TM will affect its long-term elasticity. Probably the best mesh of all three is SP 
which mechanical properties are close to properties of fascia samples from all groups. This study adds 
new data for the mechanical properties of PP hernia meshes which can be applied to mathematical models 
of long-term implanted meshes in abdominal wall.  
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Abstract 
Since last decade, nanoindentation tests have been used to evaluate the mechanical performance 
of bone tissue not easily accessible by conventional analyses. However, very few studies are 
present in literature investigating the nanomechanical properties of regenerating bone. In this 
study, we show the nanoindentation analysis of newly formed trabecular bone tissue regenerated 
at 4 and 12 weeks from implantation, by the synergic use of NdFeB magnets and magnetic 
scaffolds in a critical experimental bone defect of the distal femur of rabbits. The effect of two 
different magnetic scaffolds has been investigated, being nucleation of biomimetic phase and 
super magnetic nanoparticle on self-assembling collagen fibrils (MAG-A) and scaffold 
impregnation in ferrofluid solution leaving magnetic nanoparticles entrapped in the construct 
(MAG-B), and compared with NdFeB magnet alone (MAG-C) and nonmagnetic biomimetic 
scaffolds (MAG-D). We assessed the effect of the different magnetization method on bone 
formation by correlating nanoindentation results with the histological and histomorphometrical 
findings. The results of this study evidenced highly organized bone tissue regeneration, mediated 
by collagen fibrils magnetized by magnetic nanoparticles under the effect of permanent magnetic 
field holding.  
Keywords: Bone regeneration; nanoindentation; magnetic scaffolds. 

 
1. Introduction 
Instrumented indentation technique has been recently employed with the purpose of addressing the micro- 
and nanomechanical properties of biological tissues1. Bone is indeed a highly hierarchically-structured 
material: for this reason the investigation of the mechanical properties at the micro- and nano-scale can 
not be achieved by conventional mechanical tests. Nanoindentation measurements allow to estimate bone 
tissue stiffness that, being strongly correlated to the mineralization degree of the collagen fibrils, provide 
a reliable estimation of bone tissue maturity, integrating classical qualitative histological data. Thus, 
during the last decades, several studies have been carried out in order to evaluate the mechanical 
properties of pristine bone by nanoindentation focusing on bone type, embedding medium, humidity, 
presence of osteoporotic, pathological conditions or additional ions. However, literature reports relatively 
few investigations on the mechanical properties of regenerating bone 2. We have previously showed the 
positive effect on bone tissue regeneration exerted by the synergic combination of magnetic scaffolds and 
magnetic forces 3. In this study a analysis at 4 and 12 weeks from implantation of the nanomechanical 
properties (elastic modulus and hardness) of magnetically regenerated bone is reported, providing new 
insights on bone maturity differences induced by the distinct regenerative medicine approaches and on the 
contingent correlations between mechanical properties of different maturity bone tissues. The starting 



hypothesis of the present study is that mechanical properties (i.e. maturity) of native bone represent the 
ultimate goal for the mechanical properties of newly-formed bone. 
 
2. Materials and Methods 
2.1. Specimens preparation 
Four different groups of specimens (MAG-A; MAG-B; MAG-C; MAG-D groups) were obtained from a 
previously in vivo study3, each group consisting of three rabbit condyles. Briefly, the two magnetic 
groups under analysis included two different types of magnetic scaffolds - i.e. apatite/collagen scaffolds 
with magnetic nanoparticles nucleated on the collagen fibers (MAG-A group,4) and apatite/collagen 
scaffolds impregnated with magnetic nanoparticles (MAG-B group,5). MAG-D (control group) consisted 
of not magnetic commercial apatite/collagen scaffolds. All scaffolds were implanted into cylindrical 
defects (4 mm x 4mm) created bilaterally in the lateral condyle of the distal femoral epiphyses of 12 
healthy male rabbits together with a cylindrical titanium-coated NdFeB magnet allocated in a 2 x 12 mm 
defect adjacent to the scaffold (Fig. 1). A set of specimens with the only NdFeB magnet were used as 
control group (MAG- group). At 4 and 12 weeks after surgery, the animals were pharmacologically 
euthanized and the femoral condyles excised; bone segments were fixed in paraformaldehyde, 
dehydrated, embedded in methyl methacrylate resin (PMMA) and polished with fine alumina powder in 
order to provide a flat and smooth surface suitable for nanoindentation analysis.  
 
 

 
Fig. 1 Sketch of implantation site (magnetic scaffold, left; permanent magnet). 
 
2.2.Selection of the regions of interest (ROIs) 
On samples retrieved after 4 weeks from implantation, the nanoindentation analysis was carried out in 
three different regions of interest (ROI). Two ROIs were selected close to the site of scaffold implantation 
to evaluate bone formation, i.e. immature bone (I: newly-formed woven bone) and mature bone (M: 
newly-formed bone showing the onset of lamellae formation). The mechanical properties of bone tissue 
belonging to I and M regions were compared with that of native trabecular bone (N: not regenerated bone 
far from the site of implantation). According to histological analyses M and N- ROIs were present at 12 
weeks. 



2.3. Nanoindentation measurements 
A Nanoindentation Tester, (NHT2, CSM, Switzerland), equipped with a diamond Berkovich tip, was 
employed to assess the contact hardness (Hc) and elastic modulus (Er) of the different regions of interest. 
Hc and Er were calculated according to the Oliver-Parr metod6. All nanoindentation tests were performed 
using a linear loading rate profile, up a maximum load (Pmax) of 10 mN followed by a pause of 100 s to 
limit the creep phenomenon due to the visco-elastic nature of bone tissue. Loading and unloading rate 
were set at 30 mN/nm. (Fig. 2) 
 
 

 
Fig. 2 Typical nanoindentation load depth curve used in this study. 
 
3. Results and Discussion 
The results of present study compare the mechanical properties of different-maturity bone tissues after 4 
and 12 weeks from surgery of two magnetic scaffolds located close to a permanent magnet. At 4 weeks, 
Newly-formed woven bone exhibited lower hardness and elastic modulus than mature and native bone 
(Fig. 3), with MAG-B group exhibiting significantly higher values than MAGA. Mechanical properties of 
newly-formed mature bone were closer to that of native bone of MAGB group than MAG-A group and 
MAG-C. Matching together results from hystomorphometric analyses and nanoindentation studies, it 
could be concludes that MAG-A group provided faster bone regeneration at 4 weeks from implantation, 
but the mechanical properties (bone maturity) of the newly-formed bone were still far from that of the 
native bone (ultimate goal). On the contrary, MAG-B group provided lower amount of regenerated bone, 
but the latter exhibited mechanical properties significantly closer or even similar to that of native bone, 
thus indicating a higher level of bone maturity provided by group MAG-B compared to MAG-A. On the 
contrary bone samples retrieved at 12 weeks from surgery showed higher bone volume (BV/TV %) and 
smaller gap between the mechanical properties of newly-formed mature and native bone for MAG-A than 
for MAG-B, MAG-C and MAG-D. The reported results showed that :1) the synergic combination 
between magnetic scaffolds and magnetic forces has a positive effect on bone tissue regeneration; : 2) 
nanoindentation tests represent on effective tool to evaluate tissue maturity level on a multiscale easily 
not accessible through conventional analyses. 
 
 



 
Fig. 3 Representative indentation curves for immature, mature and native bone. 
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The objective of this work is to distinguish sEMG signal under fatigue and non fatigue conditions 
by exploring nonlinearity of the process. The signals are acquired from biceps brachii muscle of 50 
healthy adult volunteers. The recorded signals are pre-processed and analyzed using Multi-Scale 
Fractal Dimension (MSFD) technique. Multiple time scales of the signal are obtained by coarse-
graining method and Higuchi fractal dimension is calculated for each subject. Statistical parameters 
such as mean and skewness are calculated from MSFD. Results show that the MSFD values are 
higher in non fatigue condition. Mean and skewness values are able to separate sEMG signal under 
fatigue and non fatigue condition. Percentage difference of mean of skewness is found more than 
100% between fatigue and non fatigue zones. It appears that this method of analysis can be used in 
clinical conditions to identify muscle fatigue noninvasively. 
 
Key words: Biceps brachii; muscle fatigue; surface EMG signal; multiscale, Higuchi fractal 
dimension 
 

 

1. Introduction 

Muscle is one of the important tissues found in human body. There are three types of muscles, skeletal 
muscle, cardiac muscle and smooth muscle. The main function of muscle is to generate force and motion. 
Muscle fatigue is a state in which the capability of the muscle contraction and generation of force is 
decreased.1 Surface Electromyography (sEMG) is a technique to capture cumulative electric signal 
acquired from skeletal muscles non invasively.2 sEMG signal analysis is one of the method to analyze 
muscle fatigue. Fractal Dimension (FD) is a mathematical tool to measure the complexity of  sEMG 
signals4. FD lies between 1 and 2 for one dimensional signal.4 It is a useful method for analyzing the 
nonlinearity and the state of chaotic systems.3 It has been reported that biomedical signals have multi 
scale nature.7.  

In this work, sEMG signals are acquired and FDs are computed in multiple scales. Statistical parameters 
such as mean and skewness are calculated and these are used to analyze the sEMG signal. 

 

2. Methods 

Signals are acquired from 50 healthy subjects having no history of neuromuscular disorder. The sEMG 
signal has been acquired by using Biopac MP36 (24 bit resolution, CMRR 110dB). The sampling 
frequency of the signal is 10 kHz. In this experiment, the skin preparation is done first and the then Ag-
AgCl surface electrodes are placed in the middle of biceps brachii muscle. All subjects are asked to 
maintain upright body position during the experiment. After that each participant is requested to do 
repetitive flexion and extension of the elbow with a load of 6 kg. The subjects are free to select the cycle 
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frequency and can continue the experiment until they experience biceps muscle discomfort and are 
unable to lift the load again.5 Signals are passed through a band pass filter (10 Hz to 400Hz) and a (50Hz) 
notch filter. The duration of the signal depends on the endurance of the subjects so the time axis needs to 
be normalized. Therefore, the entire signal has been divided into six zones. First zone of the signal is 
considered as non fatigue zone and the sixth zone is considered as fatigue zone. 

 

2. 1 Multi Scale Higuchi Fractal Dimension 

In this technique, signal is taken in various time scales and then Higuchi FD of each rescaled signal has 
been calculated. The multiple time scales signal are achieved by coarse graining procedure.6 Finally, FD 
is calculated by using Higuchi’s method .3 

 

3. Results and Discussion 

In this study, sEMG signals are recorded from biceps brachii during dynamic contraction. Fig. 1 and Fig. 
2 represent the non fatigue and fatigue zone respectively. It is seen that the amplitude of the signals under 
fatigue cases is higher than non fatigue cases. This can be due to increased motor unit recruitment in 
fatigue case. Fig. 3 shows FD versus scales of sEMG signal under non fatigue and fatigue conditions. It is 
observed that FD values are found to increase in both cases with increase in scale factor. As the scale 
factor increases the irregularity of the signal increases and becomes more random.7 It is also observed 
that sEMG signal under non fatigue condition has higher FD than sEMG under fatigue condition in all 
scales. Fractal dimension of sEMG depends on various parameters such as different recruitment of motor 
unit, firing rate and duration of action potential. FD varies from 1.1 to 1.8 as recruitment number varies.8 
Motor unit recruitment is more in the case of fatigue than non fatigue but the firing rate of motor unit is 
lower than non fatigue. Motor unit synchronization and reduction of firing rate of motor unit decreases 
the complexity of the signal under fatigue condition compared to non fatigue case. It is observed that as 
complexity of the signal decreases, FD also decreases. Therefore, FD of fatigue is lower than non fatigue. 
The mean of FD in multi scales for 50 subjects has been shown in Figure 4. It is observed that mean 
values of non fatigue is higher than mean value of the fatigue. Previously, Figure 3 shows that fractal 
dimension of sEMG signal of one subject during non fatigue condition is higher than the fatigue 
condition in each scale. 
  



3	
  

	
  

 

 

 

	
   	
  
Fig. 3. Fractal dimension of one subject in multiple 

scales 
Fig. 4. Mean of 50 different subjects in multiple 

scales	
  

 

Fig. 5. Skewness of 50 different subjects in multiple scales 

 

	
   	
  

      Fig. 1. Non Fatigue zone of the signal Fig. 2.  Fatigue zone of the signal 
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Hence the mean values of 50 scales of each sample of non fatigue are also higher than the fatigue. It is 
also observed that the spread of mean values is more in fatigue than non fatigue condition. This is may be 
due to increased number of  motor unit recruitment in fatigue condition. Figure 5 shows that skewness of 
FD of sEMG during fatigue is higher than non fatigue. sEMG signal distribution is non-Gaussian at the 
muscle’s maximum contraction stage comparing to its resting stage.9 Hence, FD values are high in 
fatigue. Table 1 shows the mean of mean and skewness of MSFD in the case of non fatigue and fatigue. It 
is observed that percentage difference is more than 100% in the case of mean of skewness of MSFD 
between fatigue and non fatigue conditions. 

Table 1. Statistical variation of features 

	
   Mean Skewness 

Non Fatigue 1.6042 -0.2413 

Fatigue 1.4870 0.1163 

 

4. Conclusion 

In this study, multiscale fractal dimension (MSFD) technique is proposed to differentiate sEMG signal 
during fatigue and non fatigue conditions. Coarse-graining method is used for multiscale analysis. 
Higuchi’s method has been used to compute fractal dimension. The MSFD values are higher in non 
fatigue condition compared to fatigue condition. Mean and  skewness  of MSFD have shown clear 
separablity between fatigue and non fatigue zone. This technique can be used to distinguish between 
sEMG signal under various clinical neuromuscular conditions. 
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Introduction 
Respired gas volumes equilibrate only slowly to constant load exercise above the anaerobic threshold, in 
untrained subjects. The reasons for this slow adaptation is still debated, but both central factors such as 
cardiopulmonary response, and peripheral factors including muscle metabolism and endothelial 
dysfunction, have been proposed (1, 2). Training of sufficient intensity reduces the time constant of the 
slow component while increasing V ̇O2 max. The efficiency and safety of different training protocols that 
reduce the slow component has yet to be established, especially in sedentary populations. In this study the 
efficacy of a high intensity interval training (HIIT) programme was tested for its capacity to reduce the 
slow component (SC), increase V ̇O2 max and improve body composition. 

Methods 
Seven sedentary adults (2 male; age 50 ± 6 years; BMI 25 ± 4) were recruited and agreed to participate in 
the study. At the start of the study (T0) incremental testing established the anaerobic threshold (AT) and 
V ̇O2 max, while the SC was investigated during constant load exercise at AT. Participants followed an 
interval training exercise protocol using a cycle ergometer, and lasting about 60 min, three times a week 
for 6 weeks. Exercise intensity started at 70% age-derived FCmax (3) and increased weekly. The main 
exercise phase included up to 5 cycles of 3 min programmed load alternated with 5 min minimal load. At 
the end of the study (T1) initial tests were repeated, and constant load exercise was also performed at 
AT+10% and AT+20%, on separate days. Data were analysed using purpose-built software, to determine 
metabolic thresholds and SC parameters, in particular SC-related O2 consumption during 6 min of 
constant load exercise (VO2 SC). 

Results 
Aerobic capacity increased following training (mean V ̇O2 max ± SD: from 27 ± 6 at T0 to 34 ± 5 ml kg-1 
min-1 at T1), as did the maximum load borne (from 212 ± 41 to 266 ± 50 W), although the corresponding 
HR barely altered. The lactate threshold shifted right in absolute terms (from 180 ± 32 to 206 ± 39 W) but 
not relative to V ̇O2 max. The slow component of VO2 recovery, as measured by VO2 SC, was decreased 



	
  
	
  

following training, at a load corresponding to the initial lactate threshold (from 0.96 ± 0.51 to 0.56 ± 0.29 
L), and even at higher loads on average. On average, both body weight and lean body mass remained 
constant. 

Discussion 
The test results are consistent with an improvement of peripheral, such as muscle efficiency) rather than 
central factors. Indeed, the decrease in the slow component of the VO2 curve suggests that either 
proportionately more slow fibres were being recruited following training, all that the fibres recruited were 
funding their activity more aerobically. In conclusion, we have demonstrated an HIIT protocol that is 
effective in improving SC V ̇O2 parameters (and V ̇O2 max) in only 6 weeks. 
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The integration of grids of electrodes, US imaging and 3Dkinematics can allow investigating 
how muscle architectural changes influence surface EMGs, providing novel spatio-temporal 
information regarding electromechanical function of muscle. The aims of this study were i) to 
verify whether movements of the US probe lead to artefacts in surface EMGs; ii) to analyse how 
much muscle architectural changes, induced by changes in joint positions, can influence the 
amplitude distribution of surface EMGs. While provided with EMG visual-feedback, a 
participant was asked to recruit a single motor unit of the right tibialis anterior (TA) at two 
different ankle positions. Surface EMGs, kinematic data and US images were acquired. The 
spatial distribution of the root mean square amplitude of motor unit action potentials was 
assessed from collected EMGs. Ankle angles were obtained from 3Dkinematics. TA volume was 
obtained through the segmentation of US images reconstructed in 3D space: width and thickness 
variations between the two positions were measured. Movements of the US probe over the grid 
of electrodes did not result in artefacts in surface EMGs. Presuming the same motor unit was 
recruited for both ankle positions, results indicated a marked effect of TA architecture on the 
amplitude distribution of action potentials.   

 

Keywords: HD EMG, US system, muscle function.  



 

 

1. Introduction 
Application of two-dimensional surface electrode arrays can provide a means of mapping motor unit 
action potentials on the skin surface above a muscle. The muscle tissue displacement due to contraction 
can be quantified, in a single plane, using ultrasound (US) imaging. Recently a material that enables 
concurrent measurement of two-dimensional surface electromyograms (EMGs) with US images was 
developed1. In addition, the possibility of integrating US imaging with 3D kinematics2,3 can provide 
information on architectural and geometrical changes of muscle that occur during contraction not only in 
a single plane but at the entire volume level. Thus, the integration of grids of electrodes, US imaging and 
3D kinematics can provide new spatiotemporal information regarding electromechanical function of 
muscle that are relevant both for improving basic knowledge and for clinical applications (e.g. to assess 
the neuro-mechanical progression of muscle injuries). The aim of the present work was to collect 
preliminary evidence on: 
1) whether movements of the US probe, necessary for the reconstruction of muscle volume2, lead to 
artefacts in surface EMGs detected with US-transparent electrodes1; 
2) how much muscle architectural changes, induced by changes in joint positions, can influence the 
amplitude distribution of surface EMGs. 
 
2. Materials & Methods 
A young healthy subject participated in the study [33 years; 1.78 m; 75.1 kg] after providing informed 
consent. The Review Board Committee approved this study.  
Surface EMGs (W-EMG, Bitron s.p.a. and LISiN-Politecnico di Torino, Italy), kinematic data (SmartD, 
BTS, Italy) and US images (Echoblaster 128, Telemed, LT) were acquired (experimental setup shown in 
Figure 1a). A grid of 32 electrodes (8x4; 1 cm inter-electrode distance) transparent to US1 was placed on 
the participant right tibialis anterior (TA) muscle. Eight reflective markers were directly placed on 
anatomical landmarks of the subject’s right lower limb (leg and foot). Four reflective markers were 
attached to the US probe. 3D position of the US image plane in the laboratory reference frame was 
calibrated through the acquisition of a plate and two edges both with US system (with markers attached) 
and with a marker stick (as reference). US images were recorded at 25 fps.   
The participant performed TA contractions at A) ankle neutral and B) ankle full plantar-flexion. While 
observing differential EMGs (EMG-feedback), the participant was asked to recruit a single motor unit4. 
Specifically, the participant was instructed to push his foot up into dorsal-flexion until a regular train of 
action potentials of a single motor unit could be observed (contractions duration: 50 sec; rest period: 5 
min). 
The spatial distribution of the root mean square amplitude of motor unit action potentials was then 
assessed5. A 2 segment model of the subject’s right lower limb was obtained from kinematic data 
collected at 100 Hz6,7. Ankle angles were calculated8. Segmentation of muscle profile was performed 
manually on 2D US images (Fig. 1c). US images were projected in the 3D laboratory reference frame 



using the cluster probe position and the previously performed calibration. Segmented points were 
reconstructed in the laboratory reference frame, projected in the anatomical reference system of the leg 
and then used to obtain the convex hull of the muscle surface. A flowchart of the 3D reconstruction of the 
muscle surface is shown in Figure 1b-d. Muscle volume positioned under the electrode matrix was 
analysed. The volume was virtually palpated using Multimod DataManager9: width and thickness 
variations between the two ankle positions were measured. 
Fig. 1. a) Experimental setup. b), c) and d) Flowchart of the procedure for 3D muscle surface reconstruction 
 

 
3. Results 
Movements of the US probe over the grid of electrodes did not result in artefacts in the surface EMGs.  
Table 1a shows ankle angles for the two analysed positions. TA width increased of 6 mm at neutral 
position in respect to full plantar-flexion. Table 1b shows results obtained in a time window of 12 sec.    
 
Tab 1. a) Ankle angle means and standard deviations (deg) for the A) plantar flexion and B) neutral positions. (+ Dorsiflexion (FE), 
+ Eversion (AA), + InternalRotation (IE)).  
b) TA variations in width and thickness from plantar-flexed position B) to a neutral position A). 
 

 
 
At both ankle positions, the largest action potentials were observed in the most distal TA regions. During 
contractions exerted with the ankle in neutral position, however, the RMS amplitude of action potentials 
was twice as greater as that obtained with the ankle at plantar flexion position. Moreover, relatively larger 
RMS amplitudes were observed over a wider skin region for the ankle at neutral position (cf. left and 
right panels in Figure 2). 
 
 
 

a) A B b) Δwidth Δthickness
mean -­‐9,41 -­‐36,58 mean	
  (mm) 6,3 -­‐0,9

std 1,01 0,317 std	
  (mm) 1,1 0,5
mean 3,48 -­‐2,9868 mean	
  (%) 11,6 -­‐1,4

std 0,17 1,0734 std	
  (%) 1,6 1,4
mean 20,59 27,81

std 0,48 0,805IE
FE

AA



 

Figure 2. Surface representation of action potentials of presumably the same TA motor unit, elicited during dorsal flexions exerted 
with ankle at plantar flexion (left) and neutral (right) positions.  Potentials are superimposed on images created with the RMS 
amplitude calculated for each potential. 

 

4. Discussion 
Reconstructing the TA volume from US imaging demands moving the US prove over skin regions 
covering the target, muscle area.  Such shifting of the US probe over the matrix of electrodes (Fig. 1a) 
could potentially result in low frequency artefacts in the surface EMGs.  Artefacts were not observed in 
any of the differential EMGs recorded. Two main factors possibly accounted for the absence of artefacts: 
i) the pressure between the US probe and the matrix of electrode changed likely marginally when the 
probe was moved over the matrix; ii) the silicon material and the conductive paste possibly damped any 
movement induced from the movement of the US probe to the electrodes.  
Key results indicate a marked effect of TA architecture on the amplitude distribution of action potentials 
of a single, TA motor unit.  When moving the foot from plantar flexion to a neutral position, TA width 
increased of 6mm.  Interestingly, a corresponding increase in the RMS amplitude and in its spatial 
distribution was observed for the ankle neutral position. Presuming the same the same motor unit was 
recruited for both ankle positions (cf. similarities in the shape of action potentials shown in Figure 2), the 
changes in EMG amplitude reported here were predominantly due to TA architectural changes. If these 
findings hold for a sample of subjects, then, the effect of muscle anatomical factors on the surface EMGs 
may be more expressive than previously appreciated. 
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In this work an attempt has been made to analyze surface electromyography (sEMG) signals 
under non-fatigue and fatigue conditions using time frequency based features.  The sEMG 
signals are recorded from biceps brachii muscle of fifty healthy volunteers under well defined 
protocol and preprocessed. The preprocessed signals are divided in to six equal epochs. The first 
and last epochs are considered as non-fatigue and fatigue zones respectively. Further these 
signals are subjected to B-distribution based quadratic time-frequency distribution. Time 
frequency based features such as instantaneous median frequency (IMDF) and instantaneous 
mean frequency (IMNF) are extracted. Spectral entropy is modified to obtain instantaneous 
spectral entropy (ISPEn) from the time-frequency spectrum. The results show that all the 
extracted features are distinct in non-fatigue and fatigue conditions. It is also observed that the 
values all features are higher in non-fatigue zones. It appears that, this method is useful in 
analyzing various neuromuscular conditions associated with muscle movements using sEMG 
signals. 
 
Keywords:  Biceps brachii; B distribution; quadratic time frequency method; instantaneous mean 
frequency; instantaneous spectral entropy; instantaneous median frequency; 

 
 
 
 

1 Introduction 

Muscle fatigue results with progressive reduction in muscle force due to sustained contraction or 
continuous exercise. Fatigue assessment plays an important role in analysis of various neuromuscular 
diseases, ergonomics, sports medicine and rehabilitation. The sEMG signals are widely used in muscle 
fatigue analysis. 1 
Surface electromyography is a non-invasive technique that is used to record the electrical activity of 
neuromuscular system under the vicinity of electrode locations. It depends on several physiological and 
detection system parameters. The sEMG signal is complex, non-stationary and multicomponent. 2 
Cohen’s class time frequency distribution reveals the non-stationary and multicomponent nature of the 
signal. B-distribution is based on time-frequency distribution (TFD), outperforms Choi-Williams and 
Wigner-Ville distribution in resolving closely spaced components in the time frequency domain. It 
provides better time-frequency resolution and suppresses the cross terms. 3, 4 
In this work, sEMG signals are recorded from biceps brachii muscles during dynamic contractions. These 
signals are subjected to B-distribution based TFD.  The three features are extracted from the time 
frequency spectrum. These features are further used to analyze non-fatigue and fatigue conditions from 
the recorded sEMG signals. 



	
  

 
2 Methods 

2. 1 Signal acquisition and Protocol 

Signals are recorded using Biopac MP36 data acquisition system with a sampling rate of 10 kHz. Fifty 
subjects with no history of neuromuscular disorders or weight training are participated in this study. 
Subjects are made to perform biceps brachii flexion-extension exercise with a 6 kg dumbbell until they 
are unable to lift the load again.1 Signals are subjected to offline band pass filtering, using a Butterworth 
filter with cut-off frequencies of 10 Hz and 400 Hz. A notch filter with 50 Hz is used to remove power 
line interference.1 The pre-processed signals are segmented into six equal epochs. The first epoch is 
considered as non-fatigue zone. The last epoch corresponds to fatigue zone where all the subjects failed 
to perform the exercise further. 

2.2 B-distribution based TFD  

  The B-distribution based time-frequency method is adapted from Boashash B et al.’s work. 3, 4 

 2.3 Time frequency based features 

 Three features namely IMDF, IMNF and ISPEn are extracted from the B-distribution based TFD 
of thee corresponding zones. The IMDF and IMNF are used in this work are taken from Bonato P et.al. 
work.5 

2.3.1 Instantaneous Spectral Entropy (ISPEn) 

 Spectral entropy is used to quantify the global regularity of the signal. The high value of spectral entropy 
corresponds to more complex and less regular property.6 Spectral entropy is modified to obtain the 
instantaneous spectral entropy and it is given in Eq. (1) and Eq. (2) 

                                                     (1) 

                            (2) 

where P[n,k] is a power of time frequency spectrum. 

 

3 Results and Discussion  

The time frequency plot of non-fatigue and fatigue zones is presented in Fig.1 and Fig.2. More number of 
high frequency components with lower power is observed in non-fatigue zone. 

 



	
  

 
 

  Fig.1. Time frequency plot of non-fatigue zone Fig.2. Time frequency plot of  fatigue zone 

  

Fig.3. IMDF of non-fatigue and fatigue zone Fig.4. ISPEn of non-fatigue and fatigue zone 

 
This may be attributed to increase in firing rate in this zone.  The time frequency plot of fatigue zone 
indicates the spectral shift towards low frequency regions. Also, these low frequency components are 
appeared with higher power. This spectral shift may be due to the reduction of firing rate and conduction 
velocity in this zone. The higher power may be associated with the participation of larger number of 
motor units during fatigue. 
The IMDF and ISPEn are extracted from the time-frequency spectrum of corresponding zones and it is 
shown in Fig. 3 and Fig. 4 respectively. The IMDF’s are found to be higher in non-fatigue zone and it 
varies from 50 Hz to 100 Hz where as it lies in the range of 30 Hz to 60 Hz in fatigue zone. This variation 
in IMDF may be due to the reduction in firing rate and conduction velocity of muscle fibers. Similar 
variations are also seen in IMNF. Also the values of ISPEn are found to be higher in non-fatigue zone. 
From Fig. 4 it is seen that the complexity reduces during fatigue and it may be attributed to motor unit 
action potential synchronization. The mean and standard deviation of non-fatigue signals are found to be 
65.2356± 6.1576, 70.2327±5.5079 Hz and 5.0187 ± 0.1573 for IMDF, IMNF and ISPEn respectively. 
The same for fatigue signals are 43.6282 ± 13.8244, 50.2620± 9.0194 and 4.6270 ± 0.1395.  The t-test 
performed gives a p-value less than 0.0001 implying that the features are extremely significant. 
 

 

 



	
  

4 Conclusion 

 Surface EMG signals are complex and non-stationary. In this work an attempt is made to 
analyze time-frequency based features extracted from the sEMG signals recorded during dynamic 
contraction of biceps brachii muscle. Signals are acquired from fifty healthy adult volunteers during 
flexion and extension exercise. Signals are subjected to B-distribution based Cohen class time frequency 
method. Features such as IMDF, ISPEn and IMNF are extracted from time-frequency spectrum of non-
fatigue and fatigue zones of muscle contraction. All features are found to be distinct in non-fatigue and 
fatigue zones. The percentage change between non-fatigue and fatigue regions of IMDF is found to be 
more than 30. It appears that this method is useful in analysis of the sEMG signals associated with 
various normal and clinical conditions. 
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BACKGROUND: The imbalance between vastus medialis oblique (VMO) and vastus lateralis 
(VL) is one of the mean factor for (PFPS) onset, related to improper alignment of the patella. 
PURPOSE: The aim of this study is to investigate the effects of knee flexion, knee rotation and 
ankle flexion attitudes on the activity of the VMO and VL muscles during unilateral maximal 
voluntary isometric contraction (MIVC) of the quadriceps femoris. METHODS: Ten healthy 
subjects volunteered for the study. Five conditions for two different knee flexion angles (90°; 
30°) were tested: neutral condition, maximal knee medial rotation, maximal knee lateral rotation, 
maximal ankle plantarflexion and maximal ankle dorsiflexion. Data were normalized in order to 
calculate the normalized VMO/VL ratio. CONCLUSIONS: The normalized VMO/VL ratio for 
all the conditions occurred at 90° of knee flexion was higher than the same conditions at 30° of 
knee flexion (p=0.04), due to a lower level of activity of the VMO. No statistically differences 
between conditions at the same knee angle were observed, with only exception for lateral 
rotation at 30° knee flexion (p<0.05). These findings suggest that knee flexion is the main factor 
to be considered to improve VMO activity during leg extension exercise 
 
Keywords: patello-femoral pain syndrome, leg extension, electromiography 

1.	
  Introduction	
  

The patellofemoral pain syndrome (PFPS) is defined as a series of morphological and functional 
alterations that determine the onset of anterior knee pain. These alterations pertain to an improper joint 
alignment or to the presence of patella and femoral trochlea dysmorphisms, which achieve an altered 
sliding of the patella in the trochlear groove and an unequal distribution of the compressive forces on the 
joint surface.  The condition of imbalance between vastus medialis oblique (VMO) and vastus lateralis 
(VL) shows a positive correlation with the PFPS, as largely documented by many studies.1,2,3,4,5,6,7,8,9 
Some authors assume that the imbalance is related to a delayed VMO contraction while others reported a 
lack of strength of this muscle, which depends on a lower nervous activation or on an hypotrophic 
process.1,2,6,7,9 



Great benefits may be achieved performing exercises suitable to establish a prevalent VMO activation in 
order to restore the proper alignment of the patellofemoral joint by improving muscular tone and 
trophism.1,3,4,7,8,9 

2. Methodology 

2.1	
  Experimental	
  Approach	
  
The aim of this study is to investigate the effects induced by different knee and ankle joint 

attitudes on VMO and VL activation during maximal voluntary isometric extensions of the knee, in 
healthy and physically active subjects. The examined variables are: knee flexion angle, knee rotation and 
ankle flexion. In order to achieve our aim we performed a series of trials that requires to maintain a 
certain joint attitude during maximal voluntary isometric contractions (MVIC) of the quadriceps. 

Five conditions were defined and examined at two different knee flexion angles (90° and 30°): 
neutral condition (N) characterized by indifferent knee rotation and ankle flexion, maximal medial 
rotation (MR) and maximal lateral rotation (LR) of the knee, maximal plantarflexion (PF) and maximal 
dorsiflexion (DF) of the ankle. The altered joint attitudes were voluntarily maintained by participants 
therefore obtained by muscular activity. EMG data were collected from both muscles in order to calculate 
the normalized VMO/VL ratio. 

2.2	
  Subjects	
  
The participants to the study had to satisfy some access requirements: 
• Aged between 18-40;3 
• Presence of a regular physical activity background (two week sessions at least);3,10 
• Absence of surgery to the lower limbs;7,8,10 
• Absence of recent joint and muscle-tendon injuries of the knee;1,3,4,7,9 
• Absence of a recent or past painful symptomatology due to patellofemoral joint 

dysfunction.2,3,4,7,8 
11 subjects volunteered for the study, but only 10 of them (8M, 2F; 25,0 ±2,9 years) satisfied the 
requirements. 

All trials were performed with the dominant limb.7,9 

2.3	
  Warm-­‐up	
  Session	
  

Before performing the test, each subject participated to a warm-up session composed of 5 
minutes cardio training ( using  the bicycle ergometer, Air Machine, Italy) followed by 3 series of  
10 repetitions on the leg extension machine (Air Machine, Italy), with a 10Kg load, interspersed by 1 
minute of rest.3,4,9,10 

The bicycle ergometer resistance was self-adjusted by subjects in order to achieve a pedalling rhythm 
between 60-70 rpm. 



2.4	
  Skin	
  Preparation	
  and	
  Electrodes	
  Placement	
  
A five minutes resting time was settled between the warm-up session and the test session. During 

this time, the skin was prepared and the electrodes were placed.7 

The skin surface was shaved, abraded with fine sandpaper and cleaned with alcohol wipes, in order to 
remove hair, dead cells and sweat, reducing skin impedance and ensuring good adhesion of the 
electrodes. 
A reference  line was drawn between the  anterior-superior iliac spine and the center of the patella. The 
VMO electrode was positioned 4 cm above the superior border of the patella and 3 cm measured medially 
to the reference line. The VL electrode was placed 10 cm above the superior border of the patella and 6 
cm measured laterally to the reference line. To be parallel to the course of muscle fibers, the electrodes 
were oriented 55° for the VMO and 15° for the VL with respect to the reference line. The ground 
electrode was fixed to the patella center. All the electrodes used were disposable with pre-applied 
conducting gel and were placed on each muscle with a preset inter-electrode distance of 20 mm.1,3,5,7,10 

Data collection was completed within the day for each participant and the electrodes were left in place 
during all the test session. 

2.5	
  Subjects	
  positioning	
  and	
  Test	
  Session	
  	
  
Subjects were positioned on the leg extension machine (Air Machine, Italy) with hip flexed at 

90°, lateral femoral epicondyle of the knee aligned with the machine’s axis, torso adherent to the 
backrest, hands crossed on chest and resistance applied 3 cm above the malleoli.5,7 

Two trials for each condition were performed by all subject. To reduce the order effect, which 
may be caused by fatigue and previous muscle activation,  half of participants have performed first the 
conditions at 90° of knee flexion then at 30°, while the other half have performed the test with the 
opposite sequence. For the same reason the order of the conditions occurring at the same angle were 
randomized.2,4,5,7,8,9 

Each contraction has been maintained for 5 seconds followed by 1 minute of rest.7 

2.6	
  EMG	
  Data	
  Collection	
  and	
  Statistical	
  Analyses	
  

During the test execution the neuromuscular activity has been detected by using the BTS Pocket EMG 
device (BTS Bioengineering, Italy). The EMG signals of both muscles were collected during the whole 5 
seconds period of isometric contraction, but the first and last second were discarded .2,7 Therefore, a 3 
seconds window was used for analysis, and the data obtained have been subjected to a 20-400 Hz band 
pass filter, then full wave rectified and processed with the root mean square amplitude algorithm (RMS) 
to assess the electrical activity of each muscle.7 

Since two trials were performed for each condition, data were normalized using as reference contraction 
the highest one obtained in neutral condition with the knee flexed at 90°, whilst for the other conditions 
has been calculated the average RMS value, then the percentage activation compared to the reference 
contraction (NRMS). Finally, it has been calculated the ratio between the muscles, thus achieving the 
normalized VMO/VL  ratio. 



An analysis of variance for repeated measures (Repeated ANOVA) was used to assess the effects 
of the knee flexion angle (30 °, 90 °) and the knee and ankle attitudes (N, RM, RL , FP, FD). The level of 
significance was defined as p <0.05 and the software used for the analysis is SPSS ver.13. 

3.	
  Results	
  

Results are showed in Table 1 ad Fig. 1. None of the tested conditions was able to define a 
prevailing VMO activation. The normalized VMO/VL ratio for all the conditions occurred at 90° of knee 
flexion was higher than the same conditions at 30° of knee flexion (p=0.04), due to a lower level of 
activity of the VMO. No statistically differences between conditions at the same knee angle were 
observed, with only exception for lateral rotation at 30° knee flexion (p<0.05), with values close to those 
obtained at 90° of knee flexion. 
 

Table 1. Muscles activation and normalized VMO/VL ratio 

CONDITION VMO (NRMS) ± σ VL (NRMS) ± σ VMO/VL ± σ 
90° of knee flexion angle 

Neutral 100,0% 100,0% 1 
Medial rotation 96,3% ± 16 96,4% ± 13,9 1,000 ± 0,098 
Lateral rotation 93,8% ± 20,7 93,4% ± 20,4 1,012 ± 0,131 
Plantarflexion 106,5% ± 19,6 106,0% ± 21,0 1,013 ± 0,104 
Dorsiflexion 111,5% ± 31,1 110,1% ± 34,4 1,029 ± 0,120 

30° of knee flexion angle 
Neutral 90,6% ± 22,5 103,9% ± 33,8 0,897 ± 0,137 
Medial rotation 84,9% ± 17,4 97,2% ± 28,3 0,899 ± 0,153 
Lateral rotation 66,2% ± 20,7 76,6% ± 35,5 0,989 ± 0,493 
Plantarflexion 95,5% ± 26,8 109,4% ± 37,8 0,894 ± 0,142 
Dorsiflexion 88,5% ± 31,1 103,1% ± 43,5 0,889 ± 0,145 

 

 

4.	
  Conclusion	
  
These findings suggest that knee flexion is the main factor to be considered to improve VMO 

activity during leg extension exercise; differently,  knee rotation and ankle flexion attitudes does not 
influence the VMO/VL ratio with exception of lateral rotation during 30° flexion. This should be 

Fig. 1. Normalized VMO/VL ratio comparison under different knee flexion angles 



considered by clinicians when treating patients affected by PFPS in order to contrast the lateral 
dislocation of the patella. 
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DIFFERENTIATING SURFACE EMG SIGNALS UNDER FATIGUE AND NON-FATIGUE 
CONDITIONS USING RAIN FLOW COUNTING BASED FEATURES 
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In this work, an attempt has been made to discriminate Surface Electromyography (sEMG) 
signals under non fatigue and fatigue conditions using Rainflow Counting (RC) method. Signals 
are recorded for isometric contractions from biceps brachii muscle of 50 healthy subjects. RC 
algorithm is used on sEMG signals for extracting Rainflow cycles and features, namely, mean 
and amplitude. To quantify the features, root mean square value is used. Results show that the 
sEMG signal and corresponding RC mean are visually similar except for the length. RMS values 
of RC mean and amplitude are found to distinct in fatigue conditions. More than 50 % difference 
is obtained for RMS values of both RC features between fatigue and nonfatigue states. 

Key words: Muscle fatigue; Surface EMG signal; Rainflow counting; Rainflow mean; Rainflow 
amplitude 

 

1. Introduction 

Muscle fatigue is a neuromuscular condition in which the ability of muscles to generate force 
reduces.1 It occurs due to sustained or intense contractions of muscles and inadequate supply of oxygen 
and nutrition through blood. It can also arise due to malnutrition, Parkinson’s disease and neuromuscular 
disorders.2 Muscle fatigue studies finds applications in clinical analysis of neuromuscular diseases, 
ergonomics, rehabilitation, occupational and sports medicine studies.3 Surface electromyography 
(sEMG), a non-invasive technique, is used widely in muscle fatigue studies. sEMG signals are electrical 
signals generated by skeletal muscles during relaxation or contraction activities and are recorded using 
surface electrodes.  

The identification of prominent signal features is important in muscle fatigue studies. For this 
purpose researchers have considered various time,1 frequency5 and time frequency domain features.6 The 
Rainflow Counting (RC) algorithm is one of the cycle counting techniques used in health care monitoring 
of mechanical structures.7 This algorithm decomposes the randomly varying stress into a set of cycles 
which is used for prediction of fatigue and failure analysis.  

In this work, sEMG signals are recorded from biceps brachii muscles under fatigue and non-
fatigue conditions. The Rainflow cycles are obtained from the pre-processed signal and features such as 
mean and amplitude of cycles are extracted. These features are used for further analysis.  

 

2. Methodology 

2.1 Signal Acquisition and Exercise Protocol 

In this study, 50 healthy volunteers with no history of neuro-muscular disorders and experience 
in weight training have participated. These subjects are having an average age of 25, average height of 
1.67 m and an average weight of 60 kg. The signals are acquired using Biopac MP36 at sampling rate of 
10k samples per second, gain of 1000 and with 24 bit resolution. Ag-AgCl surface electrodes are placed 



	
  

on biceps brachii muscle with inter electrode distance of 3 cm after cleaning the skin. The subjects are 
then asked to stand upright on insulated wood platform holding a weight of 6 kg and perform biceps curl 
exercise until they experience fatigue. Signals are acquired at the start of the experiment and after getting 
fatigue, for 2 seconds at 30o angle with respect to vertical axis. The mean removed signal is pre-
processed offline using a Butterworth band pass filter of range of 20-400 Hz and a notch filter of 50 Hz.2  

2.2 Rainflow Counting Algorithm  

The analogy of rainflow counting first described by Matsuishi and Endo, is derived from the rain 
flowing (dripping) off the pagoda roofs.8 The method has become popular as it has small relative error 
and it provides average value.9 Counting is carried out on basis of the variation of signal with time. This 
algorithm requires only successive extremes, which has to be extracted from the sEMG signal. The 
algorithm is adapted from the work reported by Deng et al.10 

The pre-processed signals are subjected to rainflow counting and rainflow matrix is calculated, 
which contains the individual cycles. For each cycle, the mean and amplitude were obtained. The mean 
of cycle is the mean of all the extremes in that cycle and amplitude of cycle is maximum variation of any 
extreme from the mean in that cycle. When mean and amplitude of each individual cycle are plotted for 
all cycles, a new signal with cycles as independent axis results. To quantify these signals, root mean 
square (RMS) value is extracted and used for further analysis.  

 

3. Results and Discussions 
Fig. 1(a) and Fig. 1(b) shows the rainflow mean signal derived from sEMG signals for non 

fatigue and fatigue periods after application of Rainflow counting algorithm. 

  
Fig. 1. Mean of rainflow cycles for sEMG signals for non-fatigue and fatigue. 

  Fig. 2. Amplitude of rainflow cycles for sEMG signals for non-fatigue and fatigue. 



	
  

  
          (a)               (b) 

Fig. 3. RMS values of rainflow features (a) mean and (b) amplitude 

 

Fig. 2 shows the rainflow amplitude signal derived from RC cycles for non fatigue and fatigue 
periods. It is observed that the rainflow amplitude decreases significantly in fatigue conditions. This may 
be due to the fact that RC of nonfatigue condition has larger number of cycles and it has high variation 
from the rainflow mean. The reduced value of rainflow amplitude during fatigue condition may be 
attributed to lower amplitude variations of sEMG signal due to synchronization of the motor units. 

Fig. 3(a) and Fig. 3(b) show the scatter plot of the RMS value of rainflow mean and amplitude 
respectively for all the 50 subjects. In fatigue period, the RMS values of rainflow mean and amplitude are 
found to be closer to zero. In nonfatigue condition, for both RC mean and amplitude signal, the RMS 
values are consistently higher compared to fatigue case. The reduction of RMS values for rainflow mean 
and amplitude during fatigue period may be due to the reduction in the signal energy in the fatigue 
conditions. Statistical parameters of RMS values of RC mean and amplitude are presented in Table 2. 
The percentage difference of average value of RMS of RC mean and amplitude is found to be 54 and 50 
respectively. The variability of the data is found to reducing in fatigue state.   

 

Table 1. Statistical parameters of RMS value of mean and amplitude of rainflow cycles 

 Non-Fatigue Fatigue 

Mean SD Mean SD 

Rainflow mean 0.111 0.076 0.050 0.028 

Rainflow amplitude 0.006 0.004 0.003 0.002 

4. Conclusion 
In this work, an attempt has been made to differentiate sEMG signals under fatigue and nonfatigue 
conditions using RC algorithm. Signals are recorded from 50 healthy volunteers and rainflow cycles are 
calculated. Two features namely RC mean and amplitude are extracted from the cycles. To quantify the 
RC features, RMS values are calculated and used for further analysis. The results show that the extracted 
features are distinct in fatigue condition. RC mean signal is found to preserve the energy characteristics 
of the preprocessed sEMG signal even with less number of samples. RMS values of RC features are 
found to be separable between fatigue and nonfatigue states. A difference of 54% and 50% is obtained for 
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the average value of RMS of RC mean and amplitude respectively. It appears that this method can be 
used to identify muscle fatigue using sEMG signals in normal and varied clinical conditions. 
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In this work, an attempt has been made to analyze progression of fatigue in biceps brachii 
muscles using surface electromyography (sEMG ) signals considering the nonlinearity and 
nonstationary of the process. The recorded signals are pre-processed and subjected to empirical 
mode decomposition to derive Intrinsic Mode Functions (IMF). Further analysis is carried out by 
dividing the entire duration of the exercise into six zones. Analytic functions are calculated in 
each IMF using Hilbert transform for estimating power spectrum. Features namely Spectral Peak 
(SP), Peak Frequency (PF), Spectral Entropy (SE) and Spectral Energy (SEN) are extracted from 
the power spectrum and used for analysis. The results show significant amplitude and frequency 
variations in IMF1 and IMF2 during dynamic contractions. All features of IMF1 and IMF2 
except PF are found to be distinct in all zones. It appears that, this method is useful in analyzing 
progressive changes associated with muscle mechanics in fatigue conditions using non-invasive 
sEMG recordings. 

Key words: Biceps Brachii; Muscle Fatigue; Surface EMG signal; Empirical Mode 
Decomposition; Analytic Function; Spectral Features 

1. Introduction 

Sustained, intense or continuous muscle contraction results in muscle fatigue.1 Fatigue assessment is 
important in patients with neuromuscular disorders, sports medicine, ergonomics and myoelectric 
controls. Surface electromyography (sEMG) is a widely used technique for muscle fatigue studies. 2 

sEMG signals are recorded using surface electrodes placed over the skin and provide information about 
the electrical activity of contracting skeletal muscles.2 During dynamic contractions and fatigue 
conditions, non-stationarity and nonlinearity of the sEMG signal varies due to many physiological 
reasons.3 Time, frequency and time-frequency domain methods are used to analyze sEMG signals.4 
Empirical Mode Decomposition (EMD) is a novel signal processing tool used to analyze non-linear and 
non-stationary data. This technique decomposes the sEMG signals into its constituent Intrinsic Mode 
Function (IMF) using adaptive basis function.5 Kang et al. suggests IMF1 component of EMD is best 
suited for evaluating muscle fatigue using sEMG signals.6 

In this work, sEMG signals are recorded from biceps brachii muscles during curl exercise and are 
decomposed into IMFs using EMD. Each IMF is converted into analytic functions using Hilbert 
transform and spectral features are extracted from the power spectrum of the same. These are further used 
to analyze the progression of muscle fatigue. 

2. Methods 

2. 1 Signal Acquisition and Protocol 

Signals are recorded using Biopac MP36 data acquisition system.4 It has a minimum common mode 
rejection ration of 110dB and an ADC with 24 bits resolution. The gain of the system is set as 1000 and 



	
  

sampling rate is fixed as 10 kHz. Fifty subjects with no history of neuromuscular disorders or weight 
training  participated in this study. Ag-AgCl disc type disposable electrodes with 3 cm inter-electrode 
distance are placed over the belly of biceps brachii muscle in differential configuration. Subjects are 
made to perform curl exercise with a 6 kg dumbbell until they are unable to lift the load again. The 
instances of first muscle discomfort and task failure are noted. Signals are subjected to band pass filtering 
using a Butterworth filter with cut-off frequencies of 10 Hz and 400 Hz. A notch filter with 50 Hz is used 
to remove power line interference. 4 

 

2.2 Spectral feature extraction from IMFs 

EMD algorithm is used to decompose the sEMG signal into IMFs. 5 In this work first two IMFs are 
considered for analysis. Each IMF is divided into six zones to normalize the time axis and hence to 
analyze the progression of muscle fatigue. Further, IMFs are converted into analytic function using 
Hilbert transform to understand amplitude and frequency modulated frequencies. Power spectrum of 
analytic functions are calculated using Welch's method. Following spectral features are extracted from 
IMF1 and IMF2 for further analysis.  

Spectral Peaks (SP) 
The maximum value in the power spectrum series. This feature can be used as a measure of shift in 

spectral power due to muscle fatigue. 
Peak Frequency (PF) 

The frequency corresponding to the spectral peak. This feature can be used as a measure of shift in the 
frequency due to muscle fatigue. 
Spectral Entropy (SE) 

It is a measure of unpredictability of a time series. Here, the power spectrum is considered as the time 
series and its predictability is analyzed.  

  ∑
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where, PXX(f) is the normalized power spectral density and fs is the signal sampling frequency. 
Spectral Energy (SEN) 

Spectral energy provides a measure of signal energy and its variation due to muscle fatigue. This 
feature depends on the muscle force production during contraction. 
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where, N is the total number samples in frequency. In this work, MATLAB software with custom made 
functions are used for pre-processing, EMD and extraction of features. 

 

 

 



	
  

3. Results and Discussion 

	
   	
  

(a)   (b)  

	
   	
  

(c) (d) 

Fig. 1. Spectral features of IMF1 (a) SP (b) PF (c) SE and (d) SEN 

The statistical characteristics of spectral features extracted from IMF1 of 50 subjects is shown in Fig. 1(a-
d). The mean value of SP is found to be increasing with respect to the progression of fatigue (Fig. 1(a)). It 
is observed that variability of SP is higher in fatigue zone. From Fig. 1(b) it is observed that PF is stable 
in first two zones but from third zone onwards it is decreasing. The mean PF is found to be less in sixth 
zone and this may be attributed to the reduction of motor unit firing frequency in fatigue condition.  

The signal randomness, expressed using SE, is found to be increasing in IMF with progression of 
fatigue as shown in Fig. 1(c). It may be due to the recruitment of more motor units and biomechanical 
instabilities of hand joints. Fig. 1(d) shows the variations in SEN due to cyclic contractions. It is observed 
that the IMF1 energy is increasing with respect to the progression of fatigue and it may be ascribed to the 
increase in the effort level of subject and recruitment of more motor units.  

The percentage difference of features for IMF1 and IMF2 is found to be decreasing with progression 
of muscle fatigue. Maximum percentage difference value is obtained for SE feature in both IMF1 and 
IMF2. This could be attributed to the reduction in signal predictability with fatigue.  Among all features, 
PF provides minimum percentage difference.  

 

 



	
  

4. Conclusion 

In this work, an attempt is made to analyze spectral features extracted from IMF of sEMG signals during 
dynamic contraction of biceps brachii muscle. Signals are recorded from 50 healthy volunteers during 
curl exercise. Further they are subjected to EMD and each IMF is divided into six zones to normalize the 
variability of endurance time among subjects. Spectral features such as SP, PF, SE and SEN are extracted 
and analyzed. It is observed that PF of IMF1 is differentiable in all the zones. It appears that this method 
of analysis is useful in dealing with nonlinearity and non-stationarity of the sEMG signals associated with 
various normal and clinical conditions. 
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BACKGROUND: Push up exercise is a popular and common way of strengthening the upper 
body in clinical, fitness and sport fields. Recently, trainers and researchers suggest to perform 
this exercises under unstable condition with specific tools, in order to increase muscle activation. 
PURPOSE: The aim of this study is to investigate the electromyographic activity (EMG) of 
shoulder and trunk muscles during 4 different kind of isometric push up exercises performed 
with elbow flexed and extended.  
METHODS: Ten healthy subjects volunteered for the study. Three unstable conditions (TRX, 
BALL, SKIMMY) and one stable condition (STEP) for two different elbow joint angles (90° 
flexion – FLEX ; full extension - EXT) were tested during 5 seconds isometric push ups. EMG 
was recorded for Anterior Deltoids (DA), Pectoralis Major  (GP), Triceps Brachialis (TRI), 
Latissimus Dorsi (GD), Rectus Abdomins (RA), Obliquus Externus (OE). Data were processed 
in order to calculate EMG Root Mean Square (RMS) and normalize to stable condition (Step).  
CONCLUSIONS: All unstable conditions show higher muscle activity in both joint angle 
positions compared to stable condition. In particular, TRX evidences the highest EMG data in 
FLEX and EXT condition: TRX is higher than BALL, STEP and SKIMMY in EXT condition 
(p<0.01) and higher than STEP and SKIMMY (p<0.01) in FLEX condition. TRB, RA and OE 
are the most activated muscles in all conditions for both FLEX and EXT with different values 
related to specific tools. GP, DA and GD are higher in FLEX than EXT (p<0.01) while RA is 
higher in EXT angle compared to FLEX (p<0.05).  
These findings suggest that adding instability is a good way to improve trunk muscle activity in 
both joint angle positions, while shoulder muscle activity is more related to elbow condition. 
 
Keywords: push up, electromyography (EMG), unstable surfaces 

 
 
 
 
 

1. Introduction 

Push up is a popular and common exercise that is normally performed in prone position by raising and 
lowering the whole body using the arms. The purpose of this exercise is to primarly target shoulder and 



trunk muscles in order to improve both mobilizing and stabilizing functions around elbow, gleno-humeral 
and core area.1,2  The basic version is a closed kinetic chain movement that requires muscle co-contraction 
and dynamic joint stability and is quickly adaptable to people’s fitness level using simple variations to 
increase or decrease the training load. Since the specific technique is easy to perform and no particular 
equipment is needed, ACSM highly recommends it for training and testing different kind of people in 
sport and rehabilitation.1 In the last years, push up has been widely investigated using electromyography 
technique (EMG) in order to quantify muscle activity patterns during basic execution and his variations 
(hands position, feet position, hand-wrist rotation). 2,3,4 Recently,	
  the	
  addition	
  of	
  unstable	
  surfaces	
  (like	
  
fitball,	
   wobble	
   board,	
   bosu)	
   while	
   performing	
   this	
   exercise	
   has	
   been	
   promoted	
   by	
   trainers	
   and	
  
researchers	
   to	
   increase	
  stabilizer	
   function	
  around	
  shoulder	
  and	
  elbow	
   joints,	
   5,6,7,8,13,14	
   to	
   improve	
  
muscle	
  performance	
  after	
  training	
  time,	
  10	
  and	
  to	
  elicit	
  higher	
  core	
  stability	
  and	
  strength	
  level.	
  9,11,12	
  
The	
  justification	
  for	
  the	
  use	
  of	
  labile	
  surface	
  is	
  based	
  on	
  its	
  potential	
  to	
  maintain	
  postural	
  stability	
  
and	
   neuromuscular	
   control	
   in	
   the	
   whole	
   body,	
   even if contradictory data exists about his 
effectiveness.5,6,10  Lastly, suspension training is a new kind of push up version performed with specific 
tools (TRX, sling surfaces) that improve stability and proprioception around shoulder girdle. 15,16 Since 
science is actually poor about this and his comparison with other unstable surfaces, the goal of present 
work is to analyze the EMG activity while performing different kinds of push up using stable, unstable 
and sling surfaces. It is hypothesized that instability will elicit greater muscle activity in both shoulder 
and trunk region compared to stable condition.   

2.   Methodology 

2.1 Experimental Approach 

The current study aim to quantify muscular activity during 4 kinds of isometric push up (PU) performed 
with 2 different elbow joint’s angles in healthy and physically active people. The 4 PU conditions were 
related to specific equipment used during our analysis: a stable condition using single step (STEP) and 3 
unstable conditions using respectively 2 soccer balls (BALL), 2 inflated discs (SKIMMY), a sling tool 
(TRX). The 2 elbow joint’s angles were defined at 90° flexion (FLEX) and full extension (EXT). 
All data were collected in a single day session with repeated measure of PU in a random order using 
EMG. A pre-test familiarization session was performed 7 days before in order to improve specific 
technique for each condition. 

2.2 Participants 

Ten healthy and physically active male volunteered for the study (mean age 22,7 ± 2,06, weight 74,2 ± 
8,89 Kg, height 1,75 ± 0,5 m).  
Inclusion criteria were: 10,12,15,16 
• Performing regular physical activity (at least two sessions per week); 
• One year experience using instability training with same tools of current study; 
• Absence of surgery and recent joint or muscle-tendon injuries to trunk and arm. 



2.3 Warm-up and testing session  

Before performing the test, people participated to a warm-up session composed of 5 minutes cardio 
training ( using  the bicycle ergometer or tapis roulant, Air Machine, Italy) followed by 10 minutes 
dynamic mobility training in the upper body.  
After warm up, participants rested 5 minutes and started the testing session with PU executed in a random 
order. 
They performed 3 PU for each surface condition (STEP, BALL, SKIMMY, TRX) in both FLEX and 
EXT joint angle. Each position was isometrically held for 5 seconds with 1minute rest between 
repetitions.   
FLEX PU were performed with hands on specific tool slightly  wider   than   shoulder-­‐‑width   apart,  
shoulders  at  60°  abduction  and  elbows  at  90°  flexion,  feet  together  on  the  floor,  trunk  and  lower  
limb  aligned  with  neutral  spine.  
EXT  PU  were  performed  were performed with hands on specific tool slightly  wider  than  shoulder-­‐‑
width   apart,   shoulders   above   the   hands   and   elbow   full   extended,   feet   together   on   the   floor,  
trunk  and  lower  limb  aligned  and  neutral  spine.  

2.4 Skin Preparation and Electrodes Placement 

Before warm up session, the skin was prepared and the electrodes were placed. The skin surface was 
shaved, abraded with fine sandpaper and cleaned with alcohol wipes, in order to remove hair, dead cells 
and sweat, reducing skin impedance and ensuring good adhesion of the electrodes. 

The following muscles on the right side of the body were investigated: pectoralis major (PM), anterior 
deltoid (DA), triceps brachialis (TRI), latissimus dorsi (GD), rectus abdomins (RA), obliquus externus 
(OE); ground electrode was fixed on the anterior superior iliac spine. All the electrodes were disposable 
with pre-applied conducting gel and were placed on each muscle with a preset inter-electrode distance of 
20 mm.12,13,14,15,16 

2.5 EMG Data Collection  

During the testing session the neuromuscular activity has been detected by using the BTS Pocket EMG 
device (BTS Bioengineering, Italy). The EMG signals of all muscles were collected during the whole 5 
seconds period of isometric contraction with a sampling frequency of 1000 Hz, 16 bit A/D converted and 
analyzed with BTS Myolab software. Since the first and last second were discarded, a 3 seconds signal 
was obtained and then processed to a 20-400 Hz band pass filter, full wave rectified and finally root mean 
square amplitude algorithm (RMS) was calculated to assess the electrical activity of each muscle. All data 
were normalized to stable condition (STEP) at both FLEX and EXT angle in order to compare stable-
unstable tools in 2 different joint angle.12 

2.6 Statistical Analysis  

 EMG normalized data resulting from 3 PU repetitions were averaged and the obtained values 
were defined as mean ± standard deviation for each muscle in all conditions for both joint angles.15, 16 

Averaged values were then processed for following statistical analysis:  
• A 2 way repeated ANOVA (4 surfaces x 6 muscles) was used to investigate surface effect across 
all muscles separately for FLEX and EXT angle; 



• A 2 way repeated ANOVA (4 surfaces x 6 muscles x 2 joint angle) was used to compare FLEX 
and EXT in different conditions for all muscles. 
Significance was set with p<0.05. 

3. Results 

Graphic 1 and 2 show RMS mean values for each muscle in all conditions respectively in FLEX (graph 1) 
and EXT (graph 2) joint angles.     
 

 
Graph 1: RMS values in elbow extended condition 

      

        
Graph 2: RMS values in elbow flexed condition 

ANOVA evidences significance for surface, muscle and surface x muscle interaction in FLEX and EXT 
(p=0.00). 
In EXT, TRX has significantly more global EMG activity compared to STEP (reference value : 1, 
p=0.00), SKIMMY (1,44, p=0.00) and BALL (1,91, p=0.00),  BALL compared to STEP and SKIMMY 
(p<0.02), SKIMMY compared to STEP (p=0.00) (graph 3). In FLEX, STEP (reference value: 1) has 
significantly less global EMG activity compared to SKIMMY, BALL and TRX (respectively 1.31, 1.54, 
1.64, p=0.00) and SKIMMY compared to TRX (p=0.03) (graph 4).  
 



 
Graph 3: Global RMS values for each surface in elbow flexed condition 

 

 
Graph 4: Global RMS values for each surface in elbow flexed condition 

In FLEX vs EXT comparison, FLEX shows higher global RMS activity compared to EXT, even if not 
significantly (2,18 vs 1,94, p>0.05): FLEX is higher than EXT in STEP (+39%, p=0.00), SKIMMY 
(+34%, p=0.00) and BALL (+17%, p=0.03). In muscle x angle interaction, ANOVA evidences higher 
values for DA and GD in FLEX compared to EXT (+71% and +34%, p=0.00)  and for RA in EXT 
compared to FLEX (+40%, p=0.04).  

4. Conclusions 

The present work investigated EMG during different kind of isometric push up performed with specific 
tools. Previously, instability demonstrated to significantly improve shoulder and trunk muscular activity 
during PU and his variations using labile surfaces. 7,8,12,13,14 In particular, gleno-humeral and core 
stabilizer increase their activity in relation to body position and surface:13 more body is parallel to the 
floor and instability under hands or feet is high, so training load and muscle activity are to the highest 
degree for both static and dynamic movements.9,11 Recently, Maeo15 and Snarr16 reported that TRX can be 
an efficient sling surface to improve shoulder and trunk activity in FLEX and EXT angle; present work 
confirms their hypothesis and suggests that FLEX position is more related to shoulder region (DA, GD, 
GP) while EXT position to core region (RA, OE). 
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Introduction 
There is a growing need to tailor programmes of physical activity to an increasingly numerous population 
of older adults with a variety of related health problems including weight control, hypertension, and 
diabetes. Among the potential benefits of regular aerobic exercise is the metabolic oxidation of lipidic 
substrates. Several previous studies have tried to determine the exercise intensity that maximises the rate 
of oxidation (FATmax) using incremental or constant load exercise tests (1,2,3,4). The protocols were used 
to identify the heart rate and work rate for which RER was a minimum and hence fat oxidation was 
maximized, but typically in healthy, trained adults. The objective of the current study was to verify the 
reliability of a new test protocol FATmaxwork designed for sedentary adults, analysed using the INCA 
software package (5). 

Methods 
Twenty-five overweight subjects, aged 50.9±4.5 years, with BMI 27.5±1.7 kg m-2, were recruited. All 
subjects were monitored using a MedGraphics VO2000 metabolimeter during the FATmaxwork treadmill 
test (briefly, initial speed 3 km h-1, then increments of 1 km h-1 every 5 minutes, for 20 minutes total), 
followed by a constant load test of 1 h duration at the chosen workrate: the FATmax zone was estimated 
by INCA using a quadratic fit of lipidic power production against work rate. 

Results 
Testing was completed without cardiovascular or other acute health events in all subjects, but for 6 
subjects data were not collected for technical reasons. For subjects who completed both tests (11 F), the 
average Fatzone was estimated by INCA at 54.2±4.9% max HR, RER 0.86±0.09, 130±64 W. The results 
from the constant load test differed by 0.01±1.92 for RER and -0.22±1.92 for %HR. The Fatzone differed 
by gender most notably in the work rate proposed: 158.3±71.6 W for men and 115.2±34.5 W for women 
at similar heart rates and RER. 

Subjects were set to run at a constant rate corresponding to the heart rate indicated by INCA. They 
managed to maintain this target heart rate (mean difference ± SD: -0.2 ± 1.9 b.p.m.), and in doing so lipid 
oxidation was very close to the expected value (difference in RER: -0.008 ± 0.022). 

Discussion 



Our results are comparable to those previously obtained using other test protocols, and demonstrate the 
reliability of our procedure, which was developed with a view to its capacity to be safely applied in a 
wide range of subjects. FATmaxzone testing with INCA software appear to meet the requirements for a 
safe, reliable and efficient method for calculating the FatMax.  
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In this work, combined fuzzy c-means and Gaussian distribution model based augmented 
Lagrangian multiphase level set method is used to segment the subcortical regions of control and 
autistic skull stripped MR brain images. The images are skull stripped using geodesic active 
contour method. The fuzzy c-means and Gaussian distribution model acts as the intensity 
discriminator for the level sets. The augmented Lagrangian function avoids the re-initialization 
procedure. The segmented images are validated with the ground truth. The results show that the 
multiphase level set method is able to segment the subcortical regions such as corpus callosum, 
brain stem and cerebellum. The correlation of segmented subcortical regions with the 
corresponding ground truth gives high values in control and autistic subjects. As the multiphase 
level set method is able to segment the subcortical regions of brain, this method seems to be 
clinically significant in the diagnosis of neurodevelopmental disorders.  

Keywords:  Autistic; subcortical regions; multiphase level sets; fuzzy c-means and Gaussian 
distribution model; correlation; 

1. Introduction 

Autism is a neurodevelopmental disorder characterized by social and communication defects.1 
Autism is characterized by accelerated growth of cortical regions and premature slow growth rate of 
subcortical regions such as corpus callosum, brain stem and cerebellum2. Magnetic Resonance (MR) 
imaging is a non-invasive method to analyze the morphology of brain in children and adults.  

Multi-region segmentation is challenging task due to noise, intensity inhomogeneity,	
   poor 
contrast and weak boundaries in image. The region based contour models detects exterior and interior 
boundaries of multiple objects in images with noise, weak boundaries and are less sensitive to initial 
contour.3  

In MR brain images, during the segmentation of corpus callosum, similar grey level regions 
such as brain stem and cerebellum are also extracted.4 Fuzzy c-mean clustering is used as the intensity 
discriminator for region based level set methods to segment the region of interest in medical images.5 
Also, a fuzzy Gaussian distribution model which use statistical characteristics of local intensities is used 
for the accurate segmentation of MR brain images6. The combination of fuzzy c-mean and Gaussian 
distribution model is used to segment the regions in medical images.7  

In this work, fuzzy c-means and Gaussian distribution model based augmented Lagrangian 
multiphase level set method is used to segment the subcortical regions of brain. The segmented images 
are validated with the ground truth. 

2. Materials and Methods 

The structural MR images considered for the analysis is obtained from the public database 
Autism Brain Image Data Exchange.8 Initially, the MR images are pre-processed to remove non-brain 



	
  

tissues using geodesic active contour method.9 The skull stripped images are further processed to 
segment the brain subcortical regions.  

Combined fuzzy c-mean and Gaussian distribution model based augmented Lagrangian 
multiphase level set segmentation 

The multiphase level set method comprises of more than one level set function and is used to 
segment multiple regions of interest. In multiphase method, the level set functions 1,..., kφ φ are denoted by 
a vector valued function 1( ,..., )kφ φΦ =  and the membership functions 1( ( ),..., ( ))i kM yφ φ φ is defined 
by ( )iM Φ . The energy of a multiphase level set function with fuzzy as intensity descriptor7 is given by 
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Here I is the original image, b is the bias field, c is the cluster centre,σ is the variance and K  is the 
Gaussian kernel function.  

The function F used in the formulation of multiphase level set is given by ( , , )F c bΦ .The minimization of 
energy with augmented Lagrangian regularized evolution10 is given by 
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Where ∇ is the gradient operator, (.)div is the divergence operator and the function. υ , α  and µ are 
constants which corresponds to the penalty and length terms in the regularization function. The 
multiphase level set method used in this work forms two contours. The values of parameters considered 
for the segmentation are υ  = 0.001*2552, 0.2α =  µ = 0.1, ε = 4 and the size of Gaussian window is 
17×17. The number of iterations used to segment the brain subcortical regions is 350. 

The segmented regions are validated with the corresponding ground truths. The geometrical 
measure area11 is measured from each subcortical region of segmented and ground truth images. Each 
subcortical region of ground truth images are correlated against the segmented region. 

3. Results and discussion 

Figure 1 (a) show the mid-slice of control and autistic MR brain images in sagittal view. The 
MR images are skull stripped using the geodesic active contour method. The final contours evolved over 
the skull stripped images using multiphase level set method are shown in figure 1 (b). One of the 



	
  

contours in level set function extracts the high intensity pixels and the other extracts the low intensity 
pixels. The three intensity levels of pixels segmented using contours are shown in figure 1 (c). The high 
intensity pixel regions are extracted and are shown in figure 1 (d). From these images the desired 
subcortical regions are labelled and separated from the undesired regions. The extracted brain subcortical 
regions are shown in the figure 1 (e) and the corresponding ground truths are shown in figure 1 (f). The 
result shows that the energy minimization of multiphase level set method with three clusters based fuzzy 
c-means and Gaussian distribution model is optimal and able to segment the brain subcortical regions 
from the MR brain images. 

   
(a) (b) (c) 

   
(d) (e) (f) 

Figure 1 (a) T1 weighted mid-sagittal view image (b) Final contour evolved in skull stripped control 
image (c) Segmented regions (d) High intensity regions (e) Brain subcortical regions and (f) Ground truth 

The segmented images are validated with expert’s ground truth images. Table 1 presents the 
correlation values of corpus callosum, brain stem and cerebellum area of segmented images with ground 
truth. Corpus callosum gives a high correlation of 0.94 for controls and 0.93 in the case of autistic 
subjects. Brain stem gives a correlation of 0.92 in both control and autistic subjects. Cerebellum gives a 
correlation of 0.86 and 0.84 in control and autistic subjects respectively. This depicts that the combined 
fuzzy c-means and Gaussian distribution model based multiphase level set is able to extract the 
subcortical regions more accurately. 

Table 1 Correlation values of segmented subcortical regions with ground truth 

Subcortical regions 
Correlation value (R) 

Control Autism 

Corpus callosum 0.94 0.93 



	
  

Brain stem 0.92 0.92 

Cerebellum 0.86 0.84 

4. Conclusion 

In this work, the subcortical regions of control and autistic subjects are segmented from skull 
stripped MR brain images using combined fuzzy c-means and Gaussian distribution model based 
augmented Lagrangian multiphase level set method. The fuzzy c-means and Gaussian distribution model 
acts as the intensity discriminator for the level sets. The segmented subcortical regions are validated with 
the ground truth. The results show that the multiphase level set method is able to segment the   
subcortical regions such as corpus callosum, brain stem and cerebellum. The subcortical regions of 
controls give high values of correlation with ground truth compared to the autistic subjects. This frame 
work seems to be useful for diagnosis of autism like neurodevelopmental disorder. 	
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In this work, an attempt has been made to analyze the shape changes of Corpus Callosum (CC) 
in Alzheimer MR brain images using coherence enhancing diffusion filtering and an improved 
variational level set method. Coherence enhancing diffusion filtering has been used to obtain the 
edge map. Improved variational level set method is used to segment CC using edge map. 
Geometric features are obtained from extracted CC and are analyzed. Results show that 
coherence enhancing diffusion filtering is able to provide edges with distinct boundaries. 
Improved variational level set method could perform the segmentation of CC in both the normal 
and AD images. Geometric features such as area, minor axis, solidity and equivalent diameter 
are able to show distinct variations between the control normal and AD subjects. As shape 
changes of CC are prominent in the diagnosis of AD, this study seems to be clinically useful.   

Key words: Alzheimer’s Disease; Corpus Callosum; Level set; Coherence enhancing diffusion 
filtering  

 

1. Introduction 

Alzheimer’s Disease (AD) is a complex neurodegenerative disorder that leads to memory impairment 
problems in patients. Manifestation of AD causes atrophy of gray matter and white matter structures and 
thus results in whole brain shrinkage. The etiology of the disease is still completely unknown. Hence, the 
early diagnosis of the disease is highly essential.1, 3 Corpus Callosum (CC) is the largest white matter 
structure in the brain which connects the left and right cerebral hemisphere. Atrophy of white matter 
results in the shape changes of CC and reflects the disease progression of AD.4 Since there exist a large 
overlap in the volume measurements of normal and AD subjects, shape based analysis is feasible to 
quantify the distinction.5  Magnetic Resonance (MR) imaging is a non-invasive method of brain imaging 
system which reflects the neuronal pathology due to AD.6 Deformable active Fourier contour model and 
rule based technique are used in the segmentation of CC.8, 9 Level Set (LS) methods are active contour 
models that are implicitly defined as dynamic curves or surfaces to undergo contour evolution to track 
complex topological changes. In any LS method, Gaussian filtering is conventionally used to generate the 
edge map. However this causes blurring and loses the edge information. Coherence enhancing diffusion 
filtering is a nonlinear diffusion process which is employed as the pre-processing step for segmentation to 
generate the edge map. 12, 13 In this work, coherence enhancing diffusion filtering and improved 



	
  

	
  

variational level set method are used to segment CC. Geometric features are extracted from the 
segmented CC.  

2. Methods 

Brain MRI images obtained from OASIS database are considered for this analysis. 10 

2.1 Level Set Method 

The level set evolution equation of improved variational level set method is given by 

𝜕φ
𝜕𝑡

= 𝜏 𝜇𝑔!"#  [∇!𝜑 − 𝑑𝑖𝑣
∇𝜑
∇𝜑

] +   𝑣𝑔!"#𝛿!(𝜑)  
    (1) 

where, µμ > 0 and λ > 0 are constants, δ! is the dirac function, α is the variable that controls the speed of 
the contour and 𝑔!"# is the edge map. 

2. 2 Coherence enhancing diffusion filtering 

The tensor product of gradient of Gaussian smoothed version of an image 𝑢(𝑥, 𝑡) is used as the structure 
descriptor and is given as  

   𝐽! ∇𝑢! ≔ ∇𝑢!⨂∇𝑢! ≔ ∇𝑢!∇𝑢!!                     (2) 

where ∇𝑢! is the gradient smoothed version of the image 𝑢 𝑥, 𝑡 .The orientations are average by 
applying component wise convolution with a Gaussian 𝐾!: as shown as 

    𝐽!:   ∇𝑢! ≔ 𝐾! ∗ ∇𝑢!⨂∇𝑢!  (𝜌 ≥ 0)                         (3) 

By taking the gradient of Eq. (3), the edge stopping function 𝑔!"# is obtained and integrated into Eq. (2) 
for the level set to correctly segment CC. Geometric features are extracted from the segmented CC and 
are normalized.  

3. Results and Discussion 

A representative set of normal and AD brain MR image sagittal view is shown in Fig. 1. It is seen that, 
the size and orientation of CC are found to be varying in both the normal and AD subjects. It is observed 
to have varying length in both the normal and AD conditions. These images are subjected to coherence 
enhancing diffusion filtering to obtain the edge map.  The diffusion parameter sigma is fixed as 10 and is 
used in the diffusion process. Time parameter has been fixed as 3 and it decides the amount of diffusion. 
The total diffusion process took 100 iterations to complete the filtering process for every single image. 
By taking the gradient of the filtered image, the edge maps are obtained. 
  



	
  

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 1. Representative set of (a) normal, (b) AD MR 
images, (c) segmented normal and (d) AD CC images  

 

 
Fig. 2. Variations in the geometric features of 

segmented CC of normal and AD subjects 

 

Further, the images are subjected to segmentation of CC using improved variational level set method by 
providing initial contour. The initial contour evolves continuously by shrinking towards the edge map of 
CC. During the LS evolution, the speed parameter α is set as 0.5 to control speed of the level set function 
towards the region of CC. The LS took 22 iterations to segment CC in all the images. The extracted 
geometric features such as area, minor axis, solidity and equivalent diameter shows variations in their 
mean and SD values as shown in Table. 1. Fig. 2. also reflects the variations in the pathology due to AD 
conditions.  
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Table 1- Variations of geometrical features 

Geometric Features Normal AD 

Mean±SD Mean±SD 

Area 0.66±0.16 0.59±0.10 

Minor axis 0.75±0.09 0.68±0.09 

Solidity 0.64±0.13 0.55±0.10 

Equivalent diameter 0.81±0.10 0.73±0.10 

SD-­‐Standard	
  Deviation 

4. Conclusion 

In this study, coherence enhancing diffusion filtering with improved variatonal level set method is used to 
segment CC in both normal and AD images. Geometric features are extracted from the segmented CC to 
quantify the variations. Results show that this method is able to segment CC in all the images. The 
extracted shape based features could reflect the pathology due to AD conditions. Thus this study seems to 
clinically useful. 
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In this work, an attempt is made for detection of Alzheimer’s disease (AD) severity in MR 
images using Minkowski functionals (MFs). The normal and abnormal images considered in this 
work are obtained from MIRIAD database.  Initially, the ROI  is selected from original T1 
sagittal image. The ROI of hippocampus are subjected to analysis using Minkowski functional. 
The prominent Minkowski feature is correlated with the Mini-Mental State Examination 
(MMSE) score. Results show that the Minkowski area and Euler number of hippocampus  
provide better discrimination of normal and abnormal subjects. Its correlation with MMSE is 
observed to be high for normal and abnormal Alzheimer subjects. This suggests that spatio 
temporal characterization improves the discrimination capability, while simultaneously 
eliminating the need for precise segmentation. Hence this index could be used for the study of 
progression in neurodegenerative disorder such as AD. 
Keywords:Alzheimer’s, Minkowski functional, hippocampusROI 

 

1. Introduction 

Alzheimer’s disease (AD) is an irreparable neurodegenerative disease. The senile plaques  (SP), 
neurofibrillary tangles (NFT) and other pathological changes such as hippocampus atrophy, ventricle 
enlargement   appear in the brain atleast 10 years before the  onset of clinical symptoms of AD[1]. Early 
diagnosis and treatment can effectively prevent AD further deterioration; hence researchers have drawn 
more attention to the early diagnosis of AD.  

Structural magnetic resonance imaging (MRI) techniques provide a tool for examining alterations of 
brain. In MR brain images, the hippocampus is a deep brain sub cortical small grey matter (GM) 
structure. It shows no clear boundaries along significant portions of its surface and appears with low 
contrast. In many studies, region of interest (ROI) analysis is carried out by computing bounding box of 
hippocampus [2] and further analysis is performed. 

Among various image analysis techniques, texture analysis is proved to be useful in identifying tissue 
changes and has the potential to support early diagnosis of AD. Recently, a 2D method to quantify 
atrophy in temporal region for diagnosis of early AD and tracking the progression of AD is framed [3]. 
MFs are used in pathology detection of bone and breast images [4].  

 

2. Methods 

The images considered in this work are obtained from the MIRIAD (Minimal Interval Resonance 
Imaging in Alzheimer's Disease) database [5].The pathology conditions   are classified as mild, moderate 
and severe subjects based on mini-mental state examination (MMSE) score suggested by Petrella J.R et al 
[6]. The ROI is extracted by computing a bounding box [2].Minkowski functionals are derived for the 
selected hippocampus ROI. They are computed by binarizing the segmented regions through the 
application of several threshold levels between minimum and maximum intensity limits [4]. Then an 
optimal choice of threshold level is selected. The three Minkowski functionals obtained are area, 
perimeter and Euler number are calculated as: 



	
  

 

Area = Number of white pixels      (1) 

Perimeter = 4*Area+ 2*Number of open edges    (2) 

Euler number =Area- Number of open edges + Number of open vertices       (3) 

 

The optimal threshold is selected  for computing the Minkowski feature. The selection is done by 
subjecting integral feature of each threshold value to t-test for normal and different abnormal images. The 
threshold value which gives significant p value is considered for analysis. The integral Minkowski  
feature are calculated at the significant threshold value for the hippocampus ROI. 

 

The Mini-Mental State Exam (MMSE) score is used to detect and track the progression of cognitive 
impairment associated with Alzheimer’s disease. The clinical relevance of the features is obtained by 
correlating the significant feature with the MMSE score. The obtained features are further subjected to t-
test.  

3. Results and discussion 

 

The ROI is selected from the normal and abnormal AD sagittal MR Images.  

 
1(a) 

 
1(b) 

 
1(c) 

 
1(d) 

Fig 1 ROI of T1 sagittal MRI in (a) normal, (b) mild,(c) moderate and 
(d)severe AD subjects 

 

Fig 1(a) shows the ROI of normal sagittal T1 MR image. The images of AD abnormalities for mild, 
moderate and severe subjects are shown in fig 1(b-d). The image shows that as disease progress the 
hippocampus which accounts for the atrophy decreases and the surrounding ventricles enlarge. The 
hippocampus ROI is subjected to spatial temporal characterization using Minkowski functionals. Figure 
2(a)-(c) shows the integral mean of Minkowski feature area when different threshold levels are applied 
on the hippocampus ROI. This feature helps in discrimination of normal and pathology images.  For first 
few threshold levels, the feature value increases and for  higher  order  these value remains constant. The 
plot shows dependence of the features on the threshold levels. Fig 2 shows at threshold level six there is 
distinct variation of normal and abnormal subjects for all the three features. At this threshold value the 
features such as area (p<0.0001), perimeter (p<0.01) and Euler number (p<0.001) have prominent p-
value. Hence threshold level six is considered for analysis of hippocampus in MR sagittal images.  

 



	
  

 
2(a) 

 
2(b) 

 
2(c) 

Fig 2  Comparison of integral mean of Minkowski functionals of  hippocampus ROI for different  threshold levels (a) area (b) 
perimeter and (c) Euler Number 

The normalized average and standard deviation values of of the Minkowski feature for hippocampus 
normal and abnormal subjects are shown in table 1. The mean value of Minkowski feature is high for 
normal subjects. Minkowski area of hippocampus ROI is found to be low for abnormal subjects which 
could be due to atrophy associated with pathological conditions and enlargement of the surrounding 
ventricles.  

 
Figure 3  Correlation between 
Minkowski area and MMSE score 
for Hippocampus  Table 1. Normalized mean and standard deviation of the Minkowski feature 

for hippocampus ROI 

Minkowski 

Features 

Mean ± Standard deviation of  hippocampus ROI 

Normal (N=30) 
                     Abnormal (N=90) 

Mild Moderate  Severe 

 Area 0.95 ± 0.02 0.86 ± 0.016 0.77 ± 0.008 0.69 ± 0.015 

Perimeter 0.87 ± 0.06 0.78 ± 0.10 0.78 ± 0.10 0.85 ± 0.07 

 Euler Number 0.99±0.15 0.78 ± 0.25 0.72 ± 0.25 0.70± 0.22 

     

The Euler number which accounts for the number of holes, increases in abnormal subjects. This is due to 
the enlargement of ventricle resulting in increased number of holes in pathology conditions. Hence the 
Euler number is less in AD subjects. The Minkowski perimeter is not much distinct for normal and 
abnormal conditions. Hence Minkowski area with significant p-value of hippocampus can be used for 
discrimination of normal and abnormal subjects.  

The  correlation  of  normalized  Minkowski  area  with  MMSE  score  is  shown  in fig 3.  The MMSE 
score decreases as the disease progresses.  The MMSE score highly correlates with the Minkowski area 
for both normal and abnormal conditions. Fig 3 shows the correlation coefficient (R) of Minkowski area 
of hippocampus ROI with respect to the cognitive index is 0.76 for normal subjects. In abnormal 
subjects, the value of R is found to 0.86, 0.95 and 0.92 for mild, moderate and severe respectively. Thus 
Minkowski area of hippocampus could be used as a measure in differentiation of severity conditions in 
AD. Hence this Minkowski fuctional which considers structural changes of regional hippocampus can be 
used in study of progression of AD. 

4. Conclusion	
  

In this work, an analysis is carried on hippocampus ROI of MR brain images, to study the progression of 
AD. The ROI is subjected to Minkowki functional based analysis. Results show that the analysis on 



	
  

hippocampus is able to discriminate normal and  abnormal Alzheimer  Disease  (AD) conditions. It is   
observed that the Minkowski area provide better discrimination of normal and abnormal subjects. Its 
correlation with MMSE is observed to be high for normal and very high for moderate Alzheimer 
subjects. The Minkowski functional area, which considers the atrophy in hippocampus and the changes in 
the surrounding region can be used in detection of severity condition in AD. 
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1 
 

In order to well distinguish different tissues of the human body, it is of paramount 
importance to find procedures and sequences that improve the contrast of Magnetic 
Resonance Imaging (MRI) images. In particular, the possibility to image only specific parts 
of organs and/or tissues while ignoring all the others is a very valuable feature. A way to 
address this problem is to develop dedicated MRI sequences able to filter the 1H nuclei 
signals on the basis of the different longitudinal relaxation times (T1) of the tissues and to 
produce images where components are suppressed. Instead of using standard signal 
selection/attenuation sequences, such as the Short Time Inversion Recovery and Multiple 
Inversion Recovery, whose effects are to zero the signal for a discrete number of T1 values, 
we developed the Parametrically Enabled Relaxation Filters with Double and multiple 
Inversion (PERFIDI) filter sequences. These sequences acting on a range of T1 behave as 
electronic band-pass, high-pass and low-pass filters, primarily focused on the components 
which pass through, rather than on those blocked. 
We tested PERFIDI filter sequences on a synthetic two-component test tube sample. 
Preliminary applications on biological tissues have shown that this technique can 
effectively work on a range of T1 values. 
 

 
Keywords: MRI images; PERFIDI filter; Image contrast. 
1. Introduction  
 
In medical practice, the diagnostic power of Magnetic Resonance Imaging (MRI) is related to its ability 
to well distinguish the different tissues of the human body. It is therefore of paramount importance to find 
experimental procedures and sequences that improve the contrast of MRI images. A way to address this 
problem is to develop dedicated MRI sequences able to image only specific parts or components of 
organs and/or tissues. In particular methods have been developed that, on the basis of the different 
longitudinal relaxation times (T1) of the tissues, are able to selectively filter the images. 



	
  

	
  

For this reason, we have developed and used the innovative Parametrically Enabled Relaxation Filters 
with Double and multiple Inversion (PERFIDI) sequences that implement T1 filters1, 2, 3. 
Given a sample characterized by a distribution of T1, PERFIDI filter sequences using preambles of 
inversion pulses prepended to standard sequences, allow one to obtain an effective attenuation of the 
signal in a selected range of T1 values, while the remaining signal undergoes a computable attenuation3. 
These features make PERFIDI filter sequences different from other techniques dedicated to the signal 
selection found in literature, such as Short Time Inversion Recovery and Multiple Inversion Recovery4, 
whose effects, in general, is to zero the signal for a discrete number of T1 values3. In other words, the 
PERFIDI method has analogies with electronic band-pass, high-pass and low-pass filters, that are 
primarily focused on the components which pass through, rather than on those blocked3. 
The essence of the PERFIDI method lies in the linear algebraic combination (with sign) of magnetization 
signals. Therefore, it can work only if memory is kept of the polarity of the nuclear magnetization vector. 
In Nuclear Magnetic Relaxometry this is not a problem, because the magnetization signal is always 
recorded with sign. On the contrary, in MRI usually a “magnitude” image is recorded and visualized. 
This image is formed from the real and imaginary images computed by means of a 2D Fourier transform 
of the raw data. Therefore, in order to perform the PERFIDI method it is necessary to process the real and 
imaginary images to restore the magnetization sign. 
Because phase-sensitive inversion-recovery provides enhanced T1 contrast, the restoration of the 
magnetization signal polarity has long been studied, especially in relation to the well known Inversion 
Recovery (IR) sequence5. In many medical applications there are potential benefits from signal polarity 
restoration6, for example for Imaging Pulmonary Blood Flow and Perfusion7, Black-Blood Coronary 
Vessel Wall Imaging8 and to improve tissue contrast in neuroimaging9. Some methods are based on the 
identification of zero-crossing time of the inversion recovery curve10, others provide the sign of the signal 
by using a phase-correction method11. In our work, we used a reference image having a defined polarity 
of signal magnetization in every image pixel. Once the polarity of the magnetization was known, it has 
been possible to apply the image PERFIDI filters. In this work we tuned and tested the PERFIDI method 
on both a synthetic sample and on biological tissue samples, obtaining very good results. 
 
2. Materials and Methods  
 
As previously stated, the PERFIDI filtering is performed by means of a linear combination of images 
acquired with proper sequences called PERFIDI blocks, each characterized by specific delays. Each 
PERFIDI block, is made of two parts (see figure 1). The first one is a presaturation preamble, made in our 
application of two inversion pulses, whose timing is varied depending on the desired filter behavior, 
while the second one is a standard sequence. In figure 1 a PERFIDI block time diagram is shown in 
which the second part is a Spin-echo (SE) sequence. 

 
Fig.1. Time diagram of a PERFIDI block: presaturation preamble prepended to a SE sequence. 
 



	
  

The simplest PERFIDI filter is obtained by subtracting images acquired by two elementary PERFIDI 
block sequences characterized by a suitable choice of two different delays. The first image is de facto a 
reference image (called OFFSET) which permits one to set the magnetization sign with respect to B0. In 
the OFFSET image d1, the elapsed time between the two inverse pulses of the preamble part (see figure 
1), has been set to 5 times the repetition time (TR). d2, the delay between the preamble and the sequence, 
was equal to 5 ms (the shortest available). In practice, PERFIDI OFFSET block is an IR sequence with 
the inversion time as short as possible. Therefore, neglecting the relaxation occurring in the first 5 ms, the 
polarity of the magnetization of every pixel of the OFFSET image is opposite to that of B0. The second 
image (called PERFIDI SE) has been acquired setting d1 equal to 200 ms, d2 = 5 ms. For both the 
acquisitions TR = 3500 ms and, to enhance the signal to noise ratio, 4 scans were used. For further details 
about the PERFIDI block sequences, the reader is addressed to references 2 and 3. 
The signal polarity of each pixel in the PERFIDI SE image is obtained by comparison with the known 
polarity of that pixel in the OFFSET image. 
Once the polarity was restored, it has been possible to implement the imaging PERFIDI filters by means 
of the following linear combinations: 
PERFIDI high-pass=PERFIDI SE image – PERFIDI OFFSET image  (1) 
PERFIDI low-pass =- (PERFIDI SE image + PERFIDI OFFSET image) (2) 
PERFIDI block sequences have been implemented on an ARTOSCAN tomograph (ESAOTE, Genova, 
Italy).  
 
2.1. The Sample  
 
The sample used to test the PERFIDI method was composed of two concentric test tubes (10 mm and 25 
mm in diameter) filled with two aqueous solutions of EDTA at different concentrations. The inner tube 
contained a solution characterized by T1 = 45 ms and T2 = 43 ms. The external tube contained a solution 
with T1 = 800 ms and T2 = 755 ms.  
The sample has been positioned in the center of the receiver coil with the axis of the tubes parallel to the 
axis of the coil (see figure 2), in this way a transverse section image shows two concentric circles.  
 

 
Fig.2. The concentric test tubes sample inside the ESAOTE transmitter/receiver coil. 
 
3. Results and Discussion 
 
Appling the linear combinations (1) and (2) it has been possible to obtain T1 filtered images. In figure 3 
the images obtained by high-pass and low-pass PERFIDI filters in the relaxation times domain are 
shown. In figure 3(a) the short relaxation time component, which is contained in the inner test tube, is 
completely filtered in favor of the long relaxation time component. In the low-pass image of figure 3(b) 



	
  

	
  

the situation is reversed: in this case the signal of the inner test tube is not damped, while the rest of the 
sample signal is filtered.  

a)   b)  
 
Fig.3. PERFIDI filter results in the relaxation times domain on a phantom made of two concentric test tubes filled with different 
EDTA solutions: high-pass (a) and low-pass (b). 
 
4. Conclusion 
 
The application of PERFIDI filter sequences on a synthetic two-component sample produced the 
expected results. The PERFIDI high-pass and the low-pass filters, acting on components with given T1 
relaxation time distributions, have produced high contrast images. Preliminary use of PERFIDI sequences 
on biological tissue has shown that T1 filtering techniques can effectively be used on samples 
characterized by distributions of T1 values. 
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Fat suppression in Magnetic Resonance Imaging (MRI) images is an important diagnostic 
topic.	
  In this work, through NMR Relaxometry and Imaging of 1H nuclei we estimated the 
Fat/Water (F/W) ratio on pig loins, assumed as model of human muscle tissue, by analyzing 
1H longitudinal relaxation times (T1) distributions and quantitative MRI images. It is known 
that water and fat proton signals in tissues have different T1 values. The innovative 
characteristic of our approach is to assume that T1 values follow a quasi-continuous 
distribution, instead of a discrete distribution. F/W ratios of the samples were determined 
through NMR Relaxometry by distinguishing the signal of fat 1H nuclei from that of the 
water through the choice of a proper cut-off on the T1 distributions. F/W ratio was 
determined on MRI images acquired with the “classic” Short Time Inversion Recovery 
sequence. Innovative Parametrically Enabled Relaxation Filters with Double and multiple 
Inversion (PERFIDI) sequences, that implement band-pass filters, were also used. The 
correlation between NMR and an independent destructive chemical analysis performed on 
the same samples gave very good results for both Relaxometry and Imaging techniques. 
 
 

Keywords: NMR Relaxometry, MRI images, Fat/Water ratio, Fat suppression  
 
1. Introduction 
 

In order to increase the diagnostic power of Magnetic Resonance Imaging (MRI) in Medicine it is 
important to find experimental procedures able to improve the contrast of images. To better distinguish 
the different tissues of the human body, often the differences of the Nuclear Magnetic Resonance (NMR) 
relaxation times of 1H nuclei of the different organs and tissues are exploited. Among the others, one of 
the main problem is related to the fact that in specific examinations it is crucial to focus on the analysis of 
specific parts or components of organs and/or tissues disregarding the remaining parts or components. A 
way to solve this problem is to develop dedicated MRI sequences able to filter selectively part of the 
NMR signal, on the basis of the different relaxation times of the components. Starting from these issues, 
NMR Relaxometry and MRI sequences were developed and applied to the specific problem to distinguish 
fat and water signal of tissues, and in particular evaluate the fat-to-water ratio (F/W). The developed 
procedures were checked by assuming samples of animal meat (pork loins) as model systems of human 
muscle tissues. 



	
  

	
  

 
2. Materials and Methods 
 

2.1. Samples 
 

19 pork loins, 24 hours after death, were frozen and stored. The samples were left at room temperature for 
2 hours before NMR analyses to reach an appropriate experimental temperature. Smaller samples were 
removed for chemical analyses. 
 
2.2. Chemical Analysis 
 

Two specimens, taken from the same loin, were minced together for the chemical analyses. The sample 
was used for the estimation of fat and moisture content according to AOAC 950.46, and 960.39 official 
methods respectively1. Results of both analyses were expressed as grams per 100 grams of wet sample. 
 
2.3. NMR Relaxometry and MRI sequences 
 

NMR Relaxometry measurements were performed by using the permanent magnet (B0 = 0.2 T) of an 
ARTOSCAN tomograph (Esaote S.p.A., Genova, Italy) equipped with a portable NMR console (Stelar, 
s.r.l., Mede, Pavia, Italy). The Inversion Recovery (IR) sequence (recycle delay 2s, 64 inversion times 
selected in logarithmic scale, π/2 duration=60µs) was used to acquire the relaxation curve of the 
longitudinal nuclear magnetization component. Longitudinal relaxation times (T1) quasi-continuous 
distributions were obtained by inversion of the experimental multi-exponential relaxation curves with 
UpenWin Software2, which relies on the UPen algorithm3,4. MRI images were acquired by the 
ARTOSCAN tomography (Esaote S.p.A., Genova, Italy). In the standard Short Inversion Recovery 
(STIR) sequence the parameters used were TR = 2 s (repetition time), inversion time = 50 ms, TE = 18 ms 
(echo time), slice thickness 3 mm, 4 scans. For the suppression of fat signal we also used PERFIDI 
filters5,6,7 sequences, which use the linear combination of two Spin Echo sequences preceded by a two 
inversion pulse preamble. The preamble is made of two inversion pulses with an inter-pulse delay d1. 
After a delay d2 from the second inversion pulse, the standard sequence begins. In this case the 
measurement parameters were: first image: d1 = 5 TR, d2= 5 ms; second image: d1 = 150 ms, d2= 5 ms; for 
both images: TE=18 ms, TR= 2000 ms. To obtain the fat-to-water ratio (F/W) by the images, (F/W)MRI, a 
proper image segmentation algorithm, averaging 3 sections for each sample, was used implemented in the 
home-made ARTS software, to count the pixels assigned to fat and to moisture respectively.  
 

2.4. Correlation between NMR Relaxometry / MRI and chemical data 
 

By definition the ratio F/W obtained by NMR, (F/W)NMR (here NMR stands for both Relaxometry and 
Imaging) should be proportional to the corresponding ratio by chemical analysis (F/W)CH through a 
proportionality constant k that should depend on the number of 1H nuclei per mole of water and fat, and 
that should vary with fat composition. A linear relationship is then expected between the two quantities 
and represented by the equation:  

CH NMR
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⎝ ⎠ ⎝ ⎠ + off  (1) 
where off represents an offset. 
 
3. Results and Discussion 
 

3.1. 1H NMR Relaxometry 



	
  

 

The T1 distributions of 1H obtained by IR measurements show the same features for all the 19 loins: a 
small peak or shoulder/tail in the range 10-150ms and a predominant peak centred at about 300ms, which 
can be assigned to fat and water protons respectively. 
The method is based on the assumption that the tail or shoulder is due to fat, the large peak to water 
(Figure 1). 
 

 
Fig. 1 - Example of T1 distribution of the fresh loin samples with the indication of the cut-off which splits the fat and water 
components for the evaluation of the (F/W)IR-NMR. 
	
  
The F/W ratio obtained from T1 distribution (F/W)IR-NMR should be done by the ratio of the two areas 
under the two features. The ratios were computed for different values of cut-offs and the results compared 
with the values from chemical analysis (Figure 2). 



	
  

	
  

  
Fig. 2 - Plots of (F/W)IR-NMR  versus chemical data for a set of pork loins. The plots refer to F/W computed for different cut-
offs on the 1H T1 distributions.  
 
A linear relationship was found between the (F/W)IR-NMR values and the (F/W)CH values. Among the 
values chosen (cut-off = 90ms, 100ms, 150ms, 200ms and an individual cut-off for each sample), the 
most promising one resulted to be the one at 150ms (see figure 2). Also, it is interesting to note that the 
best-fit straight lines do not go to zero for zero (F/W)CH. This could be due to the fact that the chemical 
analysis does not give the membrane lipids which, however, are detected by NMR. 
 
3.2. MRI 
 

The linear relationship (1) can be fit to MRI data obtained with the standard STIR sequence, frequently 
used for fat suppression purpose. A wider scatter of (F/W)MRI data was obtained as compared with the 
(F/W)IR-NMR results. This is due to the fact that the fat pixels should be black (zero signal), but, as 
expected, the sequence does not suppress all fat signal equally. In fact the STIR sequence, by its nature, 
sets to zero the signal of the component with a specific T1, but, as we have shown with Relaxometry, fat 
is characterized by a distribution of T1 values. Thus, the use of the more appropriate sequence based on a 
low-pass PERFIDI filter, which strongly attenuates the signal in selected range of T1 values and affects 
the remaining signal with a computable attenuation, should give better results and lead to a better 



	
  

determination of the F/W ratio. A preliminary attempt of  application of this method is shown in Figure 3, 
where a STIR image of an internal slice of a loin sample is compared with the corresponding image 
obtained by a preliminary PERFIDI low-pass sequence method.  
 

 
Fig. 3 – Comparison between images of a slice of loin taken with a preliminary PERFIDI sequence method (a) and a conventional 
STIR sequence (b). A better fat signal suppression is obtained with the PERFIDI filter sequence. 
 
4. Conclusions 
 
Through NMR Relaxometry and MRI images we evaluated the fat-to-water ratio content in pig loins 
considered as proper model of human muscle tissue. These two techniques revealed themselves to be 
suitable for this issue. Very good results were obtained by using IR Relaxometry data, with the 
assumption that 1H nuclei of fat and water are separable on a quasi-continuous T1 distribution. The 
comparison with chemical independent analysis validated this hypothesis. We also set dedicated 
procedures based on the application of PERFIDI filter sequences5,6,7 which are very promising as efficient 
tools for fat signal suppression. 
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We investigated different DTI software and tumour effect on fibers. 

DTI brain images of 25 healthy and 5 brain-injury patients were acquired with Philips Achieva 
1.5T scanner using EPI-SE DTI sequence with 16 directions.  

Images were analyzed with Philips FiberTrack module, DTI-Studio and FSL. We studied 
corticospinal tracts and corpus callosum, using different FAmin and max_angle values as 
termination criteria. Group studies were performed. 

The number and volume of tracts are reduced when FAmin is increased and max_angle is 
decreased, with p-values <0.01. According to the evaluation of experienced neuroradiologists, 
FAmin=0.15 and max_ang=27° were chosen to compare software.  Results of FSL fibertracking 
with 1 or 2 fibers per voxel are no statistically different. 

T-tests between Philips and DTI-Studio lead to p-values >0.05 for corticospinal tract and <0.05 
for corpus callosum. FSL analysis leads to higher ADC and lower FA values, with significative 
differences with other software. In brain injury patients we measured different fibers orientation, 
reduced FA and increased ADC around the lesion. 

Even if DTI fibertracking is a promising non-invasive preoperative imaging tool, the outcome is 
strongly influenced by the algorithm used and the parameters chosen for the seed generation and 
fiber propagation. 
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Introduction:  

Neuronal tissue consists of tightly packed and coherently aligned axons that are surrounded by glial cells 
and often organized in bundles. The movements of water molecules are therefore hindered to a greater 
extent in a direction perpendicular to the axonal orientation than parallel to it.  

Diffusion tensor imaging (DTI) is a magnetic resonance technique that is sensitive to the diffusion of 
water in tissue and has become of great interest in the last years to reveal the anisotropy and orientation of 
white matter tracts of the brain in vivo. This information can then be used to delineate white matter 
pathways of the brain by employing  fiber tracking algorithms. DTI has thus become an integral part of 
preoperative diagnostic imaging in many neurosurgical centers. 



To-date there has been no general consensus on the optimal diffusion tensor acquisition protocol and 
different algorithms have been implemented, using either a deterministic or probabilistic approach. 
Besides, the outcome of a DTI study might be strongly influenced by the parameters chosen for the seed 
generation and fiber propagation (curvature change and anisotropy thresholds).  

In this work we compared different DTI software and evaluated the tumour effect on fibers. 

 

Materials and methods: 

In this study, diffusion-tensor MR imaging was performed in 25 healthy and 5 brain injured patients; 
none of the healthy patients had a neurologic or psychiatric disease or brain injury in his or her previous 
medical history. We focused on corticospinal tracts and corpus callosum. 

Patients were scanned in a supine position with a Philips Achieva 1.5 T scanner using a diffusion 
weighted echo-planar sequence with 16 directions, whose parameters are reported in Table 1.  

A T1-weighted three-dimensional rapid gradient echo sequence was acquired for anatomic reference. 

 

 

TR (ms) 9388 MX ACQ. 112×110 

TE (ms) 70 VOX ACQ. (mm3) 2×2×2 

EPI factor 59 FAT SAT. SPIR 

NSA 3 b value (s/mm²) 0-800 

Slice thickness (mm) 2 No. of directions 16 

Slice gap (mm) 0 No. of slices 60 

FOV (mm3) 224×224×120 Scan  % 98.3 

FOLD. A-P Acquisition time 
(min) 7:49 

SENSE SI SAR (W/Kg) < 0,4 

Table 1. Acquisition parameters of diffusion weighted echo-planar sequence used in this study 

 

 

Images were analyzed with three different software packages: Philips FiberTrack module, DTI-Studio and 
FSL. In all cases data were subjected to image quality control before processing and corrected for eddy 
currents and motion artefacts; images were also registered to the reference volume at b=0.  

The comparison was performed on a qualitative level through visual inspection of the fibers and 
quantitatively by a statistical analysis of apparent diffusion coefficient (ADC), fractional anisotropy (FA) 
and eigenvalues through ANOVA and t-test. 



 

For Philips FiberTrack module different anisotropy thresholds (minimum FA between 0.15 and 0.5) and 
maximal angles (15 - 40 degrees) were tested. An automated 3D ROI was chosen for seed generation as 
to grant the reproducibility of the process. Data were interpolated with a third order polynomial fit. 

Experienced neuroradiologists were asked to evaluate the outcome of the analysis and the thresholds 
values they indicated as optimal were chosen as standard settings in the software comparison. 

The study of the corticospinal tract was performed choosing for seed generation either a single ROI in the 
internal capsule or two ROIs placed in the internal capsule and in the cortex. 

FSL probabilistic fiber tracking algorithm was applied considering both one and two fibers per voxel. 
Group studies were also performed in order to obtain the tracts common to at least 80% of the subjects.  

 

 

Results:  

The study performed with Philips FiberTrack module showed how the number and volume of tracts are 
strongly dependent on the thresholds chosen in the algorithm: we observed an evident reduction when 
minimal FA was increased and maximal angle was decreased (Fig. 1 and Fig. 2); the visual inspection 
was confirmed by statistical tests leading to p-values < 0.01.  

 

 
Fig. 1. Comparison of different threshold parameters: a) FAmin = 0.2; angmax = 27° ;  b) FAmin = 0.5; 

angmax = 27° ;                                                 c) FAmin = 0.15; angmax = 15° ; d) FAmin = 0.15; angmax = 40°  



 

 
Fig. 2. Third order polynomial fit for corpus callosum (a) and corticospinal tracts (b)        

 

According to the evaluation of experienced neuroradiologists, we chose 0.15 and 27° as the minimal FA 
and maximal angle for the comparison of the different software packages. 

 

As for the corticospinal tract, fibers obtained considering a single seed ROI and two ROIs were visually 
quite different (Fig. 3), the last method being more accurate in selecting the proper fibers; statistical tests 
on FA, ADC and eigenvalues led to p-values between 0.01 and 0.05. 

 

 
Fig. 3. Comparison of fibers obtained considering a single seed ROI in the internal capsule and two ROIs 

in the internal capsule and in the cortex 

 



Results of FSL fibertracking with 1 or 2 fibers per voxel were no statistically different, with p-values > 
0.05 for all parameters considered in this study. In Fig. 4 is reported the result of the group studies. 

 
Fig. 4. Fibers common to at least 80% of the subjects for corpus callosum (a) and corticospinal tracts (b) 

 

T-tests between Philips and DTI-Studio showed p-values > 0.05 for all parameters in corticospinal tract 
and < 0.05 for all parameters except λ1 for corpus callosum. FSL analysis led to higher ADC and lower 
FA values, with significative differences with the other software (Fig. 5).  



 
Fig. 5. Comparison of the results of different software packages. (a) ADC for right corticospinal tract; (b) 

FA for corpus callosum 

 

In brain injury patients we measured reduced FA and increased ADC around the lesion; different fibers 
orientation was observed too. In Fig. 6 is reported an example of glioblastoma; the corticospinal tract is 
evidently interrupted.  

 

 
Fig. 6. Fibertracking on a patient affected by a glioblastoma 

 

Conclusion:  

This work has shown that the outcome of a DTI study is strongly influenced by the type of algorithm used 
for the fiber tracking, as well as the parameters chosen for the seed generation and fiber propagation.  

The results of statistical tests between the DTI software considered in this study showed clearly that the 
differences in the displayed fiber bundles are relevant.  



However, every software package adopts modified versions of available algorithms and the modifications 
are hardly ever fully disclosed; besides it is not always possible to export seed ROIs, thus creating an 
additional uncertainty in the comparison. 

Visual inspection of the fibers remains therefore the best way to evaluate the outcome of the different 
tools and the opinion of experienced neuroradiologists is mandatory in the choice of the optimal 
parameters.  

Considering these results, findings based on DTI tractography should be interpreted carefully, even if DTI 
fiber tracking presents a promising non-invasive preoperative imaging tool, which is still being developed 
and needs to be refined further. 
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