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1. Introduction*

How do consumption and investment respond to uaiceyt shocks? What role does
uncertainty play in macroeconomic fluctuationsPscroeconomic uncertainty a possible cause of
weak recovery after adverse shocks, or is it radthesnsequence of negative economic conditions?
Over the last decade, questions like these haventedncreasingly important, as an attempt is
made to better understand the role of uncertamshaping the global financial crisis.

Quantitative results rely on different estimatestlté unobservable, time-varying macro-
economic uncertainty, the measure of which is eeitimique nor objective. Hence the question of
how to proxy uncertainty has attracted increasmtgrest in recent years, as witnessed, for example,
by the papers of Bachmann et al. (2013), Bekae#rl.ef2013), Bloom (2009), Julio and Yoox
(2012), Jurado et al. (2015), Rich and Tracy (20HWd Rossi and Sekhposyan (2015). The
different measures of uncertainty formulated toedatoadly follow three alternative approaches
(see also Bloom, 2014).

The first approach is “finance-based”, as it uéizsomewhat sophisticated methods to
process the financial information thrown up by Ktatarket volatility (see e.g. Bekaert et al., 2013,
Bloom, 2009, Gilchrist et al., 2014, and Knotek afdan, 2011), under the assumption that
financial volatility can be a guide to the statenosfcroeconomic uncertainty even though not all
individuals invest in the stock market (Romer, 1990 share the same information that financial
market actors have access to.

The second approach is “forecasts-based”, as ina&s uncertainty by relying on the
concept of the economy’s predictability and on theasurement of the discrepancy between
professional forecasts, under the assumption beataick of predictability and a large discrepancy
between forecasters' views reflect (and are botbepeed as signs of) a more uncertain economy.
As with the previous approach, a large variety @thnds are employed: see Bachmann et al.
(2013), Jurado et al. (2015), Rich and Tracy (20R®ssi and Sekhposyan (2015), Scotti (2013),
and Segal et al. (2014).

The third approach is “news-based”. Given the qaesthow does the average citizen
comprehend the implications of stock market vatgtiand economic predictability underlying
his/her uncertainty?”, the answer is "media isrtessenger” (see Alexopoulos and Cohen, 2009).
Therefore, the degree of uncertainty in a givenogecan be proxied by the frequency with which a
lengthy list of words related with uncertainty appein journalistic articles. The assumption ig,tha

! Paper presented at the 35th International Symposin Forecasting of the International Institute Fafrecasters,
Riverside, June 21-24, 2015. We are grateful, withinplication, to Nick Bloom, Joshy Easaw, Carlavero,
Alessandro Girardi, Giuseppe Parigi, and BarbarssRior their comments, as well as to conferencéqiants.
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when certain causes of uncertainty matters, theyikely to be reported by journalists through the
use of certain words. More specifically, it is asgd that the media are able to gauge any
uncertainty indicated by market outcomes, profesdieeconomists and political debate, and to
draw the general public’s attention to this undatiathrough the recurrent use of specific words.
This approach - which is similar to the narrativelgsis designed to identify monetary and fiscal
policy shocks (see, for example, Romer and Ron@942and Ramey, 2009) - leads to the news-
based uncertainty measures formulated, for exanglélexopoulos and Cohen (2009), Baker et
al. (2015), and Knotek and Khan (2011).

The three previous approaches all have their pnok ans. On the one hand, the pre-
selection of directly observable specific events eaisy to perceive but somewhat arbitrary. On the
other hand, the methodological approaches thaa&xtmcertainty estimates from latent processes
are statistically and economically sound, but dse aery complex black boxes not strictly related
to observable indicators of uncertainty.

This paper has two aims. The first is to introdaceew uncertainty indicatoiG{) that
methodologically belongs to the class of news-basezhsures, but that replaces the more
traditional counting of words reported by the pregth the intensity of Internet searches. In short,
GT shifts from word counts to individual searches, it.éocuses on the receiver (individuals) rather
than on the channel through which the messagengeged (press, media). While the traditional
news-based measure uses journalists’ feeling alnocertainty and how they communicate it by
using specific words, our measure is based on haerdet users explicitly manifest their
uncertainty by searching for specific words witkajer/less frequency. Higher levels of uncertainty
are likely to result in a greater appetite for kilexlge, and consequently in a more intense use of
tools capable of gathering further informationphbrticular, we assume that the intensity of Interne
searches is related to the uncertainty about theome of a specific political or economic event
weighted by its subjective relevance as perceivedndividuals. In this way, the intensity of
Internet searches reflects uncertainty regardiegoticurrence of an event, and the consequences of
that event, which in principle may also be cert@mccur. Google Trends is the tool we use to
assess the search intensity of terms linked witmemic and policy news, and to understand the
level of information that individuals need in orderincrease their awareness. To the best of our
knowledge, this is the first time that Google Trerds been used to measure in a comprehensive

way the need for information within the contexttoé measurement of uncertaifity.

2 Our choice of Google Trends is motivated in Secfi®. Preliminary realizations were independeimiglemented by
Squadrani (2013) and BBVA (2012); a simplified o$&00gle Trends, based on the single search teconbmy" can
be also found in Dzielinski (2012). By contrast,dgte Trends is regularly used within the contexfarEcasting in
order to provide predictors: see, for example, Gimai Varian (2012), and D'Amuri and Marcucci (2012)
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The second aim is to rectify the lack of comparggsmver a common time span, of the main
features of the uncertainty measures for the tbSlisentangle the signals that each of them wses t
depict macroeconomic uncertainty, and to betteretstednd their relationship with the economic
cycle. In doing so, we also include our brand nevo@e-based index in the comparative analysis.

Results show that Internet searches can providendesures of macroeconomic uncertainty
with fresh information. Therefore, the answer te thain question of the paper is that Internet
search activity is a friend of the alternative uteiaty measures because it is able to capture
individuals' perceived uncertainty not embodiedhi@ other indicators. For example, we show that,
in a situation of increasing uncertainty, Intersetirches and press coverage follow different time
paths. Internet searches sometimes peak befores pm&rage (as in the case of fiscal policy
issues), while at other times their causality thezi reversed (as in the case of monetary policy
issues), or vanishes when they are for the begt qutemporarily related (as in the case of
guestions of entitlement programs).

The comparison of the macroeconomic effects ofrradtéve uncertainty measures (i.e.
finance-, forecasts- and news-based) shows thatatteeinfluenced by model parameter breaks due
to in-sample events.

The paper is organised as follows. Section 2 ptedsoth the conceptual framework and the
technical issues of our new “search-based” Googkends uncertainty indexG(l). Section 3
analyses the dynamic interaction between our sefidaternet searches and those news-based
searches in Baker et al. (2015), in order to undeds whether media coverage drives Internet
searches, and whether such searches continue #tgemprass coverage wanes. Section 4 surveys
the “fantastic five” uncertainty indicators (i.¢aose that are most frequently used in the liteeatur
and that are publicly available on a monthly babishallocating them to the aforementioned three
methodological approaches. Moreover, the sectiompewes their statistical features at both
univariate (persistence, seasonality and varigbditer time) and multivariate (Granger causality
and contemporaneous correlation) levels. SectidmcBses on the interaction between alternative
uncertainty measures (includi@r) and certain key macroeconomic variables (suocbugsut and

employment). Section 6 offers our conclusions.

2. The making of GT, the new index of uncertainty based on Google Treis

This section motivates our new uncertainty meabased on Google’s search volumes (in
Section 2.1) and describes the steps taken toeciie@h Section 2.2). Given that search volumes
reflect individuals’ need for information about spi& terms, their listing and wording is of

paramount importance. We have chosen to extracgl@olrends series with 184 queries closely
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related to the 210 search terms used by Baker €Gil5), hencefortBBD, to make “Newsbank”,

that is the Categorical Newsbank versionB&D news-based economic policy uncertainty index
(EPU, see more details in Section 4.1). Newsbankxidusively based on news data, and is
developed starting from specific policy area uraiaty sub-indexedThe 184 single series can be
aggregated into 8 Newsbank policy categories, dmadlatter are summed up into the macro-

economic indexGT.*

2.1 - The conceptual framework of the GT index

The science of uncertainty quantification (see, mgnathers, Der Kiureghian and Ditlevsen
(2009)) establishes that uncertainty may be eiéheatory (statistical) or epistemic (systematic).
Aleatory uncertainty is irreducible: it arises mally from perceiving real-life facts (that is, fro
"observing the system"), since it represents unkisothat randomly differ each time we examine
those facts. Epistemic uncertainty represents dlck bf knowledge about potentially knowable
things that are unknown in practitén both cases, we are faced with a lack of knogéedn order
to measure this lack of knowledge, we have to assilvat there are “hidden” variables which can
better inform individuals about the issues in gquestand enable them to distinguish the truth from
among the possible alternatives: the larger theokgiossible alternatives, the greater the non-
specificity resulting in uncertainty. Moreover, @n@inty may be also driven by ambiguity and
conflict (that is, by a lack of consensus or byagieement): the more mutually exclusive items of
evidence individuals have, or the more even thength of the disagreeing items of evidence is, the
greater the conflict.

Both non-specificity and conflict are mostly due ttee poor quality of the information
available (Harmanec, 1999), and this fact inevijtahlels individuals’ need to gather further
information in order to bridge the gap between whanown and what needs to be known so as to
be able to make better decisions; see also theisigm in Bloom (2014). This point is widely
acknowledged in various fields. For example, in fledd of economic psychology (see, for

example, Lemieux and Peterson, 2011), individuadpond to greater uncertainty by intensifying

% This index is based on the count of articles fiiim Access World News Newsbank (“Newsbank”) - aadase of
about 2,000 national and regional newspapers itutheSee the complete list of queries in the appetodBaker et al.
(2015) and on their website (www.policyuncertaiotyn/categorical_terms.html). The 184 Google Treudrigs we
defined after rearrangements and validation of B8Brch terms are listed in Appendix Al.

* MacroeconomioGT and data by category are obtained using the cortaram aggregation procedure. Technical
details are in Appendix A2.

® For example, with regard to uncertainty in offi@aonomic statistics, Manski (2015) considers uagety as the lack
of knowledge deriving from an incomplete understagdf the information provided about an econononaept, or
from the lack of clarity of the concepts themselves

® The economic rationale of this point is modelledlit and Schneider (2014).
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their search for more information. Similarly, styckaformation models predict that “more volatile
shocks [in other words, greater uncertainty] leathe more frequent updating of information, since
inattentiveness is more costly in a world thatisidly changing”, Reis (2006, p. 803).

If uncertainty can be reduced by increasing knogdedhe intensity of search for more
knowledge can be used to measure the level of tamesr. In other words, higher levels of
uncertainty lead to a greater appetite for incrédseowledge, and consequently result in a more
intense use of tools capable of gathering furtiormation. In recent years the Internet has
become an effective means of collecting and diviggnformation for an increasing number of
people, and thus data regarding internet searcbelsl rove useful in measuring uncertainty.
Google Trends is one possible instrument with wiichather data on Internet searcHes.

We think that this framework can motivate our pregloof transitioning from a “news-

based” to a "search-based" approach (intensitgtefiet searches).

2.2 — Pros and Cons to the utilization of Googleehds data and how we dealt with

Google Trends provides an index of the volume @i on Google since 2004. This index
is called the Search Volume Index - in symi®\&,; — and it measures the volume of queries for a
generic search term (or group of terrag) a given region (in our case the U.S.A.) at time

SVUgt SVUgt

SVgt
SVgeXMaxs— [0,T]
SVg¢

wheresvg, is the number of searches fwithin periodt; the periodicity of observations is

SVI, = X 100 = x 100 (1)

SthXMSV[o,T]

weekly or monthly, depending on the search ternuputarity® The division bysv,,, the total
number of Google searches within the same pdritgldone in order to preve®VL: from being
affected by the overall increase in Internet useer time. MoreoverSVL; time series are bounded
between 0 and 100 because time series are scali@ loyaximum value obw/sw;: from O toT
(i.e. over the download period), and then are mligtl by 100. Google Trends only provides
observations for those search terms exceeding anuin threshold of popularity, otherwise they

are set to zero; therefore z&8V¥L; indicates either no or insignificant searchessfat timet.

"With regard to the composition and relevance adrimét usage over the US population, note that ir526ternet users
in North America represented 88% of the countrygpydation (see www.internetworldstats.com). Fumiare, Google
is the leading search engine, with a worldwide raaghare of 68.5% in May 2015 (see www.netmarke¢stam).

However, the risk of incurring in population biasists, and there are also other issues relatinpgouse of social
media data: see Ruths and Pfeffer (2014).

8Search terms with low popularity are only availabfea monthly basis. In our database, weekly Gobgbads series
are converted into monthly format by averaging ttemthe basis of the month in which the week begins

7



SVl indicators have their pros and cons. On the pesiside, they are freely available,
measured at very high frequency, regularly updated, early released. In addition, being peak-
normalised, the&SVIs'sensitivity to extreme values fgr sesharply reduced, while other ways of
treating extreme values (such as outlier-trimmiongh bias the original data structure (see e.g.
Konig and Ohr, 2012). The normalization approantfact, produces indexes the changes in which
proxy distances from their peaks, while differenaesosss are independent of their relevance over
total Google traffic. An increase in the requiredormation about terns is not measured by an
increase in its share, but rather by an increass ievel towards 100. Therefor8YL; indexes are
short-term indicators, measuring how close the rfeednformation abouts at timet is to its
highest point, rather than structural indicatoeniifying the most searched-for terms.

On the negative side, such indicators are subgestinpling variability, which depends on
the day of the download (Choi and Varian, 2012)er€fore, it is impossible to replicate the search
volumes exactly due to the fact that they may difigghtly from one download day to the next.
Following Da et al. (2011), who report that cortela is usually greater than 0.97 for series
downloaded several times, we argue thatSk& for a search term only change very slightly from
one day to another, especially when considerindnifigopular terms.Moreover, the lack of
information about the relevance of ed8¥lis a problem involving the aggregation of indivadiu
search terms' volumes into groups of overall measisye do not know the weights of those siins.

Here we just note that both the aggregation of b84 search terms in 8 categories
representing 8 policy areas comparable VBD index, and the sum of these categories into the
macroeconomicGT is made using the common-term approatithe intermediate level of
aggregation in categories is motivated by the rideztbmparing by component news- and search-
based indicators (i.&BD andGT) without available data on singBBD search term&? Hence, the
information flows between alternative media (nevpsgra,BBD, and Google searche&sT) will be

studied, in the next Section 3, at the level ofraggtion by categories.

°In order to address this sampling issue, we doadddSVk for more than 200 terms from Google Trends on 13
consecutive days (from thé"8o the 28' of June, 2014), and then computed sample comelatimong the series in
relation to different days. We found that samplprgblems (identified as a correlation lower tha®) Grise mainly in
the presence of series containing zeros (i.e. lopular series).Therefore, we do not consider thia aelevant issue,
because in the aggregation process the weightnoptipularity series is negligible.

10 AlternativeSVIaggregation procedures are described in Appengix A
1 Details are in Appendix A2.

12| fact, the category is the highest level of dig@gation available for both sources (BBD and Gipgrt from two
terms for which we report comparisons at singlecdeterm level in Appendix A4.
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3. How uncertainty flows? Comparing Google Trends ad Newsbank by category

Little attention has been paid to analysing thatr@hships between press coverage and the
information found on the Intern&tin this section, by taking advantage of the awidity of two
consistent data sources (BBD's Newsbank series dbggary and the corresponding Google
Trends), we try to shed some light on how newspapports and Internet searches interact in
response to uncertainty shocks in order to dedpekrnowledge by component of the news-based

andGT indicators of macroeconomic uncertainty.

3.1 — The methodological framework
The basic ingredients are two sets of series me@saearches for the same terms from a
particular policy categoryBBD,, (BBD's news-based counts), afil, (Google Trends search

volumes); where = 1, 2, .., 8 (policy categories), ahdre monthly observations over the period
2004m1-2014m12, i.el = 132 months. Although referring to the same deaecms, these two

variables are differentBBD,, measures uncertainty as the frequency with whastaim terms are
mentioned in the newspapers (reflecting journadlidéxision to focus their readers’ attention on
certain issues rather than on others), wkilg, defines uncertainty as the frequency with which
the same terms are used in Google searches. Therafizording to thBBD,, series, journalists

are the messengers of the state of uncertaintygchwthiey communicate by using specific words

whereas, according t&T, , Google users manifest their uncertain mood bycbézg in a

more/less intense manner using those same words.

The dynamic relationships between these varialdase assessed within the context of the

VAR model. Suppose that, for th¥' category, thek-dimensional stationary VAR] processy,,
consists of then-dimensional procesg, and the K —m)-dimensional process, with non-singular
white noise covariance matrix. .
e el ]
Xet Hez Aoy Az [ X Aap Azzp| [ X | [
where, in our bivariate contexk=2 and m=1;y, =(BBD,,GT,)" is the vector of the
variables of interest for thé" category; scalarg. and matriced. are heterogeneous parameters

(they are allowed to differ across categories); and (&,,,,€.,) = (€3%°,£5T)" is the vector of

ct 1™t

13 Some empirical research has focused on modetiagvays information is divulged via the Internetd ahe speed at
which this happens in matters far removed fronghestion of uncertainty: see, for example, Ebertd.g2014).
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the random shocks 8BD andGT uncertainty measures for The lag lengtip is first set by using
the AIC criterion (starting fronp=13), and the corresponding residuals are testedlfitte noise
errors (otherwisep is slightly altered until the white noise residudhrget is met). The joint
stationarity of all the variables listed in the VAROdel, i.e. that the system (2) has full rank, lsan
assessed by using the Johansen (1995) tracef tinst:Sequence of null hypotheses of reduced rank
is always rejected, then the data support theosiatity assumption. Finally, seasonal dummies are
included in the VAR models when they are significan

The analysis using the VAR system (2) relies on thasic concepts: Granger- and
instantaneous-causality. Granger causality involles assessment of the null hypotheses:

A.,; =0 fori =1, 2, ..p (which implies thaBBD is not Granger caused I6yT), and A_,,; =0

fori = 1, 2, ...,p (Which implies thatGT is not Granger caused HBBD).'*In our context, the
Granger causality froBBD to GT for a certain categony implies that past news-based shocks are
related to present Google searches: past newsgssadlines lead people to increase their
knowledge of the events in question even aftem@n@s shock has occurred, i.e. people still feel -
after the shock - the need for further knowledgeuab. In other words, the news-based measure of
the uncertainty categorg - informing people about what is happening noweads to Google
searches. Conversely, the Granger causality f&irto BBD for a certain categorg implies that
past Google searches inform journalists about theaders’ persistent interest in past headlines
regardingc, and thus newspapers tend to satisfy this contimesetl for knowledge about the
evolution ofc. In this second case, Google searches — signakiaders' interest io— drives the
news-based measure of the uncertainty category

Although we must be very cautious in interpretifg toutcomes of Granger causality
statistical tests in behavioural terms, for theesakbrevity we shall now label the Granger cawgali
from BBD to GT as the "news-pooled" uncertainty, and the Gracgesality fromGT to BBD as
the "query-driven" uncertainty. Having found theedtion of Granger causality for each category
(where such direction exists), the outcomes magxpanded by replacing, in the bivariate VAR,
the Google Trends measure fowith its sub-groups and/or single search termss thtilizing the

information concerning the most relevant terms imittach sub-group
Given that VAR residuals are not orthogonal, itee tovariance matriZ,.is usually not

diagonal because these models are in reduced thempresence of a significant instantaneous

4 When the Johansen's test does not reject thefrgtuced rank (i.e. that not all the variable¥ &R are stationary),
the Granger causality must be tested by following Toda and Yamamoto (1995) approach. This is thg we
followed for the sub-groups 20-21-22 of the Entitent Programs category, and for the sub-groups42@t2he Trade
Policy category; see Appendix A3.

15 Details are in Table A2.1 summarising the resofithe Bayesian aggregation approach in Appendix A2
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correlation betweerBBD and GT shocks (E(e,£.,)#0) means that the two measures of

clt

uncertainty forc are coincident, i.e. they reflect the same timing.

3.2 — Empirical results by policy category

The main results produced by using VAR system (8)sammarised in Table'% The two
columns and three rows of the table delimit sixaar@ases) in which the 8 categories are allocated.
Along the columns, we classify the categories asesaof high/low instantaneous correlation
(degree of coincidence), depending on whether #hgevof such correlation is greater or less than
0.25 (a figure denoting its “high” 1% significancélong the rows, we classify the 8 categories
into three cases: the case of news-pooled uncgrt@ia. whenBBD Granger causeST), the case
of query-driven uncertainty (i.e. whe@T Granger causeBBD), and finally the case of no-

dynamically-related uncertainty (i.e. when Granggusality is not significant in either direction).
Table 1 here

The results shown in Table 1 can be summarizedlesvis. "Fiscal policy” and "Sovereign
debt and currency crisis" are carefully monitorgdpobople, as Internet searches increase as soon as
shocks occurs, even though newspapers do not place emphasis on them. Moreover, Internet
activity and newspaper mentions also overlap dicanitly, since the instantaneous correlation
coefficient is always high (in the 0.40-0.50 rangd)e same result is broadly found also in the case
of "Healthcare", albeit with considerably lower sifgcance and intensity.

If we further the VAR analysis by trying to establiwhat the main drivers (at the level of
individual search term) of the detected query-drivmcertainty are, the results in Appendix A3
suggest the following answers. With regard to figuaicy, the most reactive Google queries are

"Debt ceiling’

and "Government deficits”, while the "Sovereigrbotdand currency crisisGT
dynamics is mostly driven by the term "Sovereigittiealthough "Currency devaluation" and
"Euro crisis" also play a significant role. In thientext, the "Health care3T category leads the
news-based shock mainly because of the one seamh Affordable Care Act".

The direction of the Granger causality is revergsedhe case of "Monetary policy" and
"Regulation”, since it seems that people startilogior more information about the search terms in
these categories only after newspapers have begoremtion them, i.e. news-based shocks drive
Google searches. In this context, the term "Traolecy' behaves rather similarly, albeit with a

considerably lower level of instantaneous corretgtiwhich probably denotes the general public’s

% The detailed outcomes are reported in Appendix A3.

" The analysis of the search term "debt ceilingtislied further in Appendix 4.
11



limited attention to the news shocks in this catgdthe correlation coefficient here is about 0.10,
against values of 0.55 and 0.31 recorded in theiquie two cases, respectively).

Finally, "Entitlement programs" and "National saguand war" do not show any Granger
causality from press and media reports to Googéecbes orviceversa However, they behave
differently as far as the degree of simultaneitgaacerned. In fact, for "Entitlement programs'¢ th
news and Google are strongly correlated (above)0thQs denoting a substantial overlap, in the
same month, of press reports and internet searohéise case of "National security and war", on
the other hand, the instantaneous correlation databalf the previous figure, suggesting that the
need for knowledge that feeds the Google searchesti related to newspaper headlines to any
significant degree, probably because readers alrieaalv a lot about the matter in question.

BBD recently released data regarding news covemsiggwo specific search terms:
"Government shutdown" and "Debt ceiling". This offé us the possibility for testing whether the
comparison between news covera®8D) and Internet searche&T) indicators at the category
level is affected by problems deriving from aggteya possible heterogeneous search terms.
Overall, in this context of highly disaggregatedngarisons, some findings resulting from analyses
conducted at the category level are confirmed. fireefinding is the coincidence of news coverage
and Internet searches in relation to many unceytanocks. The second one concerns journalists’
attention to their reader's needs: the persisteficeews coverage following large shocks, can
indeed be interpreted not only as a consequengeuohalists' individual tastes, but also as an

attempt to feed their readers’ desire for informativith increasingly more fresh news.

4. A state-of-the-art assessment of macroeconomiocertainty measures

This section compares o@T index with what we called the “fantastic five” wartainty
indicators, because they are among the most pgmdarmented-on measures in the press and in
the literature. Moreover, they are comparable vathh GT index because they have also been
publicly available on a monthly basis for a suffitily long time to cover a large number of
historical events.

After presenting the “fantastic five” (in Sectionl}i we analyze, comparatively witT,
their statistical features at both univariate (jstesce, seasonality and variability over time) and
multivariate (Granger causality and contemporanamueelation) levels (in Sections 4.2, and 4.3

respectively).

18 Details are reported in Appendix A4.
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4.1 — Introducing alternative proxies: the “fantaist five”

We consider, as the “fantastic fivé™

- two finance-based indexes) the CBOE Volatility Index, VIX (see Chicago Boafdptions
Exchange, 2009), and)(the corporate bond spreads, SPREAD, of Bachmbaah(2013);

- two forecast-based measuras) the one-months ahead macro-uncertainty indeXxeEHRCT1,
of Jurado et al. (2015), and/\ithe measure of disagreement in business ecormyrkBISP, of
Bachmann et al. (2013);

- one news-based policy index) the Economic Policy Index, EPU, of Baker et aD15), in the
specific form of the HNEWS. This index is coupledhnour search-based policy ind&x.
Although often considered as alternatives, thesasoes were introduced in the original under

specific, different names. For example, SPREAD efingd in general terms as an “uncertainty

measure”, FDISP as a “business-level uncertaintyasare, PREDICT1 as a measure of

“macroeconomic uncertainty”, and the EPU as a nreasiu‘policy-related economic uncertainty”.

While proxy {) was essentially commented on, together @ih in Sections 2 and 3, some
observations can be made with regard to the ottvr proxies. Thei] VIX is used in many
empirical studies, for example in Bloom (2009). Buie caveat that emerges from the use of the

VIX to proxy uncertainty concerns its ability topresent macroeconomic uncertainty, since it is

based on stock market information alone. AccordanBekaert et al. (2013), the VIX does not only

reflect uncertainty but can be broken down intoartainty and risk-aversiof?.Since risk aversion
accounts for a sizeable part of the ViXeven more caution should be taken when considérias

a proxy of macro-economic uncertainty. Of cour$es same criticisms of the use of financial

information to proxy whole-economy uncertainty teats (which also embody non-financial

information) also apply to thaiY SPREAD proxy as well. Moreover, Gilchrist et €2014) use
credit spreads to measure the degree of financaken friction - rather than uncertainty - and in
this context their results suggest that credit agpgeare an additional channel through which

uncertainty fluctuations may spread to the reaheony?

19 Details of their computation are given in Appends

2 |n particular, they show that the uncertainty comgnt of VIX can be defined as the expected stoaiet variance
estimated using a projection model which includes lagged squared VIX and past realized volatilithijlst risk-
aversion can be defined as the difference betweenduared VIX and the estimated VIX uncertaintyponent.

2L For this reason, the VIX is usually referred tdtes “investor fear gauge” (see, for example, W 21@00).

2 Gilchrist et al. (2014) assume that credit spreadiect the endogenous effects of informationad aontractual
friction deriving from an (exogenous) uncertainbyosk, which they measure using high-frequency fienel stock
market data. However, their Figure 4 suggests ttiatiatter measure is highly countercyclical andvesoin tandem
with credit spreads. Nodari (2014) provides emaplrievidence of the direct effects of financial reagion policy
uncertainty on credit spreads, and subsequentti@nreal economy.
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Although independent of any single observable egvaoindicator or event, theiii()
PREDICT1 proxy is a computationally intensive blas&x that is not directly linked to the
uncertainty perceived by the general public. Thénnsaveat associated with thg)(FDISP proxy
is whether or not the disagreement of manufactucHeyels— i.e. high-ranking executive members
of organizations (a clearly defined, albeit narraategory of economic actors)is somehow
reflected in US macroeconomic uncertainty. Furth@emit is worth remembering the results in
Lahiri and Sheng (2010). By breaking down the idiial forecast error into a component related
to shocks common to all forecasters over the fatepariod, and another component concerning
forecaster-specific idiosyncratic errors, Lahirida8heng (2010) show that the ex ante forecast
uncertainty can be expressed as the sum of theceeolatility of future (common) aggregate
shocks over the forecast horizon, and the obsatisadjreement among forecasters. In this context,
large common shocks occurring in periods of ecowsomstability or long forecast horizons,

increase the difference between disagreement acettamty.

4.2 — Univariate analysis of the “fantastic five’radl GT

Figure 1 depicts the “fantastic five” a@&Il: the two plots in the first row show the finance-
based measures (VIX and SPREAD), those in the seomn show the forecast-based measures
(PREDICT1 and FDISP), and the news- and searchdbaseasures (HNEWS an@T) are
displayed in the third row. The first five alteriv&t measures of uncertainty cover the common
sample 1970m1-2014m12 (T = 540 months, of whicloBRBER downturns shown by the shaded

areas), while our Google Trends indicator is awddaince 2004m1.
Figure 1 here

Besides different scales (summary statistics afialvie 2 below), the eyeball comparison of
the uncertainty measures highlights quite diffengsiterns of variability that are not very closely
related to the nature of the indicators. In faotne series (SPREAD and PREDICT1) clearly spike
in recession periods only, while others (FDISP #dEWS) seem more affected by random
fluctuations over time. The VIX series is affecteg certain spikes even outside downturns, when
financial crises occur (e.g. the Black Monday ofdber 19th 1987).

The upper panel in Table 2 reports the unconditistagistics for the uncertainty measures,
revealing the larger variability of VIX, SPREAD aitNEWS. Apart from FDISP an@T (which
seem more Gaussian), all the other series showiyskewness and excess of kurtosis, indicating
tails on the right side of the distribution thae donger than those on the left side (i.e. the lodilk
the density and the medians lie to the left ofrtteans). This is the effect of positive spikes duyirin

recession phases, which results in counter-cyclisadertainty, also supported by means and
14



variances that are often higher during downturrfsesg shifts are less pronounced for forecats-
based and news/search-based indicators, whileppesde holds for financial and macroeconomic
uncertainty measures. Individual answers, newspey@rmation and Internet search fluctuations
are all more weakly associated with the macroecanorycle, and thus their shocks may
disentangle negative social and political eventse (8loom, 2014) from the mix of other

occurrences that could over-represent macroeconconiditions.
Table 2 here

Given that persistence is a relevant feature afriee where uncertainty is a driving force of
long-lasting economic downturns (Scaal, 2011),ltlweer panel of Table 2 provides more in-depth
analysis of the persistency properties of the weriseries. The results of the unit root tests (p-
values) over the sample 1970m1-2014m12 suggesthbdantastic five are stationary, as the null
hypothesis is always rejected at 5% (with the etioapof HNEWS where it is only rejected at
10%). However, their persistence is different: mftee occurrence of an uncertainty shock, the
period of time it takes to halve the gap betwedna@ata and the steady state, ranges between 5-7
months for VIX, FDISP and HNEWS, and stands at alome year for SPREAD, and more than
three years for PREDICT1 (the slowest to adjtisTihe shorter time span available BT explains
the statistical non-rejection of the unit-root nilypothesis, while the point estimate of its
persistence suggests the behaviour of a static®aigs with short-lived shocks.

These results are confirmed by estimating ARFIMAdels for the uncertainty levgi

pL)A-L)(y, — 1) =I(L)e, ©)
Whered is the fractional-integration parametg®(L) is the AR polynomial in the lag

operatorL, Z(L) is the MA polynomial, and is theiid innovation ternf* Since Granger and

Joyeux (1980), it has been widely acknowledged &atARFIMA model provides a parsimonious
parameterization of long memory processes thatsnigst ARMA model and, by allowing for
fractional degrees of integration throughparameter estimates, it also generalises the ARIMA
model with integer degrees of integration. The ARAI model is covariance stationary for

% Note that in Jurado et al. (2015), the point estévof the half-life of PREDICT1 after an uncertgishock is 53
months, whilst the half-life for the VXO is 4 mowsthThese estimates are only slightly different fraums because they
are based on an AR(1) model and refer to the pdi@6@m7-2011m12.

24 All the univariate models in this section accofortpotential seasonal effects using dummy vargbégher than by
imposing a filter on data, because seasonal filferg. the Census X13) might change the patterntianidg of the
original measures. A battery of tests for stablé amoving seasonality (see section D8.A in the XARBMA-SEATS
output, see Lothian and Morry, 1978) support owia in this context. Significant seasonal effealisays emerge,
with the exception of the FDISP. Note that Bachmanal. (2013) acknowledge that the FDISP is basedeasonally
adjusted data, while in all the other cases theeiss at best only partially discussed. Overalgss@al dummies’
significance suggests that in modeling uncertaitiity, seasonality required to be handled carefully.

15



|d| <1/2. The ARFIMA outcomes in Table 2 support the unitirtests' findings: all series behave

in a stationary manner (i.e. varying towards a timariant steady state) at different speeds.

The similar persistence estimated by the ARMA/wodt and ARFIMA approaches is
remarkable. However, the null hypothesis of idailjcdistributed uncertainty shocks is always
rejected regardless of the modelling context (ARMAARFIMA), due to the presence of residuals’
autoregressive conditional heteroskedasticity, ipalariving from shocks increasing in size during
downturns. Therefore, a data congruent representafi uncertainty measures needs to account for
this feature.

We now use the result shown in Tsay (1987), acogrth which the GARCH effects in the
innovations can also be explained by uncertaintydef® where the parameters are allowed to
change and byid innovation shocks. Given the close similarity e tdynamics of the ARMA-
ARFIMA shown by the results in Table 3, the comnstarting point of the two approaches is that
of representing the stationary process driving lihear dynamics of the conditional-mean of
uncertainty in the context of the MAJ Wold's decomposition of the short-term ARMA
fluctuations of the ARFIMA model (3), by assumitatd = 0.

The first approach, exploits the class of ARMA miedeith GARCH innovations as a
parsimonious and flexible way of representing tiieasinics of conditional mean and variance (see

Diebold and Lopez, 1995), and of preventing thaigence of residuals' heteroscedasticity:
Y, =u+B(L)g (4)
where 4 is the unconditional mean ¥ and B(L) =1+ L' is a lagL polynomial
i=1
obtained fromp " (L)3(L) . The shocke, are serially uncorrelated uncertainty innovatiovit

time-varying heteroskedasticif}; conditional to the information setifl, Q,_;:

£/ N, h) (5)
whereh = w+ C(L)£t2, andC(L) = Z:C.Li is a lag polynomial. If the two infinite-ordered
i=1
autoregressive lag operator polynomiBl&) and C(L) are approximated by ratios of low-ordered

lag operator polynomials, we obtain the classicBMM model with GARCH errors (see e.g.
Bollerslev et al., 1994).

The innovationst; of the ARMA/GARCH models (4)-(5) affect the dynamiof both the

conditional mean and the variance of uncertaindyrepresent the pattern of highly or slightly
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uncertain periods, that is, when significant chanigeuncertainty are likely to be followed by other
large changes, and when small changes are likelypetofollowed by other small changes,
respectively. We choose an ARMA(2, 3) model for ttenditional mean and a GARCH(1, 2)
model for the conditional variance; although simpiheese models can detect, within a suitable non-
linear framework, clusters of time where the uraiety shocks are particularly large, and they nest

all the uncertainty measures:
Yo =Vo T @Y T B HAE L TIE, TRE S TE (6)

h=w+aegl, +a,&:,+Bh, (7)

The second approach starts once again from theoxdylIA¥old's decomposition of the
ARMA fluctuations of uncertainty in equation (4)pwever, here we now assume that the
unconditional mean of uncertainty can vary acnesd different regimes (denoted with of T,

observations:
Y, = 4, +B(L)g, (8)

where 4, is the unconditional mean gf in ther™ regime (withr =0, 1, 2, ...m), B(L) is

a polynomial of infinite order as in equation (dphd £, are zero-mean, serially uncorrelated and

homoskedasticiifl) uncertainty innovations. In order to estimate thriknown number of break
dates, we follow a procedure (see Bai and Per@88)Ylwhich starts fronrm breaks under the null

(obtained by a global minimization of the sum ofuaed residuals) and tests it against the

alternative oim+1 breaks, fom=0, 1, 2, ... m. . (here we set the maximum number of breaks over

the 2004m1-2015m12 period at five).
Table 3 reports the Maximum Likelihood estimatested# ARMA/GARCH representation
(6)-(7) of the “fantastic five” anT.

Table 3 here

As regards the persistence of the conditional m&fathe uncertainty shocks, the OLS
estimates ofzz in Table 2 are confirmed by the estimatesgpt ¢, —1of the ARMA/GARCH
model in Table 3, where the conditional mean spmtibn is always characterized by large
autoregressive parameter estimates with cyclidatesf that are particularly evident for PREDICT1
and HNEWS, while only HNEWS clearly shows a firstler moving average estimate, mirrored by
the extremely long lag ordek € 15) of the unit root test equation in Table 2.

With regard to the conditional variance, GARCH cam@nts are always strongly
significant, with the financial SPREAD revealingettighest persistence in volatility (thus the
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Integrated GARCH is the best representation). &tdther extreme, the lowest persistence of the
volatility of the financial VIX andGT shocks is coupled with the low persistence of tHiest-

moments.
The patterns of the estimated conditional variani@esf the different ARMA-GARCH

models are plotted in the upper graph of Figurar] suggest that the clusters of time-varying
volatility (i.e. the periods in which uncertaintg prone to larger/smaller shocks) are not much
different across indicators. The variability of en@inty shocks is more pronounced at the
beginning of the sample (i.e. from the 1970s tofttst half of the 1980s), before weakening during
the phase of great moderation (that began in ard98d), with the exception of the financial blip

in 1987m11. At the time of the Great Recession @& variability rose again and continued to
maintain high levels until the end of the sampl@gtrobviously in the case of the HNEWS &&id

conditional variance estimates).

Figure 2 here

The clustering volatility of uncertainty is mirra@ran the pattern oi‘f‘t (i.e. the ARMA-

GARCH models’ residuals) reported in the lower drab Figure 2. Thesé‘t can be seen as our

best estimates of the unpredictable macroeconoméertainty innovationg Their dispersion
broadly corresponds to the phases before/durimy/dfe Great Moderation, thus lending support to
the belief that the size of uncertainty innovatiansl the variability of the macroeconomic cycle are
somehow related. The prevalence of positive shddksg recession phases confirms the counter-
cyclicality of uncertainty.

Not all peaks of the different uncertainty shockertap, since some measures are affected
by more shocks than others are; this feature ischot Jurado et al. (2015) as well, who report

fewer extreme values in PREDICTL1 than in VIX. Wetlfer investigate the issue in the lower part

of Table 3, by counting the number of unpredictadtiverse innovationé‘t above 3 alternative

thresholds: one, one and a half, and three tinas tiilme-varying standard deviatioqﬁ. Peaks

in uncertainty are considerably fewer for foredaated indicators (PREDICT1 and FDISP) than for
finance-based indicators (VIX and SPREAD). HNEWS &7 peak quite frequently, and in this
they are similar to the finance-based indicatorsabee news and Internet searches are related to

important financial shocks even when such occusidatof large macroeconomic downturns. Our

®The results presented in the following sectionswgsf, are qualitatively similar to those obtained usig
standardized residuals, i.¢, scaled with their corresponding time-varying stadd#eviations.

18



results confirm the findings of Jurado et al. (201&nd suggest a possible dichotomy between
finance-based and forecast-based indicators.

Table 4 reports, for the six uncertainty measursged down the columns, the F-statistics of
the largest significant number of breaks (i.e.thenber of breaks for which the null hypothesis of
m-1 breaks is rejected against the alternativenotbreaks), together with the corresponding

estimates ofm, and with Bai and Perron (2003)'s 5% critical eslu

Table 4 here

The OLS estimates of model (8) conditional on sdreak dates deliver residuaﬁs that

never reject the null hypotheses of not seriallyelated and homoskedastic errors. The evidence of
homoskedastic errors supports the ARMA-with-breaksdel (8) as a viable alternative to the
ARMA model (6) with GARCH errors (7) to prevent timesurgence of residuals' autoregressive
conditional heteroscedasticity. In other words, ave able to identify the high/low uncertainty
regimes by allowing for shifts in uncertainty s&teather than by assuming GARCH variability of

the uncertainty shocks over time.

4.3 — Multivariate results across the “fantastio/®” and GT

Previous outcomes can be investigated further bgnebng the analysis from the univariate
to the multivariate VAR context. Below we explomd different VAR models, depending on the
use of ARMA/GARCH residuals or of the uncertaintgasures in a context with multiple breaks.

According to the first univariate approach, we assthe simultaneity and the dynamic

causation across shocl«% (i.e. the ARMA/GARCH residuals) of different uncairity indicators.

First, the time series of, are modelled in a VAR system of the second offi&econdly, the

VAR(2) parameter estimates are tested for Grangesality. Results are reported in Table 5.
Table 5 here

Given that data availability changes if we inclu@€ in the VAR or otherwise, Table 5 is
divided into two parts: in panel A the results frdme largest sample period (1970m3-2014m12) are
reported for our “fantastic five" benchmark measunehile in panel B the results refer to an
extended VAR whereGT also is included, and thus the sample period wrteh (2004m4-

2014m12). The upper section of each of the two Igastews the p-values of the Granger causality

% As suggested by both the AIC criterion and by timm-serially correlated VAR residuals. These unjotadle
innovations¢, modelled by a VAR model, can be interpreted asettamnty measures following pre-whitening to

remove their predictable parts such as inertia.
19



test, where each column refers to a VAR equatiod, @ach row refers to a block of explanatory
lags. In the lower part of each panel, the sampteetation matrix of VAR residuals is reported in
order to assess the degree of simultaneity betd@#mnent indicator innovations.

In panel A, one- and two-month VIX innovation lagsve the dynamics of SPREAD
innovations, while past changes in SPREAD do neid I&/1X uncertainty: financial returns
variability reacts more quickly to spread fluctoais within the same month, as shown by the VAR
residuals correlation matriX.The dynamic causation of VIX extends not onlyte innovations in
SPREAD, but also to those in FDISP and HNEWS: acetninty shock in the stock market,
measured by VIX innovations, also leads forecastdisagreement and (to a lesser extent)
HNEWS. SPREAD innovations, on the other hand, sjnipad FDISP shocks and no other
uncertainty innovations.

Along the FDISP column, FDISP innovations are |lgdabl the other shocks in the VAR.
This striking causation could be accounted fortmylbw degree of information updating by survey
respondents: despite being high level executilesy; are not professional forecasters, and as such
their disagreement shocks can be caused by paststwmother uncertainty measures bearing more
recent information about the state of the foreogsénvironment. This interpretation, in line with
Lahiri and Sheng (2010), is supported by the lichievidence of Granger causality along the
column of PREDICT1 obtained using a large, updadset of economic indicators, and which as
such is more difficult to be led than FDISP, whilenticipates all other uncertainty shocks. The
Granger causality from FDISP to PREDICTL1 is by &arde apparent: being both indicators based
on forecasts, past FDISP data - computed usingnsinth forecasts - overlap (rather than genuinely
driving) the one-month horizon of PREDICT1. Over&iDISP shocks do not cause any other
uncertainty shock because FDISP forecasters taxgspecific area of the US, the economic
indicators of which may not be perfectly in linetiUS-wide financial and macroeconomic
indicators in the long term.

The HNEWS shocks significantly Granger cause PRHDRIGecause, despite being based
on a large dataset of predictors, PREDICT1 mayabkihg in news-based information; moreover,
HNEWS innovations fuel shocks to the variabilityfofecasts (FDISP) as well. On the other hand,
innovations to HNEWS cannot lead financial uncetiai shocks since financial markets

instantaneously react to policy news, as shownhey dignificant contemporaneous correlation

2" In particular, SPREAD shocks are simultaneouslgtee to those in VIX by a significant correlatioh about ¥a:
financial market returns variability is positivedynd immediately associated to the interest rafésrential shocks.
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between HNEWS and VIX(about 0.8)The HNEWS column reveals that it is almost imphissio
lead HNEWS uncertainty shocks (apart from in theeBPRCT1 case). This substantiates the idea
that journalists are quite responsive to economiws the joint Granger causality test p-value of
HNEWS is slightly below 5%, while it is well abotbkose of the other measures, which on the
contrary are strongly Granger caused (1% significaHigh news responsiveness is further
corroborated by the significant contemporaneousretation between HNEWS idiosyncratic
uncertainty shocks and almost all other sourceshotk arising within the same month, as reported
by the residuals' correlation matrix. IdiosyncraBPREAD innovations represent the only case
where the media are not very good at detecting théhin the current month, thus suggesting that
newspapers are not very interested in reportinontamest rate differentials, and this fact rectiis
issue of journalists’ "taste” when it comes to cdfing what news to highlight or otherwise (see the
discussion in Section 3).

Overall, two main results emerge from the sampleoge1970m1-2014m12. Firstly,
PREDICT1 shocks anticipate almost all the other suess, and they are hardly ever Granger-
caused. The systematic utilization of large infatiora sets increases PREDICT1 timeliness in
detecting new shocks of different origin. Probafidy this reason, and also because it is much
smoother than other measures, PREDICT1 is not ici@nt with the other uncertainty measures
(see also the next finding). Secondly, our ressilggest that journalists are timely messengers, and
consequently the news-based uncertainty measusabéot of coincident information coming
from other sources of uncertainty.

In panel B of Table 5 the reduction in the timerspereases the sample dominance of the
Great Recession (virtually the only large-scalengéve this temporal window), and consequently
weakens the evidence of Granger causality betwaeartainty shocks, in favour of an increase in
their degree of simultaneity. In fact, over the 20@-2014m12 sample the Granger causality is still
significant only for finance-based indicators, vehil vanishes for forecast- news- and search-based
ones. At the same time, there is an increase irsithaltaneous correlation between shocks, from
the levels estimated with the longer sample; owwnthe dominance of financial facts in this short
sample, the correlation between VIX and SPREAD ktoises from 0.25 in panel A to about 0.60
in panel B.

Overall, the results of the comparison of differeample periods in which the same facts

have different weights, emphasise the importancehef time span, and consequently of the

% This evidence of the ability of journalists to et financial uncertainty contrasts with Bachmanialés (2013, p.
240) hypothesis that "asset market variables (stoaktility and the corporate bond spread) pick aikind of
uncertainty that is not captured by survey-baseadl reews-based uncertainty indices and that trigfjeest and see”
dynamics".
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size/number/nature of the shocks during that tipensto the shaping of the dynamic relationship
between uncertainty measures. However, the two firagimgs regarding the larger time span are
strong enough to survive over the shorter period.

Summing up, results are listed below.

(1) PREDICTL1 is again the indicator that most frexfly leads several other uncertainty
measures, and it remains simultaneously relatétNlBWS.

(2) Journalists continue to act as the messendensaay different uncertainty shocks, as
HNEWS is still strongly simultaneously correlatedhnall other sources of uncertainty innovation
(even though we must acknowledge that over theteshspan, a journalist’'s job was “made easier”
by the advent of the Great Recession).

Even though the short time span calls for greag tabe taken when interpreting results, the
inclusion of GT in the VAR in panel B produces two additional fimgk of interest.

(3) Shocks in Internet search activity may leadckboto the finance-based VIX and
SPREAD indexes, and such evidence ®T Granger causality complements (rather than
substituting) the one of PREDICTL1. This fact, tdgetwith the weekly frequency with which
virtually unrevised Google Trends are released, omgn the way to the latter’s use in tracking the
volatility of stock returns in real time.

(4) The simultaneous correlation between HNEWS@ifids one of the strongest in panel B
(about 0.30). Besides the advent of the Great Remgssuch a coincident effect is due to the
aggregation of different policy categories in oWlemdexes that can sweep away much of the
leading and lagging information which shown by category in Table 1 of Section-3is
nevertheless significant despite being estimatedt the same (short) sample.

Table 6 presents the results delivered by the seapproach with parameters shifting over
time. We follow a two-step procedure able to extdraanalysis from the univariate ARMA-with-
breaks model (8) to the multivariate VAR. Firstlye estimate a VAR(2) model for the vector of
six uncertainty measures (VIX, SPREAD, PREDICT1J$B®, HNEWS and5T) conditional on all
the break dates detected at univariate féveind test for the significance of the step-dummmies
parameters measuring the break dates; at the samee non-significant dates are eliminated.
Secondly, the restricted VAR(2) - which is only ddional on the jointly significant break dates -

is estimated and examined for Granger causalityti@dimultaneity of residuals.

Table 6 here

29 At the univariate stage, we found 20 break dateasured by 19 step-dummies, because one of timeagsti dates
was the same in both the PREDICT1 andGHhesquations.
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The 9 surviving break dates in the restricted VAR lested in the top of the first column of
Table 6, while the subsequent columns show parametemates of the corresponding step
dummies as ratios over the average uncertainty unessin order to better understand their
economic relevance and size.

Certain differences emerge compared with the ur@t@abreak outcomes. This is because
within the multivariate context, some uncertaintgasures can co-break (i.e. some breaks can be
cleared across measures), while in other equatlmdreaks in significant explanatory variables’
can induce further shifts. For example the finarAo&sed uncertainty measures show, within the
multivariate context, a greater number of significhreaks than those detected at the univariate
stage (shown in the first row of Table 4), becasigaificant explanatory lags in PREDICT1 and
GT can result in further breaks in their equations. ta other hand, the FDISP equation shows
fewer multivariate breaks than univariate ones esiriic probably co-breaks with significant
explanatory lags of HNEWS ar@&T. The equations for the news-based and search-nasasures
show barely the same number of breaks as thosermresthe univariate models. Finally, the case
of the PREDICT1 equation remains puzzling, probahlg to the excess smoothness of its series in
the 2004m1-2014m12 period, which may make it diffidor the breaking model to detect clear
shift-points.

The bottom section of Table 6 reports both the Ipasof the Granger causality test and the
VAR's residual correlation matrix. These depictoomes that are perfectly in line with those
shown in Table 5, obtained from a VAR modelling tBARCH uncertainty innovations. The
estimates of the simultaneous correlations in tieaking VAR shown in Table 6 are only slightly
lower than those in Table 5, because part of thalsaneity between variables is captured by
common breaking dates such as the general upwafidisl2008m9 that the restricted VAR

identifies as the increase in uncertainty realiaethe beginning of the Great Recession.

5. Uncertainty measures and macroeconomic dynamics

Findings in literature suggest that every time utaety is modelled within the macro-
economic VAR context, it always displays a sigrfit negative relationship with economic
activity, as uncertainty shocks are broadly foundeiert a negative impact on output and
employment. Similarly, albeit by means of a differ@approach, Stock and Watson (2012, p. 81)
find that "the shocks that produced the 2007-2088ssion were primarily associated with
financial disruptions and heightened uncertainty".

However, this key finding is only robust in regaedthe uncertainty impact in the short run,

whereas in the long run different works have palrttesomewhat heterogeneous output responses.
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For example, the results in Bloom (2009) sustam aker-shooting effect of a VIX uncertainty
shock on real activity: following the shock, theoromy suffers in the short term, but in the long
run the initial level of output is surpassed. Thadence in Figure 6 of Bachmann et al. (2013)
suggests that Bloom’s over-shooting is more duleigause of finance-based indexes rather than to
any genuine uncertainty effett.The latter fact reinforces our caveats about #l@bility of
measures of macroeconomic uncertainty based sofelfinancial information, and suggests that
researchers need to be careful when proxying umiogytwith these finance-based measures, as
they may label certain transitory financial crisssuncertainty shocks.

Jurado et al. (2015) and Bachmann et al. (2013padsutilize forecast-based measures.
Their VAR models reveal that the dynamic resporfssutput to uncertainty shocks sharply reduces
the level of production with effects that persiselwbeyond the horizons considered in their
exercises (i.e. more than 4-5 years after the ghock

Baker et al. (2015) model the economy by slightéducing the number of variables in
Bloom’s (2009) VAR (from 8 to 5 macroeconomic vaies, uncertainty included), and use their
news-based economic policy uncertainty index. Thegort a negative dynamic response of
manufacturing production to a shock. However, wlik Jurado et al. (2015) and Bachmann et al.
(2013), these output responses are significantfjatinee for only the first 15-18 months after the
shock, before gradually declining to zero, i.e hwiit overshooting.

Overall, these results lead to three, strictly tezlaquestions: (1) are uncertainty shocks
temporary or permanent? (2) Is the degree of gergis of these negative uncertainty effects on
output related to the number of variables in theRv@nd/or to the uncertainty measure adopted? (3)
Is any role played by the time span over whichrttoelels were estimated?

The answer to question (1) must take account ofabethat unrestricted VAR models can
only represent reduced form shocks, and thus theyige little or no guidance in regard to
structural causality. However, as Baker et al. @l 19) emphasise, "VAR estimations are helpful
for getting a sense of the potential magnitudegadity uncertainty effects, and what other factors
are correlated with this". Therefore, in this seetwe use VAR models to analyse the comparison
of the dynamic responses of output to shocks drradtive forecast-based and news-based
uncertainty measures.

Given that we will be utilizing data and sampleipés similar to Jurado et al. (2015) and
Bachmann et al. (2013), any difference between regults and theirs can be ascribed to the
reference model, and this fact leads to questiambau (2) regarding the choice of VAR and

%Jurado et al. (2015) argue that Bloom’s over-simgpts a data figment mainly due to his HP filterimgcertainty,
since with raw data the over-shooting dynamics sfani
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uncertainty proxies to be used. The literaturedresvered this question by offering a wide range of
options: from the small bivariate VAR models (withernative measures of uncertainty and output)
of, for example, Bachmann et al. (2013), to the \WWAith 11 variables of Jurado et al. (2015) which
mimics the macroeconomic model of Christiano e{H95). Bivariate VARs have the advantage
of parsimony, but at the cost of potential biasae tb the omission of relevant macroeconomic
channels; while large VARs have the advantage s#tisfactory theoretical basis, albeit at the cost
of inefficient estimates due to the traditional surof dimensionality, which is unavoidable with
large monthly VAR model3' Here, we choose the more parsimonious five-vagistAAR of Baker
et al. (2015).

The translation of the Baker et al. (2015) VAR ur gystem (2) notation leads to a five-
variable VAR created as follows. Orthogonal shackslentify the impulse-responses functions are

recovered using the Cholesky decomposition, anctttve the order of the variables matters. As in

Baker et al. (2015), our first variabl&,, measures the uncertainty which in three diffekéhRs is

proxied by PREDICT1 (i.e. the one-month predicigbf Jurado et al., 2015), by the log-levels of
EPU (i.e. the economic policy uncertainty indexBaker et al., 2015), and by the log-levels of

GT.3? Our second VAR’s component is the vecior= (s, ff,,emp,ipman)’, where:sp is the

log-levels of the S&P 500 inde¥;is the logs of one plus the federal funds rateprepresents the
log-levels of employment; arigmanis the log-levels of the manufacturing productiodex >
With regard to the answer to question number (2),have to consider tha, priori, the

pattern of dynamic responses to uncertainty shocktd vary over time: breaking VAR parameters
could embody different mixtures of heterogeneousogs. If this is true, the permanent effects in
Jurado et al. (2015) and Bachmann et al. (2013)dcdiffer from those in Baker et al. (2015)
simply because in the first two cases the sampiegés long (it begins in the 1960s), while in the
third case it is considerably shorter (it beginstie mid-1980s), thus excluding all the noisy
observations prior to the Great Moderation. Moreptlee sample period in Baker et al. (2015) is

also permeated to a greater degree by Great Renesisservations, when "large shocks were not

3L This problem is further exacerbated by short spawe want to use o@T uncertainty measure.

32 The decision to take logs-levels of EPU @iflwas made in order to reduce the weight of outlietsch we showed
are mainly present in the news-based and searddlbagasures. The main reason for reducing the teatdarger
shocks is that when they are present, the lineproagh could break because of nonlinearities. o, fh is quite
unlikely that doubling the size of a given uncertgishock consequently doubles the size of theoresp as is assumed
by linear VAR models. In regard to this point ske appendix in Knotek and Khan (2011), for example.

% Given the evidence of seasonality discussed alfoveach uncertainty measure we seasonally adjistedata with
the Census X13 filter, when needed. The decisiortdr to seasonally adjust uncertainty or not waset on a
number of tests that are reported in Table A6.1Appendix A6; outcomes there suggested the adjustwithe

PREDICT1 and GT series, while all the other VARi@hles were seasonally adjusted by the source.
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simply feeding through the usual dynamics. [..JheTusual dynamics did not explain what was
going on for several months around the peak ottiss." (Sims, 2012, p. 143).

To assess the effect of the sample period, we asimur 5-variable VARs over different
time span: first, the whole time sample availalbe éach indicator; next, the shorter common
sample periods. With equal VAR settings, differezgults are due to the different time spans used
to estimate the model, and to different uncertaintjcators>*

Figure 3 shows the dynamic responses over 48 maftlise manufacturing production
index to one standard deviation of the uncertainbovations. In particular, the upper section of
Figure 3 shows the plots from the VAR model measrtincertainty with the seasonally adjusted
PREDICTZ? and estimated over three different sample peri¢Hsthe largest available (starting
from 1960m7, with responses shown in black togethigh the two dashed lines showing 90%
standard errors bands); (2) the reduced sampledeavailable with EPU data (starting from
1985m1 with responses shown in blue); (3) the slsbrsample period available witBT data
(starting from 2004m1, with responses shown in.réd)a similar way, the plots reported in the
lower section of Figure 3 are obtained from the V&Rere uncertainty is measured by log(EPU)
and which is estimated over two sample periodsti{&)largest available with EPU data (starting
from 1985m1, with responses shown in blue togethién the two dashed lines showing 90%
standard errors bands); (2) the shortest sampl®deavailable withGT data (starting from
2004m1, with responses shown in red). No EPU dataailable for the period prior to 1985.

Figure 3 here

Shocks to PREDICT1 progressively reduce the oulpgtlevels, with effects persisting
over the full 48-month horizon. In the long run.eostandard deviation of PREDICTL1 innovations
(i.e. an uncertainty shock corresponding to abbet 8" decile of the PREDICTlinnovations’
distribution) entails a loss of about 1% in the ofacturing production level. This outcome is
gualitatively the same as those reported in Fig@rasd 7 of Jurado et al. (2015), and in Figuré 6 o
Bachmann et al. (2013), despite the fact that veeausmaller VAR Therefore, regardless of the
VAR settings, the use of forecast-based indicagoedifies the uncertainty shocks as significant and
persistent determinants of output fluctuationspémticular, the negative response of output first

monotonically increases up to 24-25 months afterstiock, and then stabilizes.

3 For each sub-sample, the VAR lag lenptls first set using the AIC criterion, and the esponding residuals are
tested for white noise errors (otherwsés slightly altered until the target of white neisesiduals is met). As reported
in Appendix A5 (Table A5.1), the optimal lengthgtitly changes across samples.

% Results are substantially unchanged even whey tisinnon seasonally adjusted Index.

% Although output response patterns are very simite standard error bands here are smaller becduke greater
parsimony of our VAR.
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Shocks to EPU (blue line in the lower plots of F&gB) initially reduce output sharply
during the first 12 months after the shock, thas i followed by a mild recovery towards zero. In
the long run, one standard deviation of log(EPWjoiations (an uncertainty shock corresponding
to about the 8 decile of its innovations’ distribution) entails lass of about 0.1% in the
manufacturing production level. This outcome isldgatvely the same as that reported in Figure 8
of Baker et al. (2015), despite the fact that we asmeasure of impulse based on the estimated
innovations’ variance, unlike them who base the@asure on the change in average uncertainty
levels before/after the Great Recession. Very sinmiésults are also obtained over the 1985m1-
2011m12 sample period by Bachmann et al. (2013ur€i@), in a bivariate system with log
manufacturing production and GOOGLE, a previoussieer of the economic policy uncertainty
measure of Baker et al. (2015) based on Google Matler than on newspapers. Unlike in cases of
forecast-based uncertainty, the key finding hemmseanother: the use of news-based indicators
gualifies the uncertainty shocks as significantedeinants of output fluctuations only in the short
run. In particular, the dynamic response of oughdrply decreases for a period of one year after
the shock, followed by a tendency towards recovery.

Both cases above reject the long-run overshootteffe Bloom (2009), and lead to the
following generalization: each uncertainty meashes its own dynamic effects on output, as
finance-based uncertainty can induce overshootifegts, forecast-based uncertainty can induce
very persistent effects, while news-based uncest&ian only induce temporary effects.

However, this view is highly disputable if we tagkhe issue regarding the stability of VAR
estimates (and hence dynamic responses) overattfeample periods. In fact, the upper plots of
Figure 3 show that the dynamic response (in bld@utput to a PREDICT1 shock in the estimates
over a sample starting in 1985 (the same samplleadifor the VAR with EPU uncertainty), is very
similar to that shown in blue in the lower plotsHigure 3: first a sharper decline than that wité t
longer sample (in black), followed by a recovenhisT additional impulse response raises the
guestion of whether the output dynamics is drivesrerby the sample period than by alternative
uncertainty measures. The latter possibility i asipported by the findings of Nodari (2014),
where impulses coming froronly financial news-based uncertainty shocks induce an output
response perfectly in line with the one we obtainhe use of EPU uncertainty.

Furthermore, we estimated both our VAR (the uppat with PREDICT1 and the lower
part with log(EPU)) over the shortest 2004-2014 gancorresponding t&T uncertainty data
availability. Although data limitation requires gtecare to be taken when interpreting the results,
we note that again the change in sample periodtaftbe dynamics of output responses much more

than the use of different uncertainty indicatoresldn fact, both the output responses shown in red
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further emphasise the sharpness of the short-rigetefof uncertainty shocks (regardless of the
uncertainty measure), while in the longer run thguot always recovers. Although not significant,
the dynamics of output responses in both VARs edgdhover the shorter span (permeated by large
financial shocks) are rather similar to the long-nyvershoot found in Bloom (2009) deriving from
estimates formulated over a longer sample periaduaing a finance-based measure of uncertainty.

As a consequence of this additional evidence froensame VAR over alternative sample
periods, the previous statement regarding the Bpégiof output responses in relation to different
uncertainty measures is completely reversed. It faacording to this new view, the historical
events in the models' estimation sample, and thegwonding parameter shifts, largely account for
the different output responses, more so than tleeofisalternative uncertainty measures (further
evidence of parameter instability in a differenbtaxt is reported in Rossi, 2006).

On the one hand, longer spans (including the 196M4 period, i.e. the era of large, noisy
real shocks) reveal sustained long-term effectsnaertainty (either forecast-based or news-based).
On the other hand, shorter spans (almost entietyred around the era of the large, noisy financial
shocks that occurred during the Great Recessionl) ttee reveal stronger short-run effects followed
by recovery. In general, the intensity of both gtert-run output slowdown and its longer-run
recovery, vanishes the more real shocks occur teesample period, or alternatively the intensity
increases the more the sample period is centrékdeofinancial shocks of the Great Recession.

Figure 4 further corroborates this new view: theneasample period (starting in 2004) is
utilized by three VARs that only differ in terms diieir respective measures of uncertainty
(PREDICT1, EPUGT). The results are broadly the same: uncertaimgyifsicantly curbs output in
the short run, while in the longer run recoveryvaibs, although the overshooting effects are
always clearly not significant.

Importantly, when considering the dynamic relatlipsvith economic activity, the Google
Trends index and the Economic Policy Uncertaintiei behave very similarly in spite of certain

differences in their respective time series.
Figure 4 here

Overall, the evidence in this section supportsidiea that the shocks that occurred over the
sample period imply different output recovery pa#isiply because different periods of time

embody shocks of different kinds.
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6. Concluding remarks

Macroeconomic uncertainty is made of many and ueable components. As such, it
might not be quantitatively assessed by any speoiasure which qualitatively relies more on
some of these components. The heterogeneous rafturecertainty emerges from the literature
where alternative indicators behave differentlyareiing time patterns, information contents and
macroeconomic effects. We could conclude that nreaguwncertainty is a very "uncertain”
activity.

Under this upshot, our paper has two main aims. flisé one is to introduce Internet
searches as a tool to make a new uncertainty itwdiedle to capture the general public's need to
gather more information when they feel uncertaim.db so, we use Google Trends to measure the
intensity of such searches and to obtain a new rtaiogy index, GT. The second aim is to
investigate the underlying reasons for the diffgniesults obtained in the literature with regard to
the interaction between uncertainty and economiwigG and to explore comparatively whether
they can be ascribed to the specific series of i@iogy that are exploited.

The information content of six uncertainty measufiesluding our own) is compared in
order to assess whether some shocks related toisdinator come first than others or they simply
move together. The joint analysis of news-basedeaimty measures and our brand n&w
allows for understanding that journalists not omiget, and in a certain sense "drive", the general
public’s interest (and uncertainty), but they at&y considerable attention to the interests ofrthei
readers. Indeed, different categories of econonoiicy uncertainty entail alternative dynamic
relationships of the nexus between newspapers iheadind Internet activity. Hence, the different
attention paid by general public to different categs of economic policy issues explains the
tendency ofGT to either lead or lag the newspapers' uncertaifitys finding, together with the
evidence about the features of other indicatorggests two additional and related points. First,
although the process of data collection about mbensity of Internet searches is not subject to the
same care and transparency as that usually dewotkd traditional sample surveys, Google Trends
series deliver patterns and tell histories thateast in the context of uncertainty measuremenmst, a
consistent with those of their counterpart indicat@econd, and in general, measures of intensity
of Internet activity can represent a genuinely haairce of information, a sort of open-source
survey which at any time can deliver useful infotima about general public moods, provided that
the "appropriate" set of queries is posed.

Therefore, Internet activity is definitely a usetdmplement to the other measures, which
can provide original and early updated informatidrout uncertainty. As such, many of its uses are

still unexplored, and could support a number ofifetadvances in the literature.
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The comparative analysis suggests that the effeancertainty on the economic cycle is
strongly related to the nature of the shocks endabbiy the indicator used. For example, financial
uncertainty (e.g. measured by the VIX) is prevdiledtiven by short-lived financial shocks which,
in principle, should not entail very persistentp@sses. Forecast-based uncertainty measures reflect
all those shocks that make the art of forecastiffgrat; during the 1970s there were plenty oflrea
shocks: these shocks were unpredictable, and aatne time had a long-lasting impact on output.
News-based and search-based uncertainty measeresivan by all kinds of shock, provided that
such shocks are deemed to be topical by journdh&iws) and/or by newspaper readers (queries);
as such, they record a wide range of historicahsveccurred over the sample period in a simple
way.

For the first time our comparative analysis potot®vident instabilities in the relationship
between uncertainty shocks and macroeconomic dysaraithough our VAR models are in line
with those used by other papers. In our parametkif$’'context, the shape of the output responses
to an uncertainty shock can change (and actualgs,das we showed), depending on the events
occurred in the sample period. Therefore, a furétep forward in this field would be to try and
shed some light on the macroeconomic nature ofeth@scellaneaof uncertainty shocks, even
though finding exogenous variation in uncertaintyorder to identify them is a real challenge, as

Stock and Watson (2012) results, and the criticismaseof, suggest.
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Tables and Figures

Tab. 1 - The dynamics of news-basedBD) and Google Trends GT) relationships ()

Instantaneous correlation:
Granger causalitfrom/to: High (>0.25) Low (<0.25)

Fiscal policy FP), Sovereign

Query-pushed>T/BBD (b) debt and currency crisiSPCC)

Health careKIC)

Monetary policy ¥P),

News-pooledBBDIGT (°) Regulation RE)

Trade policy TP)

National security and

No Granger causality Entitlement prograr&®) war (NS)

(® This table summarizes the VAR results detailed\ppendix A.3, where also disaggregate multivariate
inspections are reported.

(® Query-pushed = Google Trends indicators Grangese news-based ones.

(°) News-pooled = news-based indicators Granger-c@oesgle Trends ones.
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Tab. 2 - Univariate analysis of uncertainty proxieg®)

VIX SPREAD PREDICT1 FDISP HNEWS GT
Summary statistics
Mean, u 20.0 1.890 0.685 0.670 138.0 112.0
Median 184 1.760 0.656 0.691 133.8 111.9
Maximum 62.6 5.560 1.129 0.880 309.5 150.8
Minimum 10.8 0.860 0.553 0.350 54.9 88.0
Std. Dev.,o 6.8 0.653 0.103 0.101 39.2 12.8
Coeff. Variation,olu 0.342 0.346 0.151 0.151 0.284 0.115
Skewness 1.985 1.641 1.711 -0.839 1.078 0.543
Kurtosis 9.785 8.034 6.034 3.382 5.276 2.764
T2 540 540 540 540 540 132
Cyclicality
Downturn/upturrgratios 1.406 1.458 1.262 1.068 1.003 1.058
Downturn/upturnoratios 1.652 2.077 1.714 0.997 1.121 0.999
Persistence testing and measures
Through unit-root testg)
- augmentationk 8 2 2 6 15 11
- tests' p-values 0.001 0.002 0.017 0.002 0.076 840.5
- speed of adjustment, -0.120 -0.047 -0.017 -0.108 -0.098 -0.190
- half-life monthsm(®) 5 14 41 6 7 3
- ARCH(1) test, p-values) 0.001 0.022 0.000 0.000 0.032 0.091
Through fractional integratiorf)(
- d estimate 0.339 0.411 0.410 -0.293 0.427 0.463
- highest AR root 0.55 0.87 0.90 0.95 0.12 -
- highest MA root - 0.46 -0.35 - - 0.86
- half-life impulse-response 5 28 86 4 3 2
- ARCH(1) test (p-valuesf 0.000 0.021 0.000 0.001 0.002 0.052

(®) Sample period: 1970m1-2014m12 (2004m1-2014m12G®6). T=540, of which 83 downturn periods and 457
upturns (see NBER dating); only 18 downturn periadg 114 upturns for GT.

k
(°) Dickey and Fuller (1979) test equatiofly, =C+ 7TV, +Zyiélyt_l +U, ; wherek is selected by using the
i=1
MAIC criterion of Ng and Perron (2001) startingrfica given maximum number of lags, (, )-
(9 Months for closing 50% of the disequilibria. Iargaral,m::n?'_f[;, wherep is the part of the initial gap to be
nil+
closed between actud; and its long run forecast (if; is stationarity, it is its unconditional mean)danis the speed
of adjustment (see above). Hepe0.50, i.e. 50%.

(%) Significant ARCH tests highlight residuals’ cotidial heteroskedasticity of the first order foe thstimated
ARMA/ARFIMA model.

(9 In this block, the first row reports the ML estite of the fractional integration parameden the ARFIMA (p,d, q)
model: p(L)@-L)¢ (y, - 1) =39(L)e, which is covariance stationary fait41/2; the second/third rows respectively

report the highest roots of thg(L) and (L) polynomials (to check for stationary and invedilRMA processes);
the fourth row reports the number of monthsequired for 50% of the initial impulse to accuatel

35



Tab. 3- ARMA/GARCH model estimates {)

VIX SPREAD PREDICT1 FDISP HNEWS GT

. b
Parameter estimaté€g
o, 0.836" 0.944™ 1.571™ 0.604™ 1.378™ 0.724™
?, -0.599™ 0.271™ -0.395™
9, 0.329™ -0.879™
3, -0.135”
9, 0.033™
a, 0.285™ 0.204™ 0.498™ 0.180™ 0.054™ 0.202"
a , -0.150" -0.044™
B 0.796™ 0.338™ 0.965™ 0.909™
Persistence in
conditional mean®j -0.164 -0.056 -0.028 -0.125 -0.017 -0.276
conditional variance 0.285 1.000 0.836 0.994 0.963 0.158
No. of adverse shock@above(d)
h, 60 101 97 77 73 62
1.5¢h, 36 50 47 29 38 33
3xh, 11 9 2 1 9 12

(® General ARMA(2,3)-GARC(1,2) equation:y, = Vo + &Y+ &Yin tIE, +0E , 5 ;+E . and

o . —_ 2 2
conditional varianceh, = w + a,&°, + a,&., + B,h,_; -

(®) Unreported parameter estimates are restrictegktto.”, ™, and” denote 1%, 5% and 10% significance. Sample
period 1970m1-2014m12 (except f8if whose sample is 2004m1-2014m12).

(9) This measure is the speed of adjustment (sestimates in Table 2), and is obtained(:qst qbz -1.

(%) The number of counts fa@T is multiplied times 540/131 in order to account flee shorteiGT sample (only 131
observations against 540 for the other series).

Tab. 4 — Modelling uncertainty shifts {)

Testing for the number of breaks

Equation for VIX SPREAD PREDICT1 FDISP HNEWS GT
- number of breaksn 3 4 4 3 3 3
- F-statistic 21.97 26.79 36.31 16.13 12.64 22.01
- Bai-Perron (2003) 5%v. 11.14 11.83 11.83 11.14 11.14 11.14

(®) Sample period: 2004m1-2014m12.
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Tab. 5 - Dynamic relationships between uncertaintjnnovations over different periods {)

Panel A, sample period 1970m3 - 2014m12

Block Granger causality tests (p-values) in a VARfAuncertainty innovations

Equation for the innovation to:

Two lags of explanatory

innovations to: df VIX SPREAD PREDICT1 FDISP  HNEWS
VIX 0.0000 0.1394 0.0255 0.0753
SPREAD 2 0.5860 0.6423 0.0126 0.6966
PREDICT1 2 0.0000 0.0000 0.0090 0.0155
FDISP 2 0.8076 0.1042 0.0137 0.5002
HNEWS 2 0.4572 0.6211 0.0069 0.0583

Joint 8 0.0000 0.0000 0.0084 0.0002 0.0401

Correlation between unpredictable uncertainty inathans, i.e. between VAR(2) residuals

SPREAD 0.2567

PREDICT1 0.0978 0.0707

FDISP 0.0523 -0.0039 0.0177

HNEWS 0.2956 0.0386 0.1199 0.1313

Panel B, sample period 2004m4 - 2014m12

Block Granger causality tests (p-values) in a VARfAincertainty innovations

Equation for the innovation to:

Two lags of explanatory df

. . . VIX SPREAD PREDICT1 FDISP  HNEWS GT
Innovations to:

VIX 0.0045 0.0650 0.4463 0.7382  0.7054
SPREAD 2 0.5897 0.8009 0.9860 0.1646  0.2983
PREDICT1 2 0.0000  0.0000 0.2964 0.2255 0.0312
FDISP 2 0.8866  0.8796 0.9645 0.3716  0.6046
HNEWS 2 0.8448  0.5947 0.6356 0.1261 0.3636
GT 2 0.1044  0.0970 0.7566 0.3525 0.7633

Joint 10 0.0000  0.0000 0.2140 0.2354 0.6429 0.3331

Correlation between unpredictable uncertainty inatians, i.e. between VAR(2) residuals

SPREAD 0.5945

PREDICT1 -0.0382  0.0810

FDISP 0.1702  0.1203 0.0527

HNEWS 0.3169  0.1963 0.1451 0.0208

GT -0.0467 -0.1128 0.0640 -0.0178 0.2993

(® In bold, 10% significant estimates.
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Tab. 6 - Dynamic relationships between uncertaintyneasures in the multiple-break context

Estimates of the VAR(2) conditional on joint signifcant break dates,
sample period 2004m1 - 2014m12

VAR equation for: VIX SPREAD PREDICT1 FDISP  HNEWS GT

Break dates and step-dummy estimates (reportedtis rover uncertainty sample averages)

2006m3 0.1160  0.0296 0.0039 0.0694 0.0072 -0.0886
2008m9 0.6206  0.2341 -0.0049 0.0121 0.4869  0.2566
2009m4 -0.1786 -0.1791 -0.0007 -0.1734  -0.1509 -0.0942
2009m7 -0.4120 -0.1628 -0.0006 0.0836  -0.2065 -0.0496
2010m3 -0.3319  -0.0630 -0.0010 -0.0495 0.2234  0.1528
2010m5 0.4287  0.1497 0.0040 0.0608  -0.0493 -0.2438
2011m11 0.1172  0.1838 -0.0027 0.0030 0.0016 -0.0563
2012m10 -0.2230 -0.1206 0.0035 0.0028 0.1379  0.0350
2013m4 0.0695  0.0295 -0.0049 -0.0297  -0.3870 -0.0418

Block Granger causality tests (p-values)

VAR equation for:

Two lags of explanatory

innovations to- df VIX SPREAD PREDICTL FDISP  HNEWS GT
VIX 0.0004 0.1803  0.1334  0.1087  0.9419
SPREAD 2 0.0041 0.9017  0.7415  0.1200 0.7514
PREDICT1 2 0.0000  0.0000 0.9340  0.2771  0.5584
FDISP 2 0.8994  0.9888 0.9326 0.4792  0.7222
HNEWS 2 0.4633  0.1910 0.5978  0.0160 0.4730
GT 2 0.0503  0.5095 0.1383  0.0167  0.1466

Joint 10 0.0000  0.0000 0.1183  0.0365  0.1349  0.7317

Correlation between residuals

SPREAD 0.4904

PREDICT1 -0.0164  0.1303

FDISP 0.1217  0.0637 0.0684

HNEWS 0.3075  0.1393 0.1673 0.0606

GT -0.0988 -0.1192 0.0217 0.0119 0.1734

(®) In bold, 10% significant estimates.
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Fig. 1 — Alternative uncertainty measures over theommon 1970m1-2014m12 period
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Fig. 2 — GARCH conditional variance estimates (statardized, top), and residuals (down)
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Fig. 3 — Impulse response of production (IPMAN) fron the estimation of 5-variable VARs
with alternative uncertainty measures (upper: PREDLCT1, lower: EPU) and sample periods
(black: starting from 1960; blue: from 1985: red: from 2004)
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Response of log manufacturing production to Choleé8kg S.D. impulse in PREDICT1 (seasonally adjusted) lag(EPU) for
different estimation sample periods: (1) 1960mD14m12, (2) 1985m1 - 2014m12, (3) 2004m1 - 2014ridentification is based
on a 5-variables VAR(p), ordered asicertainty log(SP500), log(1+Fed funds effective rate/108y, manufacturing employment,
log manufacturing industrial production. AccordittgAIC criteria, for each sample,is set equal to the optimal value reported in
Table A6.2. Estimations on the sample 2004-2014aréormed with a small-sample degrees-of-freeddjustment. Short-dashed
lines represent 90% standard error bands of thédRtRe VAR estimated on sample (1) for PREDICT1 a2)dgr log(EPU).

41



Fig. 4 — Impulse response of production (IPMAN) fron the estimation of 5-variableVARS
with alternative uncertainty measures (PREDICT1, ERJ and GT) over the 2004-2014 sample
period
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Response of log manufacturing production to Chgle§kne S.D. impulse in PREDICT]1,
log(EPU) and log6T11). PREDICT1 and>T11are seasonally adjusted. Estimation sample period
is 2004m1 - 2014m12. Identification is based ommaBables VAR(p), ordered asncertainty
log(SP500), log(l+Fed funds effective rate/100),g lenanufacturing employment, log
manufacturing industrial production. According téCAcriteria, for each sample, p is set equal to
the optimal value reported in Table A6.2. Estimasiare performed with a small-sample degrees-
of-freedom adjustment. Short-dashed lines repre®@¥t standard error bands for the IRF for an
impulse in Google Trends.
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Appendix Al — The list of the 184 search terms byghicy category

Taking the original list of 218BD search terms as our starting point, below we iflaesar
selected 184 querieSj(j=1, .., 184) in 8 policy areas € 1, ..., 8). We used only 184 terms of the
210 ones oBBD: of the 26 dropped terms, 8 of them were repes¢eéral times in the list, while
the other 18 never reached the minimum populanityshold.

184 included queries of BBD (3) Health care, HC (15 queries)

42. "health care reform"
43. "Medicaid program"
44. "Medicare program"
45. "health insurance reform"
46. "malpractice tort reform"
47. "malpractice reform"
48. "prescription drug program"
49. "drug policy" - "nfl"
" " 50. "food and drug administration”
balanced budget ; o
. "fiscal stimulus" g; ,,FD'S. relgula':lon ice law"
10. "us budget deficit" ."r_ne_l_ca ma prflctlce aw
" " 53. "liability reform
11. “federal debt )
. : 54. "Medicare Part D" - "humana" - "aarp"
12. "national debt 55 “affordabl "
13. "Gramm Rudman" 56. I%bor avle cellre ?Ct
14. "debt ceiling" ' amacare law

15. "government deficits" (4) National security and war, NS (15 queries)
16. "balance the budget" 57. "national security strategy"

(2) Monetary Policy, MP (25 queries) 58. "us war"

17. "the federal reserve" gg “military conflict”
18. "the fed" . "terrorism

61. "war on terror"

62. "after 9/11"

63. "defence spending"”
64. "military spending”

(1) Fiscal policy, FP (16 queries)
1. "taxes rates"
2. "tax rate"- "calculator”
3. "taxation"
4. "taxed"
5. "government spending"”
6. "us federal budget"
7
8
9

"budget battle"

19. "money supply"

20. "open market operations”
21. "quantitative easing"

22. "monetary policy"

23. "fed funds rate" 65. ::police a(;,jti;)n" v ranks”
24 "Bernanke" 66. Iluslgrmeb orce;s - ra'lln S
25 "Paul Volcker" 67. "military base closure

68. "saber rattling"
69. "naval blockade"
70. "no-fly zone"

71. "military invasion”

26. "Alan Greenspan" - "Mitchell" -"wife"
27. "the central bank"

28. "interest rates" - "calculator” - "best"
29. "fed chairman”

30. "fed chair" (5) Regulation, RE (65 queries)

31. "lender of last resort" 72. "federal regulation”

32. "fed discount window" 73. "banking supervision"

33. "European Central Bank" 74."Glass Steagall"

34. "ECB bank" 75. "tarp program”

35. "Bank of England” 76. "thrift supervision"

36. "Bank of Japan" 77."Dodd frank" - "form" - "certification"
37."BOJ" - "xem" - "anglers" - "jamaica" 78. "financial reform"

38. "Bank of China" 79. "commodity futures trading commission”
39. "Bundesbank" 80. "cftc"

40. "Bank of France" 81. "house financial services committee"
41. "Bank of Italy" 82. "Basel Accord"
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83. "capital requirement"
84. "Volcker rule"
85. "bank stress test"
86. "securities and exchange commission"
87."us sec"

88. "deposit insurance”

89. "fdic" - "jobs"

90. "fslic"

91. "office of thrift supervision"

92. "Office of the Comptroller of the
Currency"

93. "firrea"

94. "truth in lending"”

95. "union rights"

96. "union card check"

97. "collective bargaining law"

98. "national labor relations board"

99. "minimum wage"

100. "living wage" - "calculator"

101. "right to work"

102. "closed shop"

103. "wages and hours"

104. "workers compensation law"

105. "affirmative action"”

106. "at-will employment"

107. "trade adjustment assistance"

108. "davis bacon"

109. "equal employment opportunity”

110. "eeo laws"

111. "osha safety"

112. "antitrust"

113. "competition policy"

114. "monopoly power"

115. "patent law" - "firm" - "firms" - "school"
- "schools" - "lawyer" - "attorney" -
"group” - "bar" -"jobs"

116. "copyright law"

117. "federal trade commission”

118. "the ftc" - "complaint”

119. "unfair business practice"

120. "competition law"

121. "price fixing" - "adm" - "apple"

122. "class action law"

123. "healthcare lawsuit"

124. "tort reform"

125. "punitive damages" - "punitive
definition" - "definition of punitive"

126. "energy policy"

127. "energy tax"

128. "carbon tax"

129. "cap and trade"

130. "cap and tax"

131. "offshore oil drilling"

132. "clean air act"

133. "clean water act"

134. "environmental protection agency"

- "working capital"
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135. "the epa" - "jobs"
136. "immigration policy"

(6) Foreign sovereign debt and currency crisis,
SDCC (14 queries)

137. "sovereign debt"

138. "currency crisis"

139. "currency devaluation”
140. "currency revaluation”
141. "currency manipulation”
142. "euro crisis"

143. "Eurozone crisis"

144, "European financial crisis"
145. "European debt"

146. "Asian financial crisis"
147. "Asian crisis"

148. "Russian financial crisis"
149. "Russian crisis"

150. "exchange rate policy"

(7) Entitlement programs, EP (20 queries)

151. "entitlement program"

152. "entitlement spending”

153. "government entitlements"

154. "social security" - "office” - "number" -
"my" - "calculator" - "online" - "jobs"

155. "government welfare"

156. "welfare reform"”

157. "unemployment insurance”

158. "unemployment benefits" - "online"

159. "food stamps" - "application” - "online"

160. "afdc"

161. "tanf program"

162. "wic program"

163. "state disability insurance"

164. "oasdi"

165. "Supplemental Nutrition Assistance
Program"

166. "Earned Income Tax Credit"

167. "eitc tax"

168. "head start program" - "jobs"

169. "public assistance" - "application” -
“apply”

170. "government subsidized housing"

(8) Trade policy, TP (14 queries)

171. "import tariffs"

172. "import duty" - "calculator"
173"government subsidies"
174"government subsidy"
175"wto" - "howto"

176"world trade organization”
177"trade treaty"

178"trade agreement"
179"trade policy"

180"trade act"

181"doha round"



182"uruguay round"
183"gatt" -"joseph” - "josh" - "stefan"
184"anti dumping"

26 excluded queries of BBD

Fiscal policy:

1. "defence spending® Already included
in "National Security and War"

2. "military spending"> Already included
in "National Security and War"

3. "entitlement spending> Already
included in "Entitlement programs"

4. "fiscal footing" > Not enough search
volume to show graphs.

Monetary Policy:
5. "overnight lending rate*> Not enough
search volume to show graphs.
6. "the fed"—> Already included in
"Monetary Policy"

Health care:
7. "prescription drug act> Not enough
search volume to show graphs.
8. "medical insurance reform> Not

enough search volume to show graphs.

National security and war:
9. "military procurement"-> Not enough
search volume to show graphs.

10. "military embargo"-> Not enough search

volume to show graphs.

Regulation:

11. "bank supervision*> Not enough search

volume to show graphs.

12. "nlrd" = Not enough search volume to
show graphs.

13. "advance notice requiremen® Not

enough search volume to show graphs.

14. "overtime requirements® Not enough
search volume to show graphs.

15. "merger policy"=> Not enough search
volume to show graphs.

16. "cartel" > Not possible to find an
alternative query with enough search
volume to show graphs.

17. "tort policy” - Not enough search
volume to show graphs.

18. "medical malpractice*> Already
included in "Health Care".

19. "drilling restrictions"-> Not enough
search volume to show graphs.

20. "pollution controls"-> Not enough search

volume to show graphs.
21. "environmental restrictions®> Not

enough search volume to show graphs.
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Foreign sovereign debt and currency crisis
22."currency crash*> Not enough search
volume to show graphs.

Entitlement programs:
23."Medicaid" > Already included in
"Health Care".
24."medicare"> Already included in
"Health Care".
25."part d"-> Already included in "Health
Care".
Trade policy:
26. "import barrier"-> Not enough search
volume to show graphs.



How the single search terms are obtained and valet

The SVL; can measure the volume of searches for a givemdephrase:

* if more search terms are listed together (up toaximum of 30 words), Google Trends
counts all searches that contain those words iroaahsr;

» if the same list of search terms is placed betweearted commas, Google Trends counts
all searches that include the words in the exaderthey are entered (searches including
other words before or after the term or phrasewelited commas are also considered in the
count);

» the Boolean operators “+” and*“ can combine search terms (by considering searttfeds
contain any of several terms separated by the igi)sor exclude from the search volumes

those queries that have nothing to do with theetairgquestion (by listing them after").

Given that the main problem with obtaining relialdearch terms is the potentially
ambiguous identification of meanings that are clwstheBBD search termd’ each term reported
in BBD needs to be validated before retrieving the cpoeding search volume series. This
validation procedure is made easier since for epmry entered, Google Trends also reports the
“top” and “rising” related queries. This furtherfanmation can help us establish whether we are
referring exclusively to the actual search in guestor also to extraneous topics.

Our judgmental procedure is structured as follolach BBD search term (either single
terms or specific phrases) is placed in inverteshroas, and the corresponding list of “top” and
“rising” queries is inspected. If nothing suspicgoemerges, the search term is left unchanged (this
happened in 64% of our cases). Otherwise, if argyigs result as being suspicious, the solution to
the problem depends on the number of such quenéen there are only a few of them, the
Boolean ““ is used to exclude thefiHowever, if there are a great number of such simus
queries, we add a number of words to the origd search terms in order to narrow restits.

The list above of our 184 queries reveals no simscresults among the corresponding

“top” or “rising” queries.

37 Ambiguity problems can arise when there are tewitis multiple meanings not all associated with ghesen topic
(for example, some of the searches for "gatt", @oereym for General Agreement on Tariffs and Tragégte to the
soccer player Joshua Gatt, or to the actor Josept); ®r when the search purpose is ambiguousefample, some
searches for "interest rates” relate to searchearfanterest rate calculator).

3 For example, if the search terms are “interegtstatcalculator—best”, the results will include searches contagnin
the words “interest rates” etc. in this preciseeoydut will exclude searches with the words “cldtar” or “best”
reflecting queries related to anything other thametary policy issues.

39 For example, we often added words like “act”, “law “program” to the original search terms.
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Appendix A2 — The sum of the 184 series into sub-gups, policy categories and the aggregate

Since the 184 single series are scaled by theinmanr value, each series is scaled by a
different value, and thus different series canmotlipectly summed into policy categories.

Ideally, we would simply merge the individual sdaterms listed in Appendix Al into
groups of queries so as to create 8 new searcls t@pnesenting the combination of the individual
ones, by using the Boolean "+". However, due toGloegle Trends 30-word limit for each search
term, the aim of replicating the 8BD policy categories using Google Trends cannot be
accomplished in this way. The merging of singléesesearch terms is only viable if we split each
of the 8 BBD categories into smaller sub-groups in order topk#ee number of words in the
resulting combined search terms below the uppet BM30. Following this route we come to the
24 sub-groups@i, i = 1,.., 24), homogeneous in terms of the numbeseofes within each sub-

group, allocated to the 8 policy areas and listldw.

(1) Fiscal policy, FP (2sub-group$

1. query_1-—query_ 8

2. query_9—query_16
(2)Monetary Policy, MP (3sub-group$

3. query_17 —query_24
4. query_25—query_32
5. query_33 —query_41

(3) Health care, HC (2sub-group$

6. query_42 —query_49
7. query_ 50 — query_56

(4)National security and war, NS (2sub-group3$

8. query 57 —query_64
9. query_65—query 71

(5)Regulation, RE (8sub-group$

10. query_72 — query_80
11. query_81 — query_89
12. query_90 — query_98
13. query 99 — query_107
14. query_108 — query_114
15. query_115 — query_118
16. query_119 — query_126
17. query_127 — query_136

(6)Foreign sovereign debt and currency crisis, SDC (2 sub-group3

18. query_137 — query_143
19. query_144 — query_150

(7)Entitlement programs, EP (3sub-group$

20. query_151 — query_157
21. query_158 — query_164
22.query_165—query_171
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(8) Trade policy, TP (2sub-group$

23.query_172 —query_178
24. query_179 — query_184

Obviously, the merging of individual search termmddrm sub-groups prevents the insurgence
of those missing data that, in specific single gserwould result from the paucity of search
volumes in certain weeks/months. Furthermore, githext the peak-normalization of the search
volumes' series is made at sub-group level, trevagice of each search term within its sub-group is
accounted for when we extract the 24 aggregatessdry sub-group. Of course, this (partial)
outcome (i.e. 24 sub-groups series from 184 ind&idsearch terms) still does not meet our
requirement of having 8 Google Trends aggregatekeaamlumes accounting for the weight of each
search term within the category. This result carableieved in one of two ways: Bayesian and

common-term aggregation.

Bayesian aggregation

The first way (henceforth "Bayesian aggregatiorsto shrink the number of individual
search terms included in each sub-group by usirgg Blayesian model averaging (BMA)
method.This gives us the list of the "most releVasihgle search terms of those sub-groups
belonging to the same category that can be suedlyssferged without exceeding the 30-word
limit. The shrinking issue is tackled as a probleinthe choice of the "best" of several explanatory
variables (i.e. the single search volumes) in lineggressions where each sub-group is the
dependent variable. In doing so, BMA provides aereht method of inference of the model's
parameters by taking explicit account of the uraety surrounding both the estimation and the
steps of model selection: see, for example, Leqf8#8) and Magnus et al. (201%).

The outcomes of the Bayesian aggregation approgcheported in Table A2.1, where the
first column shows the descriptions of the sub-geo(i.e. our target variables), the second column
lists the individual search terms that are parsimusly selected by BMA, the third column reports
the statistical significance of the selected se&ecims, and the fourth column shows the posterior
inclusion probability (which must be greater th&94.

“°To perform BMA analysis we used the bma Stata agfdBe Luca and Magnus (2011). We also tried altivea
model selection algorithms, such as Lars, Lassdaabt Angle algorithms, by using the lars procedufréddrian
Mander (2006). These alternative regularizationhoés$ utilize additional information in order to peat overfitting;
this information usually involves the introductiaf a penalty for complexity, with different penahi involved by
different methods; see Efron et al. (2004).Thect®le results of Lars, Lasso and Least Angle ater@ported because
they deliver outcomes that are very similar to ho6BMA, albeit less parsimonious.
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Tab. A2.1 - List of single search terms selected IBMA

SUB GROUP Gi) SEARCH TERM (S)) t PIP
(1)Fiscal policy, FP (16 queries)
2. "tax rate"- "calculator" 26.88 1.00
G1 3. "taxation" 22.07 1.00
5. "government spending" 4.70 1.00
8. "balanced budget" 1.15 0.66
11. "federal debt" 1.57 0.80
G2 12. "national debt" 12.46 1.00
14. "debt ceiling" 40.41 1.00
(2)Monetary policy, MP (25 queries)
17. "the federal reserve" 4.69 1.00
18. "the fed" 3.77 0.99
G3 21. "quantitative easing" 6.01 1.00
22. "monetary policy" 4.03 1.00
23. "fed funds rate" 6.26 1.00
24. "Bernanke" 19.23 1.00
25. "Paul Volcker" 4.19 1.00
G4 26. "Alan Greenspan" - "Mitchell" -"wife" 15.10 100
28. "interest rates" - "calculator" - "best" 76.44 1.00
33. "European Central Bank" 10.46 1.00
G5 35. "Bank of England"” 1.84 0.86
36. "Bank of Japan" 9.51 1.00
38. "Bank of China" 8.40 1.00
(3)Health care, HC (15 queries)
G6 42. "health care reform" 76.15 1.00
49. "drug policy" - "nfl" 3.43 0.99
50. "food and drug administration” 8.52 1.00
G7 54. "Medicare Part D" - "humana" - "aarp" 18.22 aL.o
55. "affordable care act" 54.13 1.00
(4) National security and war, NS (15 queries)
60. "terrorism" 42.30 1.00
G8 61. "war on terror" 4.77 1.00
63. "defense spending" 3.49 0.99
66. "us armed forces" -"ranks" 281 0.96
G9 67. "military base closure" 8.84 1.00
70. "no-fly zone" 7.91 1.00
(5) Regulation, RE (65 queries)
74. "Glass Steagall" 13.97 1.00
76. "thrift supervision" 12.42 1.00
G10 77."Dodd frank" - "form" - "certification" 25.12 .0
78. "financial reform" 29.26 1.00
80. "cftc" 5.57 1.00
84. "Volcker rule" 3.12 0.98
G11 85. "bank stress test" 3.15 0.98
86. "securities and exchange commission” 7.65 1.00
89. "fdic" - "jobs" 87.01 1.00
G12 91. "office of thrift supervision" 18.55 1.00
99. "minimum wage" 35.60 1.00
100. "living wage" - "calculator" 4.89 1.00
G13 101. "right to work" 11.26 1.00
105. "affirmative action" 10.02 1.00
107. "trade adjustment assistance" 1.59 0.81
108. "davis bacon" 9.85 1.00
G14 109. "equal employment opportunity" 6.62 1.00
112. "antitrust” 18.46 1.00
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G15 116. "copyright law" 11.49 1.00
117. "federal trade commission" 15.50 1.00
122. "class action law" 6.05 1.00
G16 124. "tort reform” 28.89 1.00
126. "energy policy” 20.72 1.00
127. "energy tax" 16.23 1.00
128. "carbon tax" 1.99 0.89
G17 129. "cap and trade" 25.80 1.00
134. "environmental protection agency"” 24.13 1.00
135. "the epa" - "jobs" 5.91 1.00
136. "immigration policy" 5.09 1.00
(6) Foreign sovereign debt and currency crisis, SOC
(14 queries)
137. "sovereign debt" 11.04 1.00
G18 139. "currency devaluation" 6.64 1.00
141. "currency manipulation” 5.66 1.00
142. "euro crisis" 8.03 1.00
G19 145. "European debt" 9.96 1.00
(7) Entitlement programs, EP (21 queries)
"154. soma}'l sltlacu_nty" - prﬂc? - "number" - "my 91.23 1.00
G20 calculator” - "online" - "jobs
157. "unemployment insurance" 13.12 1.00
158. "unemployment benefits" - "online" 36.49 1.00
G21 159. "food stamps" - "application” - "online" 64.23 1.00
162. "wic program" 1.27 0.70
165. "Supplemental Nutrition Assistance Program" 791. 0.85
G22 166. "Earned Income Tax Credit" 14.33 1.00
168. "head start program" - "jobs" 4.04 1.00
(8) Trade policy, TP (13 queries)
173. "government subsidies" -3.96 1.00
175. "wto" - "howto" 9.40 1.00
G23 176. "world trade organization" 4.88 1.00
177. "trade treaty" 2.42 0.94
178. "trade agreement” 8.83 1.00
G24 183. "gatt" -"joseph” - "josh" - "stefan" 12.18 0.0

Reported search terrf§are those whose t ratio is greater, in absoluigeyshan one and whose posterior inclusion
probability (PIP) is greater than 0.5

The outcome in Table A2.1 has the considerablerddge of delivering a limited list of the

"most relevant” individual terms within each sulmgp: the larger the weight of a single search

term within its sub-group, the greater the likebhoit will be picked* However, in theBBD

categories (2) "monetary policy", (5) "regulaticarid (7) "entitlement programs" the reduced set of

individual search terms is still too large to metige individual Bayesian-selected search terms into

a compound search term category of less than 3@swoFherefore, in order to implement a

Bayesian aggregation in the case of these thresgaaes, we would need extra restrictions

excluding further individual search terms.

*1 This information is utilized in Section 3 when wempare certain Google Trends search volumes withiategory
with the Newsbank categories of BBD.
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Common-term aggregation

The second approach helps us and utilizes a feat®®ogle Trends that enables up to five
different terms or groups of terms (henceforth,niomon-term aggregation”) to be compared.
Starting from equation (1), the use of the functftoampare” on Google Trends ensures that for
each search term (or group of search terms) indludléhe comparison, we have the same scaling
value,corresponding to the maximum value of over thequedl-7, among all the single series that
we are comparing. Therefore, by scaling all théeseior a common term, we can easily aggregate
them by summing or averagifig.

For example, considering two generic sefjgs?} included for the purpose of comparison in

Google Trends, and summing th8¥s, we obtain a series defined as follows:

Svjt SUnt
SVISUMt = + x 100 =
SVg X MSV[O,T] SVgt X MSV[O,T]

100 SV + SUpe
= X
MSVio 1) SVg,

The volumes by sub-group obtained using the comtaon-aggregation (A2.1) are equivalent to

(A2.1)

what we would obtain by merging the single terimend n in Google Trends equation (1) of the
main text using the Boolean operator "+", exceptfoall differences due to rounding and the fixed
difference in the constant scaling term. Howeues worth stressing that the outcome of common-
term aggregation has the advantage of bypassingOteord limit by merging search terms.

The search volume series, obtained as a resulagé®ian aggregation, deliver outcomes
that are very similar to those obtained by meansoaimon-term aggregation, since the number of
search terms selected using BMA accounts for a kage portion of the variability of the full set
of search terms by category (i.e. their weightssagrificant within the categoryy.

Therefore, hereinafter we shall only measure theglo Trends volumes by category as
obtained using the common-term aggregation appraauh the same approach is followed to sum

the 8 categories into the aggreg&t€indicator of macroeconomic uncertainty.

2 As far as we know, this approach has been onlgt bgedHacamo and Reyes (2012).

*3 Note that the correlation coefficients by categbeyween Bayesian aggregation (when feasible) anthon-term
aggregation (always feasible) are greater thanid.&8ur cases out of five, and equal to 0.70 mrtbmaining cases.
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Appendix A3 —BBD and GT comparisons: detailed VAR outcomes

® Fiscal policy, FP Monetary policy, MP Health careHC National security and war,
NS
j BBD Gi, Sj| i BBD Gi, Sj|i | BBD Gi, Sjli | BBD Gi, Sj
BBD 0.5719 0.0163 0.4714 0.9711
GT 0.0245 0.1447 0.3422 0.7675
corr shock’) 0.4873 0.5321 0.1299 0.2013
Stationarityb 0.0162 0.0048 0.0075 0.0048
BBD 0.2455 0.0379 0.5628 0.9061
Gi 0.5980 3 0.6626 6 0.3248 8 0.9518
corr shocks 0.3260 0.4965 0.0183 0.2315
Gi 0.0174 4 0.3270 7 0.0176 9 0.4658
corr shocks 0.4892 0.4617 0.2136 0.0455
Gi 5 0.7396
corr shocks 0.2009
Stationarity 0.0218 0.0300 0.0122 0.0218
BBD 0.6784 0.8654 0.7414
Gi 0.1513 6 0.4566 9 0.4936
corr shocks 0.2808 0.0291 0.0517
Sj 14 0.0035 50 0.1394 60 0.9663
corr shocks 0.3879 0.0565 0.1432
Sj 15 0.0165 54 0.9537 61 0.6608
corr shocks 0.5062 -0.1048 0.1892
55 0.0089 63 0.0330
0.2400 0.1910
Stationarity 0.0274 0.0366 0.0057
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Regulation, RE

Sovreign debt and crisis, SDCC

N

Entitlement programs, EP

Trade policy, TP

BBD
GT
corr shocks

Stationarity

BBD

Gi

corr shocks
Gi

corr shocks
Gi

corr shocks
Gi

corr shocks
Gi

corr shocks
Gi

corr shocks
Gi

corr shocks
Gi

corr shocks

Stationarity

BBD

Gi

corr shocks
S

corr shocks
S

corr shocks
S

corr shocks
Sj

corr shocks

Stationarity

10

11

12

13

14

15

16

17

BBD

0.5375
0.3128

0.0211

0.0001
0.1922
0.0004
0.3478
0.4497
0.1780
0.1379
-0.0043
0.4644
0.0971
0.6887
0.0695
0.2602
-0.0666
0.9977
-0.0282

0.0466

Gi, Sj
0.1204

0.0155

18

19

19

j

137
139
141

142

BBD

0.0000
0.3775

0.0180

0.0000
0.3116
0.2672
0.2803

0.0252

0.3814
0.2472
0.0002
0.4034
0.0718
0.0642
0.3956
-0.1101
0.0639
0.2094

0.0091

Gi, Sj| i
0.0778

0.0633
20

21

22

0.0030

j

BBD

0.6957
0.4386

0.0034

0.7332
0.2703
0.6438
0.4393
0.8384
0.1930

0.1332

Gi, Sj
0.7728

0.6512

23

24

23

J

183

BBD

0.9546
0.1149

0.0098

0.7431
0.2265
0.0680
0.1299

0.1318

0.3321
0.1321
0.2868
0.0883

0.0020

Gi, Sj
0.0196

0.3342

0.0189
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(® In each block of columns (one for each of theaBgoriesc), rows are grouped in 3 sets (delimited by gregdshws) corresponding to the
results obtained from 3 different VAR specificasothe upper set reports the results of the bitaN&AR for aggregate-bg-BBD andGT
indicators; the middle one is for the VAR with thggregate-by- BBDindicator and th&T index disaggregated by sub-grou@s) (belonging to
the considered categocy the lower set deepens middle results by subisiifigignificantGi indexes with the singl&T search termsSj) which
emerged as the most relevant in @iesub-group (according to the BMA analysis in TabR2 1. In each of the 3 sets, figures in bold retwst
p-values of the Granger causality tests. In pddicthose in the central column of each block€lbal as BBD") assess the causality from the
single Google Trends series (eitl@&T, or Gi, or S)) to the news-based indeRED); figures in the last column of each block (labdlbs Gi, Sj')
assess the joint reverse causality filBBD to all the Google Trends series.

(®) "corr shocks" = instantaneous correlations betwibe residuals of thBBD equation and each of the Google Trends indicajartons
(eitherGT, or Gi, or S)).

(°) "Stationarity" = p-values of the Johansen (138&)e test for assessing the full rank: if the hyfbothesis is rejected, all the variables in VAR
are jointly stationary. When such null is not régek(i.e. in the middle VAR of EP and TP), the rmdandard Granger causality is assessed as
suggested in Toda and Yamamoto (1995).

54



Appendix A4 — A focus on "government shutdown" and'debt ceiling”

The individual search terms “government shutdownd &debt ceiling crises” can be
interpreted as policy uncertainty shocks, sincenduthe standoff people are concerned about, and
discuss, "what economic policy actions will be utaleen and when, and the economic effects of
past, present and future policy actiofisFor example, with reference to the Governmentdsiwi
on October 8 2013, a White House statements repg@kfer a discussion about potential paths
forward, no specific determination was made [...] Fresident looks forward to making continued
progress with members on both sides of the aisl&lr€e: Reuters). The thousands of comments on
online newspapers articles reporting this newsfyest the uncertainty surrounding this situatitn.

As far as the methodological approach is concermedwill not rely on the time series
properties with VAR models, but rather on their &abur after the trigger event, because we are
only faced with a debt-ceiling crisis or (even meog a Government shutdown - i.e. two important
but rare events - "once in a blue moon". In Figuhdsl and A4.2, the relative frequency of
newspaper mentions and the Google Trends series taet near to zero over a large portion of the
sample, with the exception of a limited numberigh#icant spikes.

Figures A4.1 and A4.2 here

As expectedBBD andGT indicators substantially overlap, as the sameayétigevents drive
both of them. However, interestingly Google seascttecline more rapidly after the peak, as if in
the case of important events, most people seeknnafibton about what is going on when the
standoff is at its peak; after this peak, manyhein stop caring about the uncertainty question well
before newspapers do. In particular, with regardht “Government shutdown” series in Figure
A4.1, the highest spike of Internet activity (wdahvalue of 100, considering the weekly raw series
downloaded from Google Trends) was during the weak 29/09/2013 to 05/10/2013, which was
to be expected given that from October 1 to Octdiecertain federal agencies were temporarily
closed or worked part-time. Google figures for tfidlowing two weeks were 28 and 26
respectively, and after these 3 weeks Internetcheardeclined rapidly to a mean value of 1.5
between 20 October and 30 November 2013. Mediaragee on the other hand, remained high for
a longer period, declining more gradually: consitgrthe standardized time-series reported in
Figure A4.1, after a peak of 10.45 in October (eiged with a value of 5.76 for the Google Trends

**To quote BBD’s definition of what an article abgatlicy uncertainty should be concerned with.

“>As an example, in response to this news we disedvdr2,265 comments on Yahoo NeiFhey're talking? Really?
Republicans, Obama have 'productive’ meeting ort, ddtutdown” by C. Moody), 5,697 in The Washington Post
(“House, Senate Republicans offer competing plandeit-limit, government shutdowrP, Kane, Z. A. Goldfarb and
L. Montgomery, and 1,716 in The Wall Street Journ@pama, GOP Open Talks Over Temporary Debt Fi¥Hook
and P. O’'Connor).
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index in the same month), the following two monthsglues were respectively 1.89 (0.23 the

correspondingsV)) and 1.31 (0.15 the correspondi8Y|), well above the one standard deviation

threshold, unlike the Internet searches seriespliserved values of which were close to the mean
of zero. A similar trend, with Internet searchesluhéng more rapidly than media coverage in the

aftermath of a shock, was observed after intereakgd with regard to the debt ceiling debate of
July 2011.

Given these findings, if Internet activity is pexea as a proxy of the number of people
influenced by a policy uncertainty shock, then vaa tentatively conclude that many people just
glance at media reports, while few of them give mattention to them for any length of time.
Following less severe shocks, however, news repordsinternet searches spike together, and also
decline together, since in the wake of a moderatels even newspapers quickly stop concerning

themselves with the issue in question.
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Fig. A1 - News coverage and Internet searches fdn¢ term "Government Shutdown"

12 T T T T T T
Government Shutdown Internet Searches :
_ Government Shutdown Artiu_:les
g | _
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Fig. A2 - News coverage and Internet searches fdneé term "Debt Ceiling”

10

T
Debt Ceiling Internet Searches
Debtlf:eiling Articles

5 L i I I I I
2004 2006 2008 2010 2012 2014
Monthly relative frequencies of mentions of "gov@ent shutdown" and "debt ceiling” in the US newspapncluded
in the Access World New's NewsBank service (datidereed from_www.policyuncertainty.com/categorioghu.html)
and Google Trends search volume indexes for thes ssarch terms. The series are standardized togheesan of 0
and a standard deviation of 1.
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Appendix A5 — The measurement of the “fantastic fie”

The {) VIX proxy is obtained from the forecast 30-dayatdity of the S&P 500 Index, and
is computed by averaging the weighted prices ofgmat call options on the S&P 500 stock market
index (for details, see the CBOE White Paper, 20@yen that VIX monthly data have been
available since January 1990, we used realizeldgralhan implied) stock market return volatility to
proxy the pre-1990 missing VIX data going backfe beginning of the 1960s (see Bloom, 2009,
and Bachmann et al, 2013).

The {i) SPREAD proxy is defined as the difference betwgleody's BAA-rated corporate
bond yield and the 30-year Treasury constant nigtuaie (monthly). Following Bachmann et al
(2013), we used the 20-yearTreasury bond data winer80-year Treasury bond data were not
available, as in the 2002-2005 period and froml@®&0s to 1977.

The (ii) PREDICTh proxy is forecast-based: Jurado et al. (2015)ed#@ uncertainty by
assuming that a more (or less) uncertain econorngsss(or more) predictable, and thus uncertainty
can be measured as a lack of predictability. Thienaton of PREDICT dates back to 1960m7,
and is obtained by aggregating the individual utaieties of 132 economic and financial time
series over alternative forecast horizéng hree macro-uncertainty indexes (with= 1, 3 and 12)
are obtained from the following steps: {f)months ahead forecasts are estimated using diffusi
index models based on both lagged and contemparansmmmon factors, autoregressive terms
and other predictors such as simple non-linearsfeamations of factoré® (2) the uncertainty
regarding each single variable is defined as tHatNity of the h-months ahead prediction error
(conditional on the information set in periggdand is computed using stochastic volatility nisgde
(3) all these uncertainties are combined into dngles measure of overall macro uncertainty by
means of simple averaging (alternative aggregatpproaches deliver similar outcomes). We chose
a priori to use the PREDICTIh(= 1) in order to prevent the forecast horizon frowerlapping the
sample frequency of data. Results using the PREDI&E robust to the uselof= 3 and 12.

The (v) FDISP proxy of uncertainty is the standard deerabf forecasts from two or more
analysts. Bachmann et al. (2013) have estimate@FBince 1968m5 by using the cross-sectional
disagreement between the forecasts of large firmmhagement to be found in the Philadelphia

Fed's Manufacturing Business Outlook Survey (BO®)e FDISP is based on the cross-section

“% Factors are estimated through the principal coraptsnanalysis of a set of 279 indicators that iefuthe 132 series
on which individuals uncertainties are computedsd47 additional financial time series.

58



forecast dispersion of the fraction of each catggufrresponsé’ The BOS sample composition
reflects the industrial mix of the Third FederalsRese district (i.e. eastern Pennsylvania, southern
New Jersey, and Delaware), thus it might not pésfeeflect the general US outlook. Bachmann et
al. (2013) acknowledge this caveat, by reportimgilar results obtained using forecast data from
surveys not restricted to any particular area dustrial sector.

The {) proxy EPU is the news-based policy-related ecaoamcertainty index. Baker et al.
(2015) obtain the EPU index by mixing three basigreédients: (1) the newspaper coverage of
policy-related economic issues (the news-based oot NEWS); (2) the number of federal tax
code provisions set to expire in future years; @)dhe disagreement among economic forecasters.
Forecasters’ disagreement is measured by the uddrilg range of individual one-year forecasts
reported in the Federal Reserve Bank of Philadalplgjuarterly Survey of Professional Forecasters.
Among the SPF’s wide range of predicted variabBBD focus on the consumer price index,
purchases of goods and services by state and gmarnments, and purchases of goods and
services by the federal government. In order taiobtheir global EPU index of policy-related
economy uncertainty, BBD compute the average vafube three normalized components, using
weights of 1/2 on the broad NEWS index (1), anddréeach of the other three measures (the tax
provision expiration index (2), and the disagreendrforecasters (3) about both the CPI and the
federal/state/local purchases measures.

Of the above three EPU components, the one witlem@ight and of main interest here is
NEWS, which is a restricted version of the Newsbiaglex we used in previous Section 2: actually
NEWS and Newsbank have a correlation of 0.85, psrted by BBD. But NEWS is based on the
search results from only 10 large newspapers: BBbopm month-by-month searches in each
paper for terms relating to economic and policyartainty’®, and compute the ratio between the
raw count of policy uncertainty articles and thieatmumber of articles published in the same paper
in the same month. They then normalize the reguligries, by newspaper, in order to obtain a unit
standard deviation over the period from 1985m1 @@0(2n12. Finally, they sum the values over
papers, and re-normalize the multi-paper index noaserage value of 100 from 1985ml to
2009m12°?°

*" The responses to the BOS survey about the st&tgenéral business conditions” over the followirig sionths, are
classified into three separate categories (up, henge, down). The three categories of interviewmédasters are
publicly available. In addition to Bachmann et @013), see alsbttp://www.phil.frb.org/research-and-data/regional-
economy/business-outlook-survey/index.cfm

“8 In order to be included in the count, the newilag must include the words “uncertain or uncetigj “economy or
economics” and specific terms relating to econoanid policy topics.

9 Eurther details are available at: http://www.pglincertainty.com/us_monthly.html
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Since the sample period of EPU index is shorten ttiee periods covered by previous
indexes (available well before the 1980s), our t@1gn comparison shall refer to a recent outcome
(still in progress) of the BBD project: the Histwal News-Based Policy Index (HNEWS), that
extends NEWS back to 1900 by performing month-bywiosearches for specific terms in 6
newspapers’ Since HNEWS is presently available up to 2014mg,updated it to 2014m12 by
using its "twin" NEWS index (over the overlappingriod their correlation is about 0.9).

%0 See details ahttp://www.policyuncertainty.com/us_historical.html
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Appendix A6 — Tests of seasonal adjustment of undainty and VAR lag selection

Tab. A6.1 -Seasonality tests (X13 filter context)

Moving ldentifiable Monitoring and Quality

Stable Seasonality Seasonality Seasonality Assessment Statistics

Variable F test K F teSt M7¢ Q (without M2)
PREDICT1 28.553 2453528  4.325 0.591" 0.65°
GT 47.454  108.5798 2.171 0.377 0.53°
EPU 6.087 61.5886 1.301 0.946 1.27

(a) Seasonality present at the 0.1% level
(b) Seasonality present at the one percent level

(c) ~ and” denote moving seasonality present at the oneiaagércent levels
(d) ™ and’denoteldentifiable seasonality preseahdprobably not present
(e) Accepted

Tab. A6.2 -Test for the optimal lag length over edtsample period®

PREDICT1" log(EPU) log(GT?)
Sample Obs FPE AIC SBIC FPE AIC SBIC FPE AIC SBIC
1960m7 - 2014m12 648 6 6 2
1985m1 - 2014m12 354 4 4 2 4 4 3
2004m1 - 2014m12 126 5 5 2 3 4 2 3 3 2

(@) Maximum lags allowed: 6. Test based on a 5-var@ablAR with uncertainty log(SP500), log(1+Fed funds effective
rate/100), log manufacturing employment and log ufacturing industrial production.

(b) Seasonally adjusted using the X13 procedure
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