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Abstract

The utility associated with a service’s consumption is contingent on its intrin-
sic characteristics and various situational factors. One key element that influences
consumer satisfaction is adherence to prior expectations. This is particularly rele-
vant for experience goods that highly depend on external factors, such as weather.
On these premises, the current study explores the role of expectations on utility
by analyzing the effect of weather surprises (i.e., the mismatch between forecast
and realized weather) on online ratings. Results from the analysis of over 300,000
reviews posted on Booking.com indicate that weather surprises have an impact on
the reported experienced utility, the effect depending on the sign of the surprise.
Moreover, the consumption span moderates the surprise effect, thereby mitigating
the impact of both positive and negative surprises on utility.
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Non-technical Summary

When consumers buy a product or a service, their satisfaction depends on the intrinsic
quality, also compared to previous expectations, and by contingent factors. This is es-
pecially true for the so-called experience goods, in which quality can be ascertained only
after consumption. In most cases, the overall experience is significantly affected by exter-
nal factors that the producer does not control; consider how the weather or the climate
conditions affect the activities to be carried out while on holiday, and hence its enjoy-
ment. In the last decade, online platforms for consumers to leave feedback about specific
services, like hotel accommodations or restaurant meals, have become increasingly pop-
ular. People can now report their spontaneous opinion about specific services, which can
serve prospective buyers when shortlisting providers based on the overall reported level
of satisfaction. Therefore, reviews might have a non-negligible effect on future buyers’
behaviour and hence on the economic performance of the service providers. External
factors can play a role when evaluating services, despite not being an inherent part of the
service to be rated or under the service provider’s control.

Given these considerations, we were interested in exploring the impact of an unex-
pected event on people’s reported level of satisfaction. Specifically, we wanted to inves-
tigate whether and to what extent an unexpected external event, a surprise, is reflected
in service evaluations and captured by online ratings. To do this, we looked at ratings
left by customers who had stayed in hotels in two important Italian cities: Milan and
Venice. The surprise here analyzed is the discrepancy between the expected weather
(built upon the weather forecasts publicly available at the time of travelling) and actual
weather conditions during the stay.

We find that an inaccurate forecast, which translates into weather surprise, signifi-
cantly impacts the reported satisfaction with the accommodation service. More specifi-
cally, if the weather was better than expected (a positive surprise), people were happier
with their experience, and vice versa. Importantly, and differently from what was done in
previous research, what drives the evaluation is not the weather condition per se but the
surprise generated by any mismatch between existing expectations (the weather forecast)
and the realized weather conditions while at the destination. Our findings are of great
interest since they show that online reported evaluation might be misleading, capturing
factors that are external to the quality of the service itself and that attain the psycho-
logical dimension of surprisingness. Implications for service providers and consumers are
discussed.
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1 Introduction

People go to the cinema to watch a movie because they have high expectations, triggered,
for example, by positive critics’ reviews, a star-sudden cast, the movie’s genre, the trailer,
the director, or word-of-mouth recommendations. Consumers’ movie experience is then
determined by the quality of the film’s intrinsic elements, with the onset of specific events
sometimes playing a significant role. Unexpected plot twists or endings can negatively
impact the audience’s perception of the story or characters. Conversely, surprise cameos
can enhance the movie’s enjoyment by adding tension and suspense to the narrative,
keeping the audience engaged and guessing (Ely et al., 2015). Sometimes, the quality
of the experience depends on characteristics beyond the control of the producers, such
as the characteristics of the theatre (the screen size, the sound system, and seating) or
the behavior of the audience in the auditorium, including noise and overcrowding. As a
result, the experienced utility, according to Kahneman’s (1991) definition, is influenced
not only by the intrinsic quality of the movie but also by unexpected circumstances sur-
rounding its viewing and other external factors.

When it comes to purchasing experience goods, agents’ decision process is much more
complex as the quality of such products can be assessed only during or after consump-
tion (Nelson, 1970). Some commodities are cheap, and their purchase does not entail a
burdensome decision process; by contrast, buying other, more expensive commodities in-
volves carefully acquiring information to form more reliable prior expectations. However,
even when information is available and non-costly, the risk of receiving lower utility than
expected remains and, in part, is due to the occurrence of events that were not taken
into account when making decisions based on expected values and probabilities.

In the literature, different methods and measures have been used to assess consumers’
experienced utility but analyzing user-generated content, such as online reviews and rat-
ings, is gaining momentum in academic research (Agarwal et al., 2021; Helmers et al.,
2019; Greiff and Paetzel, 2020; Reimers and Waldfogel, 2021; Mayzlin et al., 2014).
Thanks to the steady progress of online platforms and social media, it is extremely
common for subjects to offer first-hand and spontaneous feedback on their consumption
experience and their degree of satisfaction with goods and services. Despite the signifi-
cance of expectations in shaping the reported experienced utility, the literature has yet to
explore this topic fully. Most studies in this area have primarily focused on investigating
the expected quality of the goods or services to be consumed and eventually reviewed.
It has been shown that subjects can be affected by social bias when writing reviews, i.e.,
they tend to conform to the norm, embodied by prior ratings (Chevalier and Mayzlin,
2006; Cicognani et al., 2021; DeMarzo et al., 2003; Manski, 1993).

In our paper, we dig deeper into the uncharted territory of consumer behavior by
delving into the under-explored yet critical role of surprises when reporting utility. More
specifically, we measure how surprises, namely discrepancies between expectations and
experienced consumption, affect the level of utility in the case of experience goods. The
idea is that the expected effects of externalities are already incorporated in prior beliefs
(e.g., crowded cinemas during winter weekends), hence the reported utility derived by
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consuming experience goods may be affected by surprises (occurring when current beliefs
are further from previous beliefs, Ely et al. (2015)).

A classic example of an experience good that aligns with the description provided
above is found in the travel industry. In this study, we will focus on accommodation
services, which quality relies on factors such as location, the season, and the level of the
services provided. It is crucial to note that the perceived quality of such services can also
be impacted by an individual’s current state, emphasizing the state-dependent nature of
these goods. This makes accommodation services an excellent case study for our research
objectives.

In terms of the specific type of surprise here considered, we focus on the unexpected
change in weather conditions compared to publicly available forecasts (already pondered
in prior beliefs). Therefore, the current work aims to explore if (and to which extent)
the mismatch between expectation and realization of an exogenous factor (i.e., weather
surprises) is reflected in customers’ evaluation of the service. Conditional to the time of
traveling (seasonality), subjects form their beliefs about the type of activities to carry
out when on holiday or decide whether to travel depending on the weather forecasts. On
these premises, surprises (i.e., sudden unexpected changes in weather), can potentially
impact the overall experienced utility and allegedly be captured by online ratings, despite
not being an inherent part of the service to be reviewed or under the control of the service
provider.

To this end, we analyze more than 300,000 online reviews for accommodation providers
listed on Booking.com, the leading search engine for lodging services, in two popular Ital-
ian destinations (Milan and Venice), between September 2019 and February 2020. The
period under investigation is chosen for consistency reasons, allowing us to analyze only
ratings before the COVID-19 outbreak and after the reform of the reviewing system
introduced by the platform in September 2019 (Leoni and Boto-Garćıa, 2023). With
regard to weather surprises, we look at the potential mismatch between the weather
forecasts posted days before traveling and the realised weather. The empirical strategy
aims to disclose this “surprise” effect on individual ratings, conditional on the reviewers’
characteristics (nationality, travel party, length of stay, and review anonymity), hotels’
time-invariant features, prices, and external factors such as seasonality.

Our findings provide conclusive evidence of a statistically significant impact of sur-
prises on experienced utility. Specifically, we observe that better-than-expected weather
conditions have a positive effect on the final score, while worse-than-expected weather
conditions are found to significantly decrease satisfaction levels with hotel services. More-
over, we uncover an interesting moderating role played by the consumption span, which
mitigates both the positive and negative effects of weather mismatch, in line with the
hedonic adaptation theory (Frederick and Loewenstein, 1999). Results are robust to sev-
eral specifications and, differently from most of the existing literature on reported utility,
we control for prices, hence taking into account the critical role of value for money when
judging services.
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Within this framework, the contribution of this paper lies in the empirical analysis
of if and how the differential between prior belief and realized situation (surprises) may
affect the quality assessment of an experience good. We investigate how consumer per-
ception and assessment of goods quality is biased by external factors out of suppliers’
action spheres, concerning the contingent state where goods are consumed. We draw
some managerial and policy implications to lessen the impact of such external effects. To
the best of the authors’ knowledge, no prior research has explored the effect of exogenous
surprises on agents’ utility by investigating online user-generated content. Moreover, we
contribute to analyzing if positive and negative surprises produce any asymmetric effect
on consumers’ utility.

The remainder of the paper is structured as follows: the relevant streams of literature,
focusing on the role played by expectations and surprise, are recalled in Section 2, while
the theoretical framework is presented in Section 3. We then describe the data (Section
4) and the empirical strategy (Section 5). Finally, the results and the concluding remarks
are presented in Sections 6 and 7, respectively.

2 Literature Review

Our work is related to the stream of literature investigating the role of expectations in
economics, especially the one studying how individual utility is affected by a mismatch
between the expected and the realized state of the world, something that can be called a
surprise.

2.1 Surprises in Economics

Surprises are directly related to expectations and uncertainty about future outcomes. By
definition, surprises emerge as a conflict with pre-existing beliefs (Baccan et al., 2015).
From a psychological perspective, according to Schützwohl (1998), surprises result from
schema-discrepancy, i.e., an inconsistency between activated schemas and newly acquired
information. When such discrepancy exceeds a certain threshold, people experiment with
the feeling of surprise, which undergoes a certain degree of subjectivity because people
might display different thresholds. In economics and financial studies, the surprise can
be defined as the mismatch between expected and actual results, for instance, when the
rate of return of investments is considered.
Economic agents are subject to a certain degree of uncertainty when making decisions;
as a result, their economic behaviours inevitably involve expectations. Especially in con-
sumption, satisfaction and enjoyment are much related to the adherence of outcomes to
such priors. However, a mismatch does not compulsory imply a negative connotation.
The literature discusses how the feeling of surprise is linked to an emotion that can be
either positive or negative (Janakiraman et al., 2006). The “sign” of the surprise depends
on each agent’s consequence of the unexpected event or outcome. As Derbaix and Van-
hamme (2003) discussed, an event’s surprisingness amplifies the reaction. In other words,
with equal events, unexpected ones will produce stronger responses.
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Most of the research dealing with the effect of surprises on people’s utility and enjoy-
ment is focused on entertainment markets, such as sports games (Bryant et al., 1994; Ely
et al., 2015; Peterson and Raney, 2008) or online media products (Simonov et al., 2022).
Extant literature underlines the importance of suspense (i.e., excitement or anxiety about
what may happen in the future) and surprise dynamics in the context of entertainment.
However, it is hard to empirically assess their role because beliefs and enjoyment are often
not directly observable (Ely et al., 2015). In this regard, Bizzozero et al. (2016) study
preferences using the size of the tennis audience (in other words, the number of people
watching a tennis match) as a proxy for enjoyment. As a matter of fact, bored viewers
can easily (at almost no cost) decide to switch the channel or turn the TV off. While in
these specific markets’ enjoyment is expressed in terms of audience, when dealing with
the consumption of other services, it can be assessed via consumers’ explicit evaluations
in the form of online reviews (Fradkin et al., 2018). In an experimental setting, Der-
baix and Vanhamme (2003) studied the effect of elicited surprises on the willingness to
share information (word-of-mouth). No prior research has instead explored the effect of
exogenous surprises on agents’ enjoyment by investigating online user-generated content.

2.2 Exogenous shocks and individual utility

While most of the economic attention is towards the impact of an exogenous shock on
the macro economy, the effect of shocks on agents’ utility is a relatively unexplored topic
in microeconomics literature; this fact most probably results from standard economic
theory, which uses probability theory to treat expectations and uncertainty objectively.
As Oswald and Powdthavee (2008) discussed, these authors build upon the hedonic adap-
tation theory (Frederick and Loewenstein, 1999) to assess the effect of onset disability on
people’s well-being. This term refers to people’s reaction (and adaptation) to upcoming
favorable or adverse events, which, within our context, could be defined as exogenous
shocks. According to psychology literature, shocks’ effect on people’s utility is not per-
manent, i.e., reactions fade over time because people tend to adapt to changes. This is
what Wilson and Gilbert (2008) define as affective adaptation. Rayo and Becker (2007)
equate hedonic utility to happiness and look at its volatility over time. In this regard,
they consider that happiness is not constant and depends on upcoming changes, prior
expectations about the future level of happiness, and peers’ happiness. In a similar vein,
Kettlewell et al. (2020) analyze the time path of the well-being of females affected by
an exogenous shock, namely the spouse’s death. Riis et al. (2005) analyze the reported
level of happiness of healthy people and people with serious illnesses, finding no evidence
of a significant difference. All these studies align with the theory of hedonic adaptation,
showing that, after an external shock (which might be of different nature), utility tends
to converge to the pre-event level. Moreover, the empirical evidence on hedonic adapta-
tion holds also for other types of shocks, more related to individuals’ disposable income.
In this regard, Easterlin (1995) finds evidence that an income increase does not lead to
long-run higher well-being. This is explained in terms of the hedonic treadmill: people’s
happiness does not increase with money since people tend to adapt to the new income
level quickly.

A classic example of a purely exogenous shock is the one stemming from unexpected
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weather-related events. Weather affects everyday life, influencing and limiting the range
of activities that can be performed. Weather conditions might influence people’s choice
between work and leisure (Connolly, 2008) and their overall productivity (Lee et al.,
2014). In an intertemporal choice between leisure and work, bad weather could decrease
the opportunity cost of working (reducing distractions resulting from good weather),
hence bringing more work hours. In a similar fashion, Huysmans (2002) looks at the
weather as a determinant of human sleeping, sports participation, leisure, and other
recreational activities. The weather might also moderate the participants’ responses to
financial events (Dehaan et al., 2017).

Scaling down to the context of the current study, the weather undoubtedly has re-
markable effects on travel choices and enjoyment of related activities. This relationship
exists for more practical reasons; for instance, people tend not to go to the beach when
raining or visit cities in the middle of a heatwave. Moreover, from a more psychological
perspective, a stream of literature links the weather with mood, thinking, and judgments
(Klimstra et al., 2011). In a recent paper, Brandes and Dover (2022) look at the effect
of unpleasant weather (hence assuming preferences for sunny weather) on evaluating ac-
commodation services. More specifically, they consider the weather in the origin country
(which does not coincide with the destination country) and find that rain is associated
with a higher review provision and lower scores. This result is most likely due to the lower
opportunity cost of time when raining and the bad mood associated with bad weather.

While most of the literature has focused on the effect of weather per se on the enjoy-
ment of leisure activities (Gössling et al., 2016; Jeuring, 2017; Jeuring and Peters, 2013),
less is known about the effect of weather surprises on agents’ utility. In other words,
existing studies do not consider agents’ expectations about the weather conditions when
traveling. As Figini et al. (2022) discusses, weather forecasts are public information that
is very relevant for travel decisions and firms’ pricing strategies. Moreover, since such
information flow comes at negligible costs, it is not subject to potential rational inat-
tention (Sims, 2006). On these premises, and in line with existing studies (Derbaix and
Vanhamme, 2003), it is reasonable to think that the effect of weather status on agents’
utility depends on the degree of the unexpectedness of such status, i.e., on the mismatch
between prior information (for instance, derived from forecasts) and the realized weather.
This is precisely where our work is positioned.

3 Theoretical Framework

The theoretical framework is adapted from Ely et al. (2015) where the authors model the
optimal way for principals to release information to attract a greater audience, assuming
that agents have a preference for surprise and/or suspense dynamics, for instance, when
reading novels or watching sports matches. Consistently, we assume that visitors (the
type of agents herein under investigation) hold a belief about the weather that will occur
during the trip, and that will affect the type of activities to be carried out. In fact, ac-
cording to the type of city visited, rainy or sunny weather might allow or prevent visitors
from undertaking specific activities. Consequently, any mismatch between the expected
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and the realized weather while at the destination disrupts anticipated activities and is
likely to affect the agents’ utility and the enjoyment associated with the stay. We posit
that people’s expectations follow an adaptive learning process, i.e., agents adjust and re-
vise their expectations as new data get released over time (Bray and Savin, 1986). In our
setting, agents adapt their expectations based on the weather forecasts published during
the last days preceding traveling. It is important to highlight that weather forecasts are
public information, hence available to all agents at virtually no cost.

Differently from the case discussed in Ely et al. (2015), the information released, and
hence the occurrence of a state of surprise, is not ad hoc driven by the principal to
maximize agents’ utility. In our case, the surprise is exogenously determined by sudden
changes in weather conditions, which is tantamount to stating that Mother Nature plays
the role of principal. In the original model of Ely et al. (2015), agents have also a taste
for suspense: more suspenseful events (sports matches, novels, films) are preferred over
flat calm. By contrast, our study does not explicitly model suspense which, arguably,
would negatively affect agents’ utility by increasing the stress related to the uncertainty
of actual weather conditions.

In its simplest form, the weather is assumed to be a binary variable, either Rainy or
Sunny. Based on historical weather trends and, in case of availability, forecasts at the
time of booking, customers form a belief. Beliefs get updated following a Bayesian up-
dating mechanism, with forecasts becoming more and more reliable the closer the date to
be forecasted. If the expected weather is not realized, the resulting surprise could impact
utility. One caveat is in order: in this framework, it is not the weather per se to affect
the utility, as agents decide to buy a service to be consumed in a specific period of the
year and hence know the ex-ante probability of having sunny or rainy weather. In other
words, when booking for specific dates, agents have already internalized the expected
utility deriving from the two possible states of the world (sunny or rainy), respectively
weighted by their probability, based on historical data (and common sense).

Given the theoretical context and the available data, four specific points in time are
relevant for the purpose of our study:
i. the time of purchase (which corresponds to the early booking of the service);
ii. the time of consumption (which corresponds to the delivery of the purchased service);
iii. any other intermediate point (when the agent acquires the latest available information
before the consumption);
iv. the review time (when the online rating is provided).

If consumption happens at time t, the review is written at time t+k (with k¿0). Going
backward, purchasing happens at time t-j (with j¿0). In between t and t-j (t-x, with x¡j),
the agent receives updates about the weather forecast of time t. As the consumption
event approaches, signals become increasingly more reliable. On the consumption’s eve
(t-x), the agent acquires a trustworthy signal that serves as the basis for expectation. To
ensure an easier comprehension, this timeline is graphically represented in Figure 1.

Beliefs are updated in a finite time window, ranging between the purchasing and the
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t− j

Time of purchase

t− x

Information acquisition

t

Consumption time

t+ k

Review time

Figure 1: The consumption timeline

intermediate point. Theoretically, updating beliefs could occur regularly and constantly
within the time frame (even very close to t). For sake of simplicity, we postulate that the
final update, which is relevant for building expectations, occurs on the eve of departure
through a check of the weather forecast.1

As regards the weather signal, let us denote with Ω the finite space of states ω.
ω ∈ Ω = S,R, where S denotes a sunny day and R represents a rainy day. At the time of
purchasing the service, the agent forms a belief µ, with µω being the probability of the
state ω. µ0 is the prior, i.e., the ex-ante likelihood of ω to occur before considering any
new (posterior) information. We expect that for values of j big enough (early bookings),
the agent does not avail of reliable forecasts so that the expectations are made on past
trends (for example, the historical weather trend for the same period of the year and
common sense). The agent receives a signal w (weather forecast), which affects the prior
µ0 and generates a stochastic path of Markov-martingale beliefs, i.e., a sequence where
each µt+1 depends onµt. θ is the accuracy of each w, which increases as we approach
the consumption date. Agents update their belief about the weather and hence signals
(W =

∑x
i=j wi) affect expectations about the activities that can be performed 2.

Given the binary state of signals (S, R), at the time of consumption, depending on
the realized ω, and the signal w, we have the four scenarios represented in Table 1.

Realised (ω)
S R

Forecasted (w)
S No surprise Surprise
R Surprise No Surprise

Table 1: The surprise matrix

The surprise can assume two values: 0 if w is correct (or, alternatively, w = ω); 1 if

1It is common for individuals to consult the weather forecast prior to embarking on a trip, as it
enables them to be better equipped for any weather contingencies that may arise, such as rain or extreme
temperatures. In a straightforward manner, this information is utilized to make informed decisions on
what attire and personal belongings to pack for the trip.

2For simplicity, we hold the expected quality of the accommodation service constant. Agents choose
the service provider based on a set of characteristics and reviews from previous guests. However, one
might expect that online reviews (which are other types of signals) posted between purchase and con-
sumption could also generate a path of evolving expectations about the hotel quality and hence affect
future enjoyment. In line with existing literature, we expect that for verified platforms, such as Book-
ing.com, ratings tend to be quite stable over time (Figini et al., 2020). Moreover, consumers tend to read
reviews and gather information only before booking accommodation, to ensure they make an informed
decision
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w is incorrect (or, alternatively, w ̸= ω). ceteris paribus, we expect that surprises (=1)
will affect agents’ experienced utility. Moreover, according to the good-news bad-news
theory (Eil and Rao, 2011), the effects S→R and R→S may not be symmetrical. These
effects’ magnitude could be different for positive (good news) and negative (bad news)
information.

Before discussing the empirical setting, one crucial point should be mentioned. The
concept of utility used in the current work is not Decision Utility, used in standard
economic literature to explain agents’ choice, but is meant in the sense of Experienced
Utility (Kahneman and Thaler, 1991). As discussed by these authors, Experienced Utility
is measurable and has a neutral point on the boundary between desirable and undesir-
able. This is indeed more fitting in our study, which recalls utility as the evaluation of
an episode. More specifically, among the different types of experienced utility, we link to
the specific concept of remembered utility, which consists of a “measure of hedonic and
affective experience, inferred from a subject’s retrospective reports of the total pleasure
or displeasure associated with past outcomes” (Kahneman and Thaler, 2006).

Finally, coherently with the theoretical framework proposed by Ely et al. (2015), the
weather is not considered instrumental information in determining the decision to pur-
chase accommodation services. Instead, weather (better said, sudden weather changes)
is perceived as non-instrumental information that can potentially influence the perceived
and reported utility of the service. In other words, weather surprises may affect the enjoy-
ment of the stay, but it does not directly impact the decision to book the accommodation,
which was made prior to the arrival.

4 Data and Methods

4.1 Data

We investigate how people react to surprises (sudden changes in weather conditions)
in the context of accommodation stays, a typical experience good. Specifically, we use
individual ratings as a proxy for experienced utility. Ratings and other characteristics
of the stay are retrieved from Booking.com, a popular hotel reservation platform, while
weather forecasts are collected from different online websites, including private providers
(such as AccuWeather) and local public providers (Arpa Lombardia and Arpa Veneto,
the regional environmental protection agencies that, according to the Italian law, are
required to produce and publish weather forecasts at least up to 72 hours). We study
two Italian cities, Venice and Milan, covering the period between September 2019 and
February 2020. Italy is one of the top destinations in the world, offering a wide range of
diverse activities, and the choice of these two cities allows us to explore contexts mainly
characterized by culture and leisure (Venice) and business (Milan).

Concerning the temporal frame, the study period allows for a fair comparison of ex-
perienced utilities since all scores have been generated under the same review system. In
fact, Booking.com changed its rating algorithm starting in September 2019. In the new
system, reviewers are asked to provide a numerical rating (from 1 to 10) of the overall

10



experience. Unlike the previous system, which requested reviewers to only evaluate six
specific hotel items through smileys (while the overall score was generated as a simple
average), the current individual score is explicitly rated by the customer and could better
reflect the influence of exogenous factors that are beyond the control of the hotel (for
more details on the differences between the old and the new systems, we refer to Leoni
and Boto-Garćıa (2023)). Moreover, we stopped the data collection in February 2020
to avoid any confounding effects generated by the COVID-19 pandemic and subsequent
lockdown measures.

4.1.1 Data collection and descriptive statistics

Accommodation The accommodation data were collected through an ad-hoc build
web crawler that mimicked online users’ surfing and recorded reviews (and prices) for
any room offered on the platform by the population of 3- to 5-star hotels in the two
cities. Over the six months, 341,039 observations were collected and included in the
dataset, each consisting of an individual evaluation of an accommodation service of a
specific provider and for a specific travel date.

For each observation, we avail of data about: (i) the hotel and its characteristics; (ii)
the date of the review; (iii) the month of the stay; (iv) the consumers’ profile: name,
country of origin, travel party and length of stay at the hotel; (v) the pre-existing score,
namely the average score assigned by previous costumers up to the week before the stay;
(v) the price. This last variable represents a precious piece of information, considering
that empirical studies investigating online customer ratings tend to overlook the price,
hence not taking into account value-for-money judgments and the role of price in build-
ing consumers’ expectations. In this regard, it is important to highlight that we do not
have information on the exact price associated with each stay, which also depends on the
booking time, i.e., how in advance the booking was completed. Therefore, for each date,
we built a daily price computed as the simple weekly average of the different prices posted
by the hotel for any room type for bookings with different advances3. This procedure
helps average out differences stemming from different booking windows and room types.

Table 2 includes the descriptive statistics of the relevant variables. The individual
score, the dependent variable in our study, proxies the experienced utility with the stay
and is a variable ranging between 1 and 10. The mean score is 8.43, and the variable
is characterized by highly left skewness, with around 26% of observations scoring 10/10.
67% of reviews are for providers in Venice (125 structures), while the remaining 33% is for
Milan (47 structures). This imbalance in the geographic distribution of observations is
attributable to the higher number of stays in Venice compared to Milan (ISTAT, 2020)4.
Moreover, the type of consumers staying overnight in the two cities is quite different. As
a matter of fact, Venice hosts a high share of leisure visitors, while Milan is mainly known

3We avail of the trajectory of prices set for a specific room, in different points in time from date -15
days up to the actual date of traveling.

4Official Statistics on Tourism Flow, Istat. Website: https://www.istat.it/it/files//2020/12/C19.pdf.
Accessed on December, 13th 2022.
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Label Description Mean/Percentage St. Dev. Min Max

Score Individual score (outcome variable) 8.430 1.643 1 10
LengthOfStay Length of the stay (in days) 1.817 0.771 1 3
Couple =1 if travel party=couple 0.456
Family =1 if travel party=family 0.260
Group =1 if travel party=group 0.087
SoloTraveler =1 if travel party=solo traveler 0.125
Domestic =1if Italian 0.260
Anonymous =1 if anonymous reviewer 0.135
LnPrice average price (in ln) 5.361 0.641 2.944 8.422
PriorRatings Average of pre-existing score 8.482 0.624 4.450 10

Table 2: Summary Statistics of Booking.com variables.

for business travelers.

On average, each provider received approximately 3240 reviews in the period under
investigation, with a high degree of heterogeneity across providers (min=20; max= 8262;
St. dev. = 1926.43). 26% of reviewers are Italians; 45% traveled as a couple, 26% as a
family, 12% are solo travelers, and groups represent the remaining 13%. 14% of scores
are from anonymous customers. However, as per the platform policy, only real guests
can rate the service, which ensures high reliability in this metric. The average number of
nights spent by consumers in the accommodation structure is 1.85. The average price per
night is €204, displaying a high heterogeneity across dates and providers (min= €50.40;
max= €4491.76).

Weather Data on weather conditions were collected from AccuWeather website, owned
by an American media company providing commercial weather forecasting services world-
wide. For a robustness check, we have also complemented data with the official data on
weather conditions recorded by the Regional Environmental Protection Agency of the
two involved regions (Arpa Veneto for Venice and Arpa Lombardia for Milan).

As reported in Table 3, there was unexpected rainy weather (i.e., the forecast an-
nounced sunny weather while it actually rained) in around 6% of the days under investi-
gation. If we also consider the cases in which the forecast announced cloudy weather, but
it actually rained (UnexpectedRainExtended), the percentage increased to 16%. Anal-
ogously, 0.3% of days unexpected sunny weather (i.e., the forecast announced rainy
weather while it was actually sunny) was experienced, increasing to 3.1% if we also
consider forecasted cloudy weather, which turned out to be sunny6. This set of dummy
variables has been created starting from a discrete variable generated using data from
AccuWeather. This variable describes the daily weather according to the phrase and icon
that the provider presents on its website and app. It has been consequently categorized
into three levels: sunny, cloudy, and rainy. The use of weather icons, as opposed to more

5Data have been restricted only to short stays (1-3 days). The reasons behind this choice are discussed
later in this Section.

6As shown in Appendix A, Table A2, we found no cases of unexpected sunny weather for Venice.
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Label Description (%)
UnexpectedRain Forecast: sunny → rainy 0.063
UnexpectedRainExtended Forecast: sunny or cloudy → rainy 0.164
UnexpectedSun Forecast: rainy → sunny 0.003
UnexpectedSunExtended Forecast: rainy or cloudy → sunny 0.031
Sun Sunny weather 0.353
Rain Rainy weather 0.266
Cloudy Cloudy weather 0.381

Table 3: Summary Statistics weather data

detailed information about humidity, air pressure, solar radiation, etc., makes weather
forecasts easier to be interpreted by final users and hence further reduces the cost of
information.

For robustness checks, we have also created the dummy sunniericon which captures
a situation where the estimated weather has turned out to be sunnier than the forecasted
one. We also have generated two other continuous variables representing the difference
between the actual and forecasted hours of sun and the difference between the actual
and forecasted rain probability. For space reasons, we leave the descriptive statistics and
further description of these variables in Appendix A, which also contains a breakdown of
weather variables per city (Table A1-A2).

4.2 Sample construction

We built a panel dataset combining Booking.com and weather conditions data and pro-
ceeded with micro econometric analysis to test the effect of surprises on the score of each
individual review i left at time t+k by a consumer who stayed at time t in the accom-
modation h. Booking.com includes the exact date of the review but only the month and
the year of the rated stay. Building upon existing literature on the evaluation of accom-
modations services (Brandes and Dover, 2022), we assume that the reviews are written,
on average, two days after the stay (hence, k=2) (e.g., if the review date is October 10th,
we assume that the customer ended his/her stay on October 8th). Hence, we match any
review with the weather of the stay (i.e., October 8th), and with the weather forecast
of four days before the stay (i.e., October 4th) (hence, x=4)7. To reduce the potential
error in the assignment of a specific stay date, we have limited our analysis only to short
stays (length of stays which are less than or equal to 3 days) and only to those reviews
where the month of the review and those of the stay coincides.8 By limiting the sample
to short stays, and based on the evidence that the review is written two days after the
stay, we assume that the weather forecast taken into consideration is 2 days before the

7Most of the hospitality services are bought with more than 4 days of advance. However, we under-
stand that for j ≤ 4, the model would consider only three points in time.

8We acknowledge that for reviews written in the first two days of the month, the reported stay month
may differ from the month of the review. For example, if a guest checks out from a hotel on October
31st, the review will likely be written in November. We have taken great care to handle such cases
appropriately in our analysis.
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stay for those staying 2 nights, while it is of 3 (1) days before the stay for those staying
1 (3) nights. On these premises, the specific choice of the last weather check (x=4) con-
siders two main aspects: (i) the reliability of weather forecasts (95% accuracy about 72
hours before t9); (ii) given the restricted sample (we only consider short stays), weather
checks are made, on average, two days before departure. We match each stay date t with
the corresponding weather conditions of the city where the accommodation is located
(Venice or Milan). The panel dataset is unbalanced because a specific provider might
have received no review or more than one single review in a specific t.

4.3 Empirical Strategy

To explore the effect of surprises on experienced utility, we estimate the following utility
model:

Uijht = β′Xi + µ′Zht + τSurprisejt + αh + αm + ϵijht (1)

Where Uijht is the (experienced) utility of the individual consumer i who consumed the
accommodation service of the provider h, located in city j, at time t. The utility is proxied
by the individual review score. Xi is a vector of consumer characteristics (nationality,
anonymity, length of stay, and travel party). Zht is a vector of time-varying provider
characteristics (price (in logarithm) and the stock of previous reviews). τ is the main
parameter to be estimated, capturing the effect of the surprise on the outcome. αh are
provider-fixed effects, which address issues of time-unvarying unobserved heterogeneity
across different providers. αm are monthly fixed effects, controlling for seasonal variations
and hence for prior beliefs, and ϵihjt is the stochastic error term.

Based on the hedonic adaptation theory, we expect that the effect weakens for longer
stays (the effect gets diluted/spread over time). Therefore, we provide an alternative spec-
ification including interaction terms between Surprise and the stay duration (expressed
in days). More formally:

Uijht = β′Xi + µ′Zht + τSurprisejt + ϕSurprisejt × LenghtOfStayi + αh +αm + ϵijht(2)

We remind (see Subsection 4.1) that only short stays (≤3 days) are considered. The
models in 1 and 2 are estimated via Ordinary Least Squares with a robust variance
estimator 10.

5 Results

5.1 Main Findings

Table 4 shows the results of Model 1 on the pooled dataset. The main finding is that
the surprise, measured as the mismatch between expected and realized weather, system-
atically affects the customers’ experienced utility, proxied by their rating score. More

9Reliability of weather forecast, from the Aeronautica Militare webpage:
https://www.meteoam.it/it/attendibilita-previsioni. Accessed on January, 27th 2023.

10In the main estimations, we use Huber-White heteroskedasticity-robust standard errors.
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specifically, unexpectedrain is associated with a significant decrease in the overall util-
ity (-0.142***, Column 1) when the rain comes as a surprise during the stay, ceteris
paribus. The magnitude of such an effect is weaker when the mismatch between expected
and realized weather is less dramatic. In fact, when also considering cases of forecasted
cloudy (unexpectedrainextended), the surprise’s impact is almost halved (-0.066***,
Column 2). Although the drop’s magnitude might appear negligible, we recall that the
dependent variable ranges on a 1 to 10 scale, with a relatively low variation around
the mean (st.dev. =1.643). Surprises with the opposite sign (sunshine when forecasts
announced rainy weather) translate into higher experienced utility. As shown in Col-
umn 3, unexpectedsun is associated with higher scores (0.298***). Like the case of
rain, also for the sun, a weaker surprise, which also includes cases of forecasted cloudy
(unexpectedsunextended), produces a sensibly lower (yet still positive) effect (0.128***,
Column 4). These results also confirm the asymmetry in the reactions to different types of
surprise, in line with studies on asymmetric responses to financial information. However,
we have no supporting evidence of any negativity bias (Schwager and Rothermund, 2013).
Extant literature, theoretically grounded in the good news/bad news theory, consistently
finds that negative information has a much greater impact on individuals’ attitudes than
positive information does (Eil and Rao, 2011; Nguyen and Claus, 2013; Soroka, 2006).
By contrast, our estimates suggest that the increase in reported utility when having un-
expected good weather is higher than the drop caused by unexpected unfavorable weather.

In Table 4 we also explore the heterogeneity in the surprise effect for the two cities, as
modeled by introducing interactions between the surprise variables and the city dummy.
There is no significant difference in the effect of unexpectedrain for the two cities,
as the coefficient of the interaction variable is statistically insignificant. By contrast,
the effect of unexpectedrainextended varies sensibly across the two subsets: while for
Venice, rain negatively affects ratings (-0.149***, Column 6), even when cloudy weather
was expected, the effect for Milan is actually positive. By contrast, the effect of an
unexpectedsunextended is positive for both cities, but the magnitude is much lower for
Venice (-0.196***, Column 7)11.

The key novel point of our work relates to the analysis of the surprise effect rather
than the effect of the weather per se, which was largely analysed in related literature
(Brandes and Dover, 2022; Lee et al., 2014; Radic and Lück, 2018; Štumpf et al., 2021).
Interestingly, by running a specification where only the actual weather (not the mismatch
with prior expectations) is considered (Table 5, Column 1), we notice that the coefficients
of sunny and rainy are both negative and significant (respectively -0.052 and -0.054, Col-
umn 1, reference category: cloudy). Arguably, the “strange” coefficient for sunny might
signal an omitted variable bias stemming, in line with the theoretical framework herein
reported, from the inclusion of the weather status alone, not considering the agents’ ex-
pectations about the weather (the available forecasts).

In Table 5, we test a slightly different specification of Model 1 to further explore

11As previously mentioned in Section 4.3, an interaction term for Venice and the variable
unexpectedsun was not included in the model as we did not have any instances of this scenario within
the specified study period.
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this matter. Conditional of being rainy, we look in Column 2 at the effect of a stronger
(sunny to rainy) and a weaker surprise (cloudy to rainy), with no surprise (rainy
to rainy) as a reference category12. Similarly, conditional on being sunny, Column 3
studies the effect of a strong (rainy to sunny) and weak (cloudy to sunny) surprise.
Results show that, compared to a rainy day with no surprise (i.e., the rain was correctly
forecasted), there is a significant and negative effect on the rating score of the unex-
pected rain when the forecast was of a sunny day (-0.129***, Column 2). Interestingly,
the effect is much weaker (statistically nil) when the unexpected rainy weather follows
a forecast of cloudy weather only (cloudy to rainy, Column 2). In the same fashion,
there is a strong increase in the reported rating scores when agents experience sunny
weather during their stay after a wrong forecast of rain (0.522***, Column 3). Again,
such an effect is weaker when the forecast is of cloudy weather only (0.192***, Column 3).

In Column 4, we then look at the effect of different types of surprises. While we
consider the reference category as “no surprise” (when the forecast equals the realized
weather), in line with the specific literature finding that tourists prefer good weather con-
ditions (Jeuring and Peters, 2013), we define a positive surprise the case when the
weather is sunny after a forecast of rain or cloudy weather, while a negative surprise

in the opposite case.13 Moreover, we control for the actual weather, considering cloudy
as the reference category. This further check confirms the importance of expectations.
In fact, while the effect of the actual weather is ambiguous (the coefficient of rainy is
not significant, and the coefficient of sunny is negative), this specification highlights once
more that what drives the utility (measured by the score) is the surprisingness of an
event: ceteris paribus, compared to a no surprise scenario, unexpected sun leads to a
higher level of reported utility (0.165***, Column 4) while unexpected rain lowers utility
(-0.091***, Column 4). Again, the effect is asymmetric, with the positive surprise effect
being approximately 80% higher than the impact of the negative surprise.

A potential source of heterogeneity is the consumption span: it is likely that the
length of the episode dilutes any surprise effect. Consistently, we expect that the sur-
prise effect diminishes with the length of stay. In Table 5, Columns 5 and 6, we esti-
mate Model 2 by interacting the surprise variables with the number of days spent in
the city (unexpectedrain#lenghtofstay; unexpectedsun#lenghtofstay). Evidence
supports the theoretical construct: the effect of surprise keeps being significant and with
the expected sign, coherently with the above discussion (-0.371*** for unexpectedrain,
Column 5; 0.511*** for unexpectedsun, Column 6), the effect weakens for longer stays
(0.125***, Column 5; -0.132**, Column 6). Hence, in line with the hedonic adaptation
theory (Frederick and Loewenstein, 1999), staying longer means having more time to
adapt to the circumstances and the surprise gets more diluted, spreading over a longer
period.

12The number of observations used in the estimation of the model in Columns 2 and 3 is less than that
of Column 1 because the observations were limited to rainy days (Column 2) or sunny days (Column 3)
only.

13We define these surprises as “positive” and “negative” because we assume that, for leisure purposes,
sunny weather is preferred to rain. However, it is mostly a matter of labeling, and this definition could
vary according to the type of activities to be carried out when on holiday.
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(1) (2) (3) (4) (5) (6)

Unexpectedrain -0.371***
[-11.80]

Unexpectedsun 0.511***
[5.18]

Sunny -0.0519*** -0.0716***
[-8.28] [-11.02]

Rainy -0.0544*** 0.00901
[-7.27] [0.80]

Sunnytorainy -0.129***
[-7.07]

Cloudytorainy 0.0102
[0.72]

Rainytosunny 0.522***
[11.18]

Cloudytosunny 0.192***
[11.33]

Unexpectedrain#LenghtOfStay 0.125***
[8.49]

Unexpectedsun#LenghtOfStay -0.132**
[-2.36]

Positive Surprise 0.165***
[10.90]

Negative Surprise -0.0908***
[-7.45]

Constant 27.50*** 24.06*** 28.28*** 27.35*** 27.23*** 27.29***
[43.38] [19.71] [26.47] [43.15] [42.85] [43.04]

N 323026 79957 119312 323026 320685 320685
Consumer Characteristics YES YES YES YES YES YES
Provider FE YES YES YES YES YES YES
Month FE YES YES YES YES YES YES
adj. R2 0.146 0.173 0.159 0.147 0.147 0.146

Table 5: . Extensions on the surprise effect model in 2
.
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5.2 Further results

Although the main goal of the work is to isolate the effect of surprise from other con-
founding elements that could also affect the rating score, this sub-section offers a quick
overview of the estimated coefficients of the other covariates. Estimated coefficients in
Tables 4 and 5, despite some marginal differences in their magnitude across specifications
(pooled and with interaction models), remain consistent. As expected, price (lnprice)
negatively impacts scores. Higher prices entail higher expectations about the overall
quality, resulting, ceteris paribus, in lower scores. Interestingly, anonymous reviews are
associated with lower scores, a result that aligns with deindividuation theories. As Deng
et al. (2021) explain, anonymity enables reviewers to give worse ratings because of a
lower self-awareness and social presence14. Domestic (i.e., Italian guests) tend to provide
lower scores compared to foreigners, perhaps due to a better familiarity with the reference
quality that can be expected from the service (Cordell, 1997). Moreover, couples and
families are associated with higher scores compared to people traveling in groups.

Finally, longer stays (LenghtOfStay) are associated with lower scores: it is reasonable
to think that spending more time in the accommodation, people might be more analytical
about the services evaluations (Kim and Han, 2022; Boto-Garćıa and Leoni, 2023) and
that longer stays decrease the comfort sensation with hotel facilities. Another interesting
result concerns the effect of priorratings. As discussed in the theoretical framework,
the nature of the analysed product as an experience good (i.e., a good whose quality can
be ascertained only upon consumption) makes other agents’ opinions an important source
of information when choosing a service provider. Our results suggest that with everything
else being equal, a higher average rating translates into lower individual scores, perhaps
due to the internalization of higher expectations about the quality. We highlight that the
quality of the service is not fully contained in price since both variables appear to have
a strong significant effect in all different model specifications.

5.3 Robustness checks

We performed a battery of robustness checks to test the sensitivity of our findings. First,
we re-estimated Model 1 with bootstrapped standard errors to consider the variance of
our estimators. The significance of the coefficients remains unaltered (Appendix A, Table
A4). Second, we estimated the model with a two-way fixed effects specification, including
both provider and country of residence fixed effects. This choice was made to consider
individual-specific effects for people coming from the same country, which could be cor-
related with experienced utility. Again, the results are similar to the ones of the main
model (Appendix A, Table A5). Third, we have included alternative variables to iden-
tify the surprise effect, namely the difference between the forecasted and actual hours
of sunshine, the mismatch between predicted and actual rain probability, and a dummy
variable taking value 1 when the weather is sunnier than expected (Appendix A, Table
A6). Finally, we have repeated the tests run in Table 5 on the effect of actual rain and

14A further check included the gender (obviously excluding anonymous agents) and we found that,
ceteris paribus, women tend to report lower scores than men. Results are available upon request to the
authors.
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sun on scores using Arpa data as an alternative public source of information. Again,
results are in line with Table 5 and are available upon request to the authors.

The period under investigation includes an extreme High-Water event that took place
in Venice on November 12th, 2019. To avoid inconsistent estimates, we performed a sep-
arate analysis for Venice, excluding the week of the event (Appendix A, Table A7) and
another model which includes a control for the event (Appendix A, Table A8). Results
are robust also to these alternative specifications.

Lastly, given the potential difference between week vs weekend visitors (mostly con-
cerning the business or leisure nature of the visit), Table A9 in the Appendix runs the
model both on the full sample (Column 1) and on the restricted weekend subset (Column
2). Results are in line with the main results except for the impact of the negative surprise,
which is not significantly different from a correctly forecasted rain. In general, we can
conclude that our findings are robust to the inclusion of alternative measures, variables,
and model specifications.

6 Concluding remarks

The utility experienced by subjects after a consumption act depends not only on the in-
trinsic quality of the service but also on adherence to prior expectations. This is especially
relevant for experience goods, whose quality can be ascertained only upon consumption,
and that might also be affected by other contextual factors ((Brandes and Dover, 2022)).
We argue that the hospitality industry is a relevant case to test the existence of a ”sur-
prise effect”, which was theoretically proposed by Ely et al. (2015) for entertainment and
sports activities. We adapt and modify their approach in two respects: one, given the
nature of travel as good of exogenous quality (Candela and Cellini, 1997), we assume that
the surprise effect can also stem from elements not under the control of the supplier, such
as unexpected weather conditions; two, given that visitors generally have strong prefer-
ences for sunny weather conditions, we assume that the surprise effect can be perceived
either as positive or negative according to the sign of the difference between forecasted
and realized weather.

We test the model using the individual ratings posted on Booking.com by customers
who stayed in accommodation services in Milan and Venice (two important destinations
differing in their customer mix) between September 2019 and February 2020. The main
findings support the theoretical model. Specifically: (i) The reported utility is affected by
external aspects, namely weather conditions; (ii) Differently from existing literature, and
coherently with Ely et al. (2015), we find that the driver is not the situational factor per
se, but the surprise: the difference between expectations (which are captured by public
weather forecasts available in the last days before the stay) and the realized weather;
(iii) ceteris paribus, a positive surprise (the realized weather is sunnier than expected) is
associated to higher experienced utility, while a negative surprise (the realized weather is
rainier than expected) is associated to lower experienced utility; (iv) In contrast to good-
news bad-news theory, we find no evidence of negativity bias, with positive surprises
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exerting stronger effects than negative ones; (iv) The effect is moderated by the length
of stay (the longer the consumption span, the weaker the surprise effect), and is slightly
different between Milan and Venice, with attitudes towards cloudy weather varying in
the two cities.

To the best of the authors’ knowledge, ours is a novel contribution to both the eco-
nomics literature on the effect of surprises and the one on the online reported utility. Our
research builds on the ground-breaking work of Ely et al. (2015), which opened a new path
for exploring suspense and surprise dynamics, and we offer an empirical application in a
different context. Moreover, as per the literature on the effect of weather on recreational
activities, our work investigates another facet of the relationship between weather-related
information and agents’ behaviour. In fact, while the existing works mostly focus on the
instrumental value of weather information, and hence its role in predicting behaviours
or influencing market dynamics, we explicitly include expectations and look at the non-
instrumental power of weather dynamics to drive agents’ utility.

As for more practical takeaways, indeed, service providers do not have the power to
command the weather, but certainly, more care is needed from their side to investigate
how external effects can affect the utility and how to provide customers with alterna-
tive ways of “enjoying” the stay, even last minute, if the weather turns out to be not
as expected. Moreover, considering the climate crisis, the change in weather conditions,
their predictability, and the increase in the frequency and intensity of extreme events will
impact business operations and hence the customers’ evaluation. Finally, we stress the
relevance of weather forecast providers in the travel industry, with non-neutral implica-
tions on consumers’ enjoyment and, in turn, future behaviours. While, on the one hand,
providers are hardly working to have more precise, reliable, and easily available weather
forecasts, on the other hand, it is well known that they apply a rain bias (Silver, 2012),
given the asymmetric effect that a wrong forecast has on customers. Interestingly, such
rain bias has two opposite effects on hotels: one, it might discourage people from booking
a stay, given that they expect worse-than-optimal weather conditions, with an impact on
revenues and prices (Figini et al., 2022); two, the rain bias might trigger better rating
scores, given the positive surprise effect found in this work.

We believe there is room for further research in this line of investigation. We indicate
three main avenues: (i) the extension of our methodology to different areas, characterised
by different external events or different tastes for weather events; (ii) the analysis of longer
episodes, potentially characterised by multiple surprises. This would allow exploring the
extent to which the timing of the surprise (e.g., at the start or at the end of an episode)
plays a role (Kahneman and Thaler, 2006) in shaping utility. (iii) This analysis should
also expand to other contexts where experienced utility might be affected by exogenous
surprises (e.g., sports events), hence adding further empirical support to Ely et al. (2015).
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And suddenly, the rain! How surprises surprises
shape experienced utility

Appendix A

1



Label Mean/Percentage St. Dev Min Max
Unexpected rainy .055 .229 0 1
Unexpected rainy extended .157 .366 0 1
Unexpected sunny .008 .089 0 1
Unexpected sunny extended .031 .175 0 1
Hours of sun 5.086 2.810 .800 11.400
Hours of rain 1.920 3.630 0 16
Sunny .379 .487 0 1
Rainy .271 .446 0 1
Cloudy .349 .478 0 1

Table A1. Summary Statistics weather data - Milan subset

Mean/ Percentage St. Dev. Min Max
Unexpected rainy .069 .255
Unexpected rainy extended .170 .377
Unexpected sunny 0 0
Unexpected sunny extended .031 .175
Hours of sun 5.167 2.800 .800 10.900
Hours of rain 1.432 2.904 0 20
Sunny .331 .472
Rainy .263 .441
Cloudy .406 .493

Table A2. Summary Statistics weather data - Venice subset

Mean/ Percentage St. Dev. Min Max
Sunnier icon .154 .362 0 1
Diff. hours of sun .228 2.020 -7.100 7.100
Diff. rain probability -.113 19.486 -81 57

Table A3. Summary Statistics of additional weather variables
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Table A4. Regression estimates with bootstrapped standard error.
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Table A5. Regression estimates with double fixed effects(provider fixed effects and coun-
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(1) (2) (3)

LengthOfStay
-0.0203*** -0.0224*** -0.0223***
[-5.31] [-6.15] [-6.12]

Domestic
-0.0179*** -0.0442*** -0.0440***
[-2.63] [-6.76] [-6.73]

Couple
0.0325*** 0.0214*** 0.0226***
[3.79] [2.62] [2.77]

Family
0.0472*** 0.0594*** 0.0605***
[5.07] [6.71] [6.83]

Single
0.00287 0.0158 0.0169
[0.26] [1.51] [1.61]

Anonymous
-0.190*** -0.202*** -0.202***
[-23.59] [-25.89] [-25.87]

Lnprice
-0.261*** -0.272*** -0.274***
[-15.12] [-16.97] [-17.12]

Prior Ratings
-2.127*** -2.056*** -2.056***
[-27.27] [-27.82] [-27.88]

Sunnier Icon
0.0337***
[4.54]

Diff Hoursofsun
0.0237*
[1.83]

Diff Precipitation
-0.00975***

[-6.83]

Constant
27.88*** 27.34*** 27.36***
[41.95] [43.41] [43.51]

N 299752 328577 328577
R2 0.144 0.146 0.146
adj. R2 0.144 0.146 0.146
t statistics in brackets * p <0.10, ** p <0.05, *** p <0.01

Table A6. Regression estimates with alternative weather variables.
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(1) (2) (3) (4) (5)

Unexpectedrain
-0.174***
[-10.45]

Unexpectedrain ext
-0.133***
[-12.89]

Unexpectedsun ext
0.0934***
[5.25]

Sunny
-0.0396*** -0.0576***
[-5.24] [-7.32]

Rainy
-0.107*** 0.0144
[-10.90] [0.84]

Surprise (+)
0.118***
[6.35]

Surprise (-)
-0.158***
[-8.51]

Constant
25.07*** 25.30*** 25.10*** 25.02*** 24.90***
[35.65] [35.97] [35.72] [35.68] [35.52]

N 206451 206451 206451 207727 207727
CONSUMER FIXED EFFECTS YES YES YES YES YES
MONTHLY FIXED EFECTS YES YES YES YES YES
R2 0.159 0.159 0.159 0.160 0.161
adj. R2 0.159 0.159 0.158 0.160 0.160
t statistics in brackets * p <0.10, ** p <0.05, *** p <0.01

Table A7. Estimates on Venice subset, excluding the week of High-Water episode (10th

November 2019)
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(1) (2) (3) (4) (5)

HW
-0.0261 -0.00757 -0.0149 0.0298 -0.00411
[-1.25] [-0.36] [-0.72] [1.40] [-0.19]

Unexpectedrain
-0.174***
[-10.45]

Unexpectedrain ext
-0.123***
[-12.29]

Unexpectedsun ext
0.0885***
[4.98]

Sunny
-0.0374*** -0.0535***
[-4.94] [-6.80]

Rainy
-0.107*** -0.0118
[-10.86] [-0.73]

Surprise (+)
0.111***
[5.98]

Surprise (-)
-0.123***
[-7.20]

Constant
24.91*** 25.12*** 24.94*** 24.88*** 24.78***
[35.23] [35.53] [35.31] [35.29] [35.15]

N 215669 215669 215669 216945 216945
TOURIST FIXED EFFECTS YES YES YES YES YES
MONTHLY FIXED EFFECTS YES YES YES YES YES
R2 0.158 0.158 0.158 0.159 0.159
adj. R2 0.157 0.158 0.157 0.158 0.159
t statistics in brackets * p <0.10, ** p <0.05, *** p <0.01

Table A8. Estimates on Venice subset, controlling for the week of High-Water episode
(10th November 2019)
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(1) (2)

LenghtOfStay
-0.0224***
[-6.11]

-0.0630***
[-10.38]

Domestic
-0.0364***
[-5.53]

-0.0686***
[-6.38]

Couple
0.0184**
[2.22]

-0.0900***
[-6.82]

Family
0.0471***
[5.27]

-0.0447***
[-3.08]

Single
0.00752
[0.71]

-0.135***
[-7.62]

Anonymous
-0.197***
[-24.95]

-0.200***
[-16.05]

Surprise (+)
0.165***
[10.90]

0.147***
[3.85]

Surprise (-)
-0.0908***
[-7.45]

-0.000335
[-0.02]

Sunny
-0.0716***
[-11.02]

-0.0495***
[-4.66]

Rainy
0.00901
[0.80]

0.00990
[0.57]

Constant
27.35***
[43.15]

30.08***
[26.18]

N 323026 127048
R2 0.147 0.159
adj. R2 0.147 0.158

Table A9. Estimates on the pooled sample (Column 1) and on weekends (Column2)
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