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Abstract  —  Large-signal modelling of electron devices
for nonlinear MMIC design is a fundamental topic for the
microwave community. Many different non-linear
modelling approaches have been proposed in the last years, 
and quite often circuit designers suffer from the lack of 
reliable comparison criteria to identify which model
(between those available) could be the most suitable for the
desired application. Moreover, similar strategies are needed
even from the research groups, whose activity is devoted to 
the model identification and extraction, in order to quantify
the degree of accuracy achievable by the modelling
approach adopted. In this paper an approach to verify
large-signal model accuracy will be discussed, which is 
simply based on the comparison between de-embedded
measurements and model predictions of Y-parameters
versus the bias voltages at the intrinsic device ports.

I. INTRODUCTION

The problem to quantify the degree of accuracy 
achievable by the electron device model adopted is a real
critical point [1], since many of the models, which are 
oriented to the design of large-signal circuits, are 
extracted only on the basis of DC I/V characteristics and 
small-signal differential parameters measured onto a grid
of different bias points. Most of research laboratories do 
not actually have the capabilities of carrying out the set
of large-signal measurements, which should be necessary 
in order to fully validate their models for each particular 
application. Large-signal measurement systems can be 
very expensive (e.g. active load-pull systems) and\or
characterized by limited range (e.g. LSNA set-ups are not
available above 50 GHz). In addition, simplified
procedures, which are based on the comparison between
empirical data and model predictions under small-signal
operation and can be carried out directly in the software
environment exploited for the model extraction (without
the need for external CAD tools - e.g. HB simulations),
definitely represent an important resource in order to
rapidly achieve successful preliminary verification
results.

Thus the question is, which small-signal tests are the
most suitable to investigate the accuracy achievable by a 
nonlinear dynamic model?

A first response could be to simply compare the model
predictions to the small-signal measurements over the
entire  frequency and bias sweeping range. Such a
“massive” approach could be misleading; in fact, by
considering for example a simple class-A power 
amplifier design, it is evidently not true that all the bias
conditions have the same impact on the accuracy of 
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 predictions, which are of interest for this
ation (e.g. PAE, power at a dB-specified 
ession point, etc.). Improvements can be certainly
ed by considering only, or weighting mostly, the
signal parameters that refer to bias conditions

the PA loadline. Similar considerations can be
in the framework of the design of a “cold-FET”
where the operation is limited to the linear region

FET, which is typically biased with VDS= 0 V. 
e the bias sub-grid has been suitably defined, on
 model predictions and measurements will be
red, the next problem to be dealt with is what kind
fication has to be used. A natural answer would be 
 verifying the accurate fitting between S-parameter
tions and measurements. In practice, the choice of 
ing parameters is only related to the fact that
rements with resistive terminations ensure the
tor stability, while the use of short/open loading
ions, which is associated with the direct 
rement of admittance or impedance matrix, could
lead to unstable behaviour. Under many bias

ions Y-parameters could not exist at the extrinsic
 ports, but they certainly exist for the intrinsic
 i.e. the device obtained after de-embedding from a 
e linear extrinsic parasitic network (see Fig. 1).

1.  Representation of a generic electron device in terms 
trinsic device and extrinsic parasitic elements.

act, an ideal Y measurement performed at the 
ic device implies to short (for the AC components)
put or output intrinsic ports by fixing the charge
the intrinsic device capacitances; since the
tance charge is a state variable it is clear that under
st conditions the device can not become unstable.
is paper an approach to verify large-signal model

cy will be discussed, which is simply based on the 
rison between de-embedded measurements and
predictions of small-signal Y parameters versus 
s voltages at the intrinsic device ports. Moreover,



it will be preliminary shown as a suitable metric, based
on bias- and frequency-dependent small-signal Y 
parameters, can be adopted to assess the accuracy of an 
electron device model under nonlinear operations.

II. THE SMALL-SIGNAL VALIDATION PROCEDURE.

As well-known, at the intrinsic device ports the device
can be described (at least until the non-quasi stationary
effects can be neglected) by a simple G(V)-C(V) parallel, 
where V represents the vector of the intrinsic voltages.
Under these hypotheses, a more convenient comparison
can be made by taking into account Y parameters. In fact,
by assuming, for instance, a non-linear polynomial i(v)
description for the device, it is well-known that third-
order intermodulation (IMD) products are related to
third-order derivatives of the currents with respect to the
voltages, i.e. the second-order derivatives of the Y-
parameters. The quality of the Y-parameters fitting
versus the bias conditions is then explicitly related to the
performances under large-signal operating condition, but 
it is important to notice that it would not be sufficient to
compare models simply on the basis of the best fitting of
Y-parameters, since it would be also fundamental to have
a good fitting of second-order derivatives in order to 
obtain optimum performances. In other words, it would
be useful to verify the accuracy shown by the model in 
reproducing concavities and convexities of the curves, 
which are obtained by plotting the Y-parameters versus
the bias.

It must be observed that the de-embedding of the
parasitic networks is always useful because linear
parasitic elements tend somehow to hide the non-linear
phenomena, which are strictly related to the intrinsic
device; therefore a good small-signal, bias-dependent
fitting at the extrinsic device ports does not necessary
imply good prediction accuracy under large signal
operating conditions. In fact, while a good fitting of the 
bias-dependent G(V)-C(V) intrinsic functions evidently
implies accurate predictions under non-linear operation, a
good fitting of the extrinsic parameters does not 
guarantee the same results. In the latter case, it is only
possible to state that the model shows a good extrinsic
small-signal parameter fitting, but this could be easily
obtained by exploiting, for instance, an arbitrary, large
number of linear elements in the modelling of the
parasitic network. Furthermore, when the analysis of the
extrinsic S-parameters manifests an inaccurate fitting 
with measurements, it is not immediate to understand
what kind of non-linearity the model fails to describe:
either the quasi-static non-linearity strictly related to the
bias-dependent G(V) intrinsic function, or the dynamic
non-linearity shown by the bias-dependent C(V) intrinsic
function.

A final consideration is that the strong source of device
non-linearity is the low-frequency I/V device
characteristic with the associated, important dispersive
phenomena due to traps and self-heating.

To show the great impact of the low-frequency
modelling, two different models for FET devices have 
been considered here: the “Backgating” model [2] and a
recently proposed look-up-table based “Empirical” model
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s, measurements of a Triquint 0.25µm GaAs 
T low-frequency trans- and output-conductance
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the trap cut-off - and compared with the Empirical
ckgating model predictions. Corresponding results
wn in Fig. 2. As can be seen, the Empirical model

e accurate and also capable to perfectly reproduce
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2. Intrinsic trans-conductance of a 0.25µm Triquint 
HEMT at different drain biases and Vg0= -0.55V (f = 2 
Measurements (solid line) versus predictions based on 
ting (squares) and Empirical (triangles) models. 

 low-frequency drain current models extracted 
een embedded in a non-quasi-static large-signal

 model for millimeter-wave applications, namely
onlinear Discrete Convolution (NDC) model
ted in [5]. A conventional bias-dependent S-
eter comparison at the extrinsic device ports does
int out any relevant difference between the two

s at microwave frequencies (40 GHz) as shown in
 where the second derivatives with respect to the
voltage of the S21 parameter real part computed
e different models are displayed. On the contrary,

mparison of the intrinsic Y parameters underlines
idently better prediction capability of the NDC
 with embedded the “Empirical” I/V model,
ally in the reproduction of the shape of the
red data as can be seen in Fig. 4 where the second
tives with respect to the drain voltage of the Y21 
eters real part are reported. The higher accuracy of 

DC/Empirical model with respect to the
ackgating one is confirmed also by

odulation measurements as will be shown in the
ections.

III. THE PROPOSED METRIC

 comparison between intrinsic Y parameters can 
e useful information, as shown in the previous
. Additionally, a suitable metric can be defined at
rinsic device ports [6] to estimate the achievable



accuracy of a given model under virtual high-frequency
nonlinear operation.

We assume here that the accuracy of the DC/low-
frequency characteristics of the model has been
previously verified, so that the model inaccuracies at
high-frequency are mainly due to the purely dynamic
nonlinear model response. 

The classical bias-dependent small-signal parameters
,BY V  are here conveniently expressed as follows:

, ,B B DCY V Y V g VB (1)
where gDC represents the static conductance while

,BY V is the purely-dynamic contribution to the

admittance (that is Y~ = 0 for =0).
By adopting a device description similar to [7], a 

useful metric can be defined on the basis of the dynamic
admittance (1). In particular, according to (1) we may
define an associated predicted purely-dynamic
admittance 0,P

BY V  and a measured purely-dynamic

admittance 0,M
BY V  of the intrinsic device. Thus, for

each bias condition, the deviation between predictions 
and measurements can be evaluated: 

0 0, ,P M
B BY V Y V Y V 0,B . (2)

Deviation (2) can be used to build a suitable metric for
the accuracy evaluation of a purely quasi-static or 
moderately nonquasi-static nonlinear model in a virtual
large-signal test [6]. In particular, suitable theoretical
analysis [6] proves that the following error term:

2
22

0
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1 2 Re ,
nN j
N

RMS A
n

TI Y v n V
N N

e  (3) 

represents the deviation between the predicted and 
measured RMS device current under large signal
operation for a strictly quasi-static or moderately
nonquasi-static device1 . On this basis, a final figure of
merit can be defined as:

2

2
RMS

M
RMS

I
I

, (4)

where the normalization term 2M
RMSI has been adopted as:

2
22

0
1

1 2 Re ,
nN jM M N

RMS A
n

TI Y v n V
N N

e . (5) 

The error term (4) can be easily extended to the two-
port device case considering the four xxY  terms
referring to the four Y-parameters. Two error terms 1

and 2 are obviously defined in this case, corresponding
to the input and output currents.

IV. EXAMPLE OF USE FOR THE PROPOSED METRIC

In order to validate the proposed metric, three different
nonlinear models were extracted for a Triquint 0.25µm
GaAs PHEMT . The first two models correspond to those

1 Theoretical, experimental results show that the accuracy is
still acceptable under the typical, mild non quasi-static regime
of microwave electron devices.
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easily b
ered in section I. In particular, we call “A” and 
the NDC/Backgating and the NDC/Empirical
s, respectively. Moreover, a conventional, purely
static equivalent circuit model (“C”) was also 
ered.
metric has been here preliminary validated under 
 operating conditions, with special attention paid

ice application in high-linearity Power Amplifier
. In this case, the N voltage samples  in
respond to the sinusoidal voltage excitations at the
ic device ports evaluated on the basis of ideal
 operation of the electron device

/v n T N

2. In particular:
vice was biased at Vgs0 = -0.6 V, Vds0 = 5.5 V;
idal voltages at the frequency of 40-GHz at the
ic device ports were considered here, with
ude equal to 0.6 V at the gate port (in order to
forward conduction of the gate diode) and to 4.5V 
der to avoid the knee region during the device
ion) at the drain port.
able I the evaluated two port error terms are shown 
 three modeling approaches considered. It should
ed as the two model A and B, that differ for the
equency description, present the same value for the 
r (the gate current is not affected by dispersion in
odels). Instead, the error 2 associated to the drain

t is lower for the B model clearly indicating in
ind of nonlinearities the compared models differ.
etric shows also that the model C has the lower
f accuracy. 
rder to validate the predictions provided by the
 about the performance of the models considered,
tual accuracy of the approaches A, B and C under 
ear high-frequency operation has been tested, by
ring simulations and measurements of the third-
intermodulation product to carrier ratio (I/C),
 out at 39.9 GHz (two tone displacement: 10 MHz; 
 operation: ID=60 mA, VDS=6.5 V). Simulation

easurement results are shown in Fig.5 versus the
 power. As shown, the predictions provided by the
ackgating model A are in good agreement with

rements, despite the very low level of the
odulation products required by the specific
ation.
e same figure, the simulation results obtained by

ing to NDC/Empirical model B, which allows for
hest level of accuracy, are also shown. Finally, the 
prediction capabilities obtained by making use of
uivalent circuit model C are reported. Similar
have been obtained under different load and 

 termination conditions, confirming the validity of
 metric presented.

V. CONCLUSION

his paper a methodology to verify the prediction
cy of a non-linear model under large-signal 
ing conditions has been proposed, which is based 

fferent classes of operation (e.g., AB or B) could also 
e considered.



on simple comparison of small-signal Y parameters at the
intrinsic device ports.

In particular, it has been preliminary outlined, by
exploiting a new metric formulation [6], as the evaluation
of the accuracy of Y parameters can be linked to the
grade of non-linear model accuracy and also to what kind
of non-linearity the model fails to describe.
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5.  Third-order intermodulation product to carrier ratio
output power (Single Carrier Level) for the 0.25µm
t GaAs PHEMT at 39.9 GHz [Bias: Id0 = 60 mA, Vd0 = 
Load L = (0.7 168°), Source S = (0.871 -177°)].
ements (circles) are compared to predictions based on A
e) B (solid line) and C (dashed line) models. 
TABLE I 
Evaluation of the three device modelling approaches considered by means of the new metric proposed. 

Fig. 3.  2nd-order derivative of the extrinsic real part of the
S21 parameter (40 GHz) for the Triquint GaAs PHEMT at 
different drain biases and Vg0= -0.55V. Measurements (solid
line) versus predictions of the NDC/Backgating (squares) and
NDC/Empirical (triangles) models.

Fig. 4.  2nd-order derivative of the intrinsic real part of the
Y21 parameter (40 GHz) for the Triquint GaAs PHEMT at 
different drain biases and Vg0= -0.55V. Measurements (solid
line) versus predictions of the NDC/Backgating (squares) and
NDC/Empirical (triangles) models.
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