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Abstract

Most of the literature on the link between firm’arficipation in international markets and
firms’ heterogeneity focuses on the choice of fimasexport. This paper addresses on an
aspect of firms internationalization so far litdgplored, the choice of the number of export
destinations that can be considered as an indichtine complexity of the export activity. As
the outcome variables are a count with an excegerofls, we operate in a hurdle regression
model for count data framework. Besides the vagsbisually adopted in literature describing
firms’ heterogeneity, in order to explore the liaknong the firms efficiency in generating
profits and the firms internationalization choices consider a set of profitability indexes.
Results we obtain enlighten that the set of theabées related to the decision of exporting
and that connected with the number internationaketa served is different. At first, it seems
that not only the larger the number of markets esdrthe more productive, large and willing
to invest is the firm (confirming the features foustudying the propensity to export), but also
that firms engaged in multiple markets seem to loerp financially stable, and willing to
support organizational and managerial innovations.

By comparing the estimates regarding the propemsigxport model and those of the model
describing the number of export destinations, sora@ differences arise. At first the Return
on Sales index become significant in the numbaetestinations model whereas this covariate
was not relevant in explaining the propensity t@pak it seems that the firms, the more
opened to the international markets, are charaery a better use of investment funds to
generate earnings growth. Secondly, in the courttemsignificance has been found for only
one type of innovation, the managerial one, inthcathat, although the innovation activity
seems to be pivotal for exporting, once the firnpaks, the change in the managerial and
organizational structure become important to al@the more competitive market.
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1. Introduction and brief review of the literature

Starting from the pioneering work of Bernard andsém (1995), the study of firm's
internationalization choices is inextricably linkexdthe study of the firm heterogeneity. In the
last fifteen years, in the attempt to understamdféictors that differentiate the internationally
involved firms from firms operating in the domestiarkets, the research has taken many
theoretical and empirical directions and a vastditure has highlighted the features of firms
that successfully compete in the international markn this framework, the relationships
between the characteristics of the firm, such asdymtivity, size, and research and
development (hereinafter R&D) activity, and itsfelient choices about internationalization
has been deepened. Exporters have been identisieldrger, with a significantly better
performance, offering higher wages, and having drigabor productivity with respect to
domestic firms. For a detailed review of the litara on this subject see Greenway and
Kneller (2007) and Wagner (2007).

The aim of the present study is to address an aspéicms’ internationalization that
so far has been little explored, the choice of nbhenber of export destinations. Following
Barba Navarettiet al. (2010) the number of export destinations can hasidered as an
indicator of the complexity of the export activit’t the best of our knowledge, up to now
while the relationship between productivity and @xpdecision has been extensively
investigated, much still remains to be said abbetdonnection between firms’ characteristics
and the firm’s decision regarding the number ofritaas to serve.

By operating in a macro-perspective, Eatdnal (2004), with reference to France,
highlight that the biggest part of exporting firsasrve only few countries. Similarly, Mayer
and Ottaviano (2008) observe that the number obe&s dramatically reduce with the
increase in the number of markets served. Analogesigts were obtained by Bernastlal
(2007) and by Castellaett al (2010). Muuls and Pisu (2007) refer to Belgiund &ound a
positive relationship that links the labor produityi with geographic and product
diversification. Besides they observe that the potigity of exporters is increasing in the
number of products and markets to which firms ekpbr summary, there is a high
concentration in the international market since gusmall share of firms serve many markets
with many products but these firms account forrgdahare of total export value.

In general, the mentioned papers mainly providereggied descriptive statistics,
while little has been done yet in the estimationnoddels that analyze the relationship
between dimensions defining firm’s heterogeneity anmber of destination served.

Recently Barba Navaretét al (2010) in the report of the EFIGE project (Eurape
Firms in a Global Economy) funded by the Europeasmfission, observe that with
reference to different European countries only alsshare of firms export to more than 20
markets. These authors, by estimating a linearessgpn model that links the various
dimension of the firms’ heterogeneity and the numtliemarkets served provided a first
approach to the study of this aspect in a micraienwetric perspective. Another contribution
in this framework has been provided by Curzi angedI(2010), who have studied the
relationship between productivity and export intgngo low or high income destinations.
They found that firms producing higher quality geagkerve more foreign markets, in other
words, that firms selling to a large number of glegtons produce higher-quality products. At
the end, Anderssort al. (2008) found that export premium for labor prodiitt is
increasing in the number of countries which firmpat to.

The contribution of this study lies in analyzingetltonnection between firms’
heterogeneity and firms’ decision regarding the bemof countries to serve, in an
appropriate micro-econometric framework. We refethte Italian context. Since the number
of export destination is defined on a discrete amia-negative support, we adopt a count data



regression model. The standard linear regressiproaph (and the OLS estimation method)
does not take into account that the support obtiteome variable is limited to non-negative
values, and then, unless the mean of the courpariscularly high, it leads to significant
deficiency of the estimators. The linear regressipproach is based on the assumption that
the dependent variable is continuous, assumes mstnoal Normal distribution of residuals,
relies on the homoskedasticity assumption andhalbé hypothesis cannot be considered as
plausible if the outcome variable is a count. M@e¥9in this framework the excess of zeros
characterizing the outcome variable, that arisesnathe firm does not export (zero number of
destinations) leads us to choose the Hurdle Negd@iwmomial regression model: a two-
component model made by a binary part for the yeshoice and a truncated count part for
non-negative counts. This model allows us to jgintbdel the decision (propensity) to export
(yes/no) and the number of export destinationsemdsr the exporting firms. The result that
we obtained prove the advantages of using this &findodel as it allows to distinguish which
variables are connected with the choice to expuattvahich one are significantly connected to
the number of destinations chosen once the comgepyrts.

In order to explore the link among the firms’ caigbin generating profits and the
firms internationalization choices, we considerea af profitability indexes in addition to
those usually adopted in literature that descnibvasf heterogeneity. The use of profitability
indicators represents a novelty in the study ofdeeerminants of internationalization. Up to
now there have been few studies that considersdiid of variables whereas the knowledge
of the internal performance of the company can iplevmportant information about its
ability to achieve results and its use of resoyrecesnely, the ability of the company to
increase the value of resources through the pradfdssnsformation.

In the end, thanks to the wide availability of infation in the dataset, we could
analyze in more depth the innovative activity supgub by the company. The innovative
activity represents a focal point not only for thervival of the company but also for its
openness to international markets. The study ote@tasi e Zanfei (2007) showed that the
companies most involved in the internationalizatextivity exhibit better economic and
innovative performance. A further contribution bfst work lies in an attempt to disentangle
the relationships between the various forms of wation and the different choices of
internationalization.

For our analysis, we rely on detailed firm-leveltaddrom the 14 Survey on
Manufacturing Firms (Indagine sulle Imprese Manifaere) carried out by Unicredit-
Capitalia in 2007. The survey covers the 2004-2006od and involves a large sample of
Italian manufacturing firms.

The empirical evidences arising from this study edtangle the aspect of
heterogeneity related to the decision to expomnfrimose defining the complexity of this
choice through the number of markets served. Onfitke aspect the estimated models
support the familiar evidences already presentdieirature: exporters are on average larger,
more productive, more innovative and invest morerfrdet al. 1995, Castellani and
Giovannetti 2009, Castellani and Zanfei 2007, Gagexry and Kneller 2007, Mayer and
Ottaviano 2008). With reference to the number gfoek destinations, our results show in
general a conformity between the characteristitzgee to the propensity to export and those
connected to the opening to more foreign marketg. dme difference arises. At first, it
seems that not only the larger the number of marketved the more productive, large and
willing to invest is the firm (confirming the feats found studying the propensity to export),
but also that firms engaged in multiple marketsnsae be older, financially stable, and
willing to support organizational and manageriahdwations. Moreover, we uncover
interesting associations with the research andldpreent and the innovation: different types
of innovation are associated with different degrafesxposure to the international market.



The remainder of this work is organized as follo®sction 2 describes the data we
use in our research, along with some descriptiaissits. Section 3 presents a brief
description of the model used. Section 4 showsdhelts obtained and Section 5 concludes.

2. Data and variables description

In our research we use detailed firm-level datanftbe 10th Survey on Manufacturing
Firms carried out by Unicredit, a pan-Europeanrmal institution, through the Observatory
on Medium and Small Firms. The survey, covering2864-2006 period, is held every three
years and it includes a wide range of both qudivé@aand qualitative information of a large
sample of Italian manufacturing firms together witlir balance sheets. The sample contains
all Italian manufacturing firms with more than 5@@rkers while firms with fewer than 500
employees are selected on the basis of a strasfaaple. In our research, we exploit the
information contained in the survey, by focusingfioms' characteristics that might influence
the choice of exporting and especially the numbbetestinations chosen. Indeed some of the
questions relate to the internationalization chsiti&e the percentage of turnover obtained by
export activity and the number of countries or ar@&h which the company trades. For the
purpose of this work we utilize about forty varedlwhich can be divided in five main
categories: workers characteristics, profitabilggd productivity of the firm, firm type,
propensity for innovation and R&D, and investmeior details on the considered variables
see the Appendix, Table 1A).

The outcome variable, that is the number of expedtinations, is a nonnegative
integer-valued variable and it arises from a vaealefining the export destinations, divided
into the following areas: EU 15, new countries tjmahed the EU in 2004, Russia, other
European countries including Turkey, Africa, Askxleding China, China, Canada with U.S.
and Mexico, Central and South America, and Austrafid Oceania.

The first set of covariates describes the sizdeffirm and the main characteristics of
the workforce: the percentage of white-collar woskehe percentage of employee dedicated
to R&D, and the average annual wage per worker.

The second set of variables concerns the prodtcawid profitability of the firm. As
a proxy for the overall productivity of the firm,ewuse labor productivity obtained by
dividing the total value added by the number of Eyges. We then decided to use the
natural logarithm of this variable because it istdresuited to our type of analysis. This is
followed by three indicators of profitability, obsable since the presence on this data set of
balance sheets’ observation: ROE, ROS and ROIN.R®E index measures the return on
equity and then the profitability obtained by the#eo have invested capital in the enterprise
by way of risk. It focuses exclusively on a specidategory: the owners. The second is the
ROS index; it represents the return on sales aniénsed from the ratio between operating
income and net revenues. This index is signifid@om a management perspective and
provides information on cost-price dynamics wittie company. The ROIN index instead
detects the return on net invested capital, natieycapacity to generate wealth through the
operating activities apart from financial choic€his parameter points out the efficiency and
effectiveness of investment and operational deassiof the company and it should be
preferred to the ROI index since the ROIN doessuiffer the weaknesses and inconsistencies
of the latter. Since both the ROE and ROS indekesved anomalous values, we dropped
them using the 0.5 and the 99.5 percentiles asrlan@ upper thresholds. By capital intensity
we mean the capital per worker measured in Eurothéumore, for the purposes of our
research, is important to understand the corpatateture both in terms of financial structure



and profitability: the debt ratio measures the canys financial structure by relating the
financial debts (and then funding sources outsfdhenfirm) with total assets.

The third set of variables describes the type ahdracharacteristics of the firm, such
as age, geographic location (North West, North ,Hashtral and South), the industrial sector
in which the firm operates, if the firm belongsaaonsortium, and if it is a limited liability
company or not.

The next set of variables highlights the propensity innovation. There are four
dummy variables that detect different types of watmn of the firm: product innovation,
process innovation, organizational or manageriabvations related to product innovations,
and finally organizational or managerial innovatioelated to process innovations.

The last set of variables concerns both investrimentachinery, plant and equipment,
and investments in Information and Communicatioohfelogies (ICT).

Once defined the set of covariates used, we mouwbeaescription of the sample
analyzed. In the Table 1 we report some descripstatistics on the most significant
variables. The original sample contained 5,137 magi®ns but because of missing data the
statistics are calculated on a reduced sample Jike. median firm in the sample is
characterized as follows: it employs about 30 wagkef which about 27% are white collar,
has a labor productivity (value-added per workenat to 45 thousand Euros, has 26 years of
age, a capital intensity (capital per worker) o7 3.1 Euros and a return on sales of about
5.5%. The total number of observations ranges #i8 to 5,079 depending on the variable
considered, moreover the average firm in our sarsptavs a percentage of employment in
research and development amounting to 8% and ardebtof 67%, indicating a potentially
unbalanced financial structure.

Table 1 about here

The following sections provide some descriptivetistias, which will be useful to
analyze in more detail the differences between ggpa@and domestic firms. Table 2 shows
the industry distributions by export status (expmrtand domestic firms). The average size,
measured as the average number of employees, ofterp and domestic firms for each
sector are reported. There is also the number pbréixg firms and the percentage of these
over the total number of the firm in the sectoreTdolumn of export intensity shows the
average percentage of output exported over tokes.sAlthough some differences the sample
under analysis shows a high percentage of expdiitimg, about 61%. As shown in the table,
the sectors with the highest percentage of exppifitms are: machinery and equipment,
furniture and manufacturing and apparel and leatbile those with the lowest percentage
are. wood, paper and publishing, and other nondhtetmineral products. Plant size is
substantially larger for exporters (106 employeasaverage) than for non-exporters (60
employees). This is true for every industry exdepthe apparel and leather sector, where the
size of the domestic firms slightly exceeds thathafir counterparts. In some sectors such as
rubber and plastic products and machinery and eggmp, the exporting firms are about three
times larger, and in the case of electrical macigiaed office equipment, the difference is of
about seven times (33 for domestic firms and 23Bleyees for exporters). These results are
in general consistent with previous literature (Bed and Jensen, 1995). As the percentage
of firms that export (extensive margin), even tleecpntage of output shipped abroad by an
average exporter does not vary much (intensive imarig all sectors, exporters ship between
29 percent and 50 percent of their total producoath, while the average export intensity is
41%.

Since the object of our study is to deepen theyarsabf the connection between firms’
heterogeneity and the choice of the number of dasstins with which firms trade, in Table 3



are highlighted the average characteristics of dxmp firms grouped into three classes
depending on the number of destinations: from 3, toom 4 to 6 and from 7 to 10.

Table 2 about here
Table 3 about here

There are important features differentiating cong@nhat export to more destinations
from those that trade with only a few areas. Time seems to be a significant variable,
because the increase of the destinations is accoatphy a considerable increase in size
passing from about 100 employees to over 300. hlaeesof white-collars remains roughly
stable around 35% as well as the average wage weiateases slightly. Another variable that
differs appreciably is the export intensity: thergase in number of the zone served, in fact, is
followed by the increase of the percentage of dughipped abroad. The labor productivity
does not show a clear trend with respect to thebeunof destinations, and the capital
intensity decreases, probably due to the increasedber of employees. Of all indexes of
profitability, only ROE shows a slight increase,ilhthere are no sharp differences for the
other two. The debt ratio shows a negative trentt thie increase of the destination countries,
a sign of a better and more solid financial striectéor those firms that ship to more
destinations. Almost all of the exporting firms diraited companies and only a negligible
portion belongs to a consortium. Another variabhkg seems to be interesting is age, in fact, it
shows a positive relationship passing from 31 to y@rs, perhaps because a greater
permanence in the market is a symbol of stabilitgt then a higher possibility to open onto
new markets. The percentage of staff dedicated&b Bllows a rising trend up to 11% for
firms with 7 or more destinations. For what conseémnmovation, about half of the companies
have carried out product innovations and procesisowt substantial differences between the
groups. The organizational and managerial innomatigeem to follow a clear trend,
especially those related to product innovationse pkrcentage grows when the number of
countries served grows, perhaps indicating a needgdtimization within the company when
it gradually expands its own market. Finally, wittgard to investment in machinery and
equipment, we found a slight increase in the paaggnfrom 77% to 82%, while there are no
significant differences in relation to ICT investmelt is interesting to note how the number
of firms decreases dramatically with the increaB¢éhe markets served, passing from over
2800 for the first group to only 74 for those firegoorting to 7 or more countries. This result
is in line with those already presented in literafuas highlighted in the Introduction.

Focusing on the outcome variables, the number pbrxdestinations, Figure 1 shows
that is has a skewed distribution. Moreover theraye and the standard deviation are
respectively equals to 1.144 and 1.506, thus Igattina suspect overdispersion. In the end,
the comparison of the observed with a Poissoniligion having the same average value
reveals a possible excess of zeros.

Figure 1 about here

3. Count data models

In this section we briefly illustrate some featuoé€ount data models we consider.
The Poisson regression model can be used evereiprésence of overdispersion, but with
appropriate modifications (Cameron and Trivedi, &9Winkelmann, 1997). In fact, the
necessary condition to obtain a consistent estimetothe correct specification of the



conditional mean. In this case, such model cahbsiused if the standard error estimates are
unbiased, for example by using robust standardsrhodeed, the presence of overdispersion
leads to an underestimation of the standard emodsthen to overestimate the significance.
Alternatively, other models that allow more flexityy and take into account the
overdispersion observed can be used. One way toramodate overdispersion is to consider
the unobserved heterogeneity as Gamma distribustdridance added to the Poisson. The
negative binomial model is an example. This disiidn is a conjugate mixture distribution
for count data and a generalization of the PoisBstnibution: it assumes that the conditional
distribution of the response variable is Poissau, the mean parameter for the subjects
follows a Gamma distribution.

Due to the suspect on the presence of an excegero$ in the outcome variable
distribution, we consider also the hurdle type niddéullahy, 1986; King, 1989) that is
composed of two parts. The first part, through gitiprobit regression model, models the
probability that a certain threshold value is exlszk In our case, this threshold may divide
the domestic firms which export to zero destinaidom the exporting firms that, on the
contrary, have crossed the threshold. The secondinsead consists in a zero-truncated
count model that concerns all the positive obsematthat exceed the chosen threshold. As
in Cameron and Trivedi (1998, 2009), from a sta@dtpoint of view, the reason that leads to
use this type of models is that in many empiridaldes the observed overdispersion is
caused by an excess of zeros, that is, when amsrstent number of zeros (for the
distribution chosen) is observed. In addition, heirchodels offers an interesting result in
terms of the analysis of the phenomenon as thewat separate and distinguish the two data
generating processes: the first one that genetiagezeros and the second that generates the
positive observations. With reference to the outeomariable, let's consider the question
"how many destination areas of the products exddsteyour company have been in 2006?"
The respondents who have answered "zero" may hawe sb for two different reasons: their
company has never exported or, instead, their dioes export but did not so in 2006. Indeed
from an economic point of view, this type of modeh be interpreted as a two-stage decision
process, making it particularly suited to the stualfy individual economic behavior.
Summarizing, this type of model allowed us to idgntwhich variables are connected with
the choice to export and which ones are signifitarstudy the number of destinations chosen
once the company exports.

4. Estimation results

In this section at first we present the resultshef model selection process aimed to
choose the one that best fits the data. Competdaogsthe Poisson model, the Negative
Binomial and the Hurdle models (both Poisson andatlee Binomial). In the context of the
Negative Binomial models we model overdispersiaough the traditional NB2 (Cameron
and Trivedi, 1998) that usually allows greater itbéky and fit better data. Secondly, we
discuss the estimates referred to the model selecte

Concerning the specification it is to be noted tiwatorder to limit possible
simultaneity problems, which could affect the asayall regressors were calculated for the
year 2004, unless otherwise indicated. Besiden) fie estimated correlation matrix between
covariates, it arises that the variables ROIN a@Smave a high correlation (0.80) and this
led us to eliminate the variable ROIN from the mloded keep instead the ROS index.
Similarly, between the variables Capital Intensityd Average Wage a relevant correlation
(0.9) can be observed and both of them show a ¢ogtelation with labor productivity. For



this reason we decided to drop both capital intgresid average wage variables and to keep
labor productivity, since it provides a betterditd more reliable interpretation.

4.1 Model selection

In this section, we test the presence of overdssperin our data and evaluate
comparatively the performance of the different mageecifications by comparing Negative
Binomial versions versus the Poisson ones. In Idets consider the following models:
Poisson (P), Negative Binomial (NB), Hurdle Poisg¢iP), Hurdle Negative Binomial
(HNB). All these models are considered with logesification for the binary part of the
model. Due to missing data on the outcome variahbk covariates the models are estimated
on 4,079 firms.
The Table 4, where the value of the log likelihcaxad the information criteria AIC are
reported, shows a substantial improvement in thdikelihood that goes from -5,903 in the P
model to -5,559 in the HNB. The presence of oveelision is confirmed by the LR test
indicating that the Negative Binomial versions aikgays preferred to the Poisson ones (P vs.
NB: x*=441.2, p-value=0.000; HP vs HNB;*=563.4, p-value=0.000). This result is

confirmed by the AIC statistic showing that NB adblB models outperform the P and the
HP ones.

Table 4 about here

By focusing on the information criteria, used imgmaring non-nested models, we
note that AIC value progressively decreases mofrmm 11874 for the P model to 11257 for
the HNB model. This indicates that the latter idéopreferred over all the set of the models.
To check the robustness of the result we also attira Zero-Inflated Negative Binomial
model (Cameron and Trivedi, 1998) that, similadythe hurdle one, deals with the excess of
zeros in count data models. The LR test and the si#fiistics show a better performance of
the HNB model against the Zero-Inflated Negativaddnial one (results are available upon
requests).

Figure 2 shows the model fit to data relative te #xporting firms. The estimated
model shows a very good fit for the number of aedions served. The estimated frequencies
(expected HNB) and the observed frequencies areclese; moreover the fitted mean has a
value of 1.83 close to the sample mean for expoed.86. This last result further confirms
the appropriateness of the HNB choice.

Figure 2 about here

4.2 Estimation Results

At first we present four estimated regression meaath reference to the binary part
of the HNB. In the first specification of the mod®&odel 1) we regress the Export Dummy
(1 if the firm exports and O otherwise) on sectod anacro-region dummies. In the second
model (Model 2) we add the covariates related @fihm's structure, namely the size, the
composition of the work force, the juridical formcathe age. In the third model (Model 3)
we also consider the variables related to proditgtiprofitability, and financial structure of
the firm: labor productivity, profitability indicesnd debt ratio. In the last specification
(Model 4) the regressors related to the differgpes of innovation and investment are added
to the sets of mentioned covariates.

The Table 5 shows the estimates referred to thermmdels, LR tests results and tests
comparing different model specification.



All LR tests strongly reject the hypothesis that thgressors are equal to zero, so we
conclude that the Model 4 is the best one. Asstithted in the table, the results point to
significant cross-sectorial differences. With redpe the sector of food beverage and tobacco
(the excluded sector), the propensity to expohtigher in the sectors of apparel and leather,
furniture and machinery and equipment, while isisaller in wood, paper and publishing,
other non-metallic mineral products, fabricated ahetroducts, and electrical machinery and
office equipment. Quite surprisingly there are mgnsgicant differences in the propensity to
export for the high-tech sectors. With regard togyaphical areas, all three regions show a
greater propensity to export than the South (tfereace category). Besides the variables age,
size and limited company are also significant. Ehneariables show positive coefficients, this
means that they positively influence the probabitift exporting. In other words, the model
shows that older firms and limited companies areenlixely to be exporters and that the
probability that a firm exports grows significantiyth its size.

Table 5 about here

By considering the variables relating to produdtyand profitability, it came to light a
picture apparently not very clear. On the one héadahr productivity shows a significantly
positive relationship with the probability of expiag. This resultis in line with previous
studies which report that exporters are on average laaged more productive (Barba
Navarettiet al 2010, Bernarcet al. 1995, Castellani and Giovannetti 2009, Casteléard
Zanfei 2007, Greeaway and Kneller 2007, Mayer attdwiano 2008). On the other hand,
there is a striking negative relationship betwemfifability of sales and propensity to export.
In fact, the ROS index shows a strong and sigmificaegative relationship with the
probability of exporting. One possible explanatioay lie in the fact that exporting firms are
facing fiercer competition once opened to inteoral markets. In fact, opening up to new
markets, the company could be forced to lower theepof its products in order to remain
competitive in the international arena, thus desirepthe profitability of sales. From another
point of view, a possible and interesting explaomafior this may relate to the different nature
of the indices analyzed. In fact, labor producyivg obtained from the value added, which
measures the wealth generated by the firm, andesepts the value that the firm adds,
through the transformation activity, to goods aad/iges used in production. This index does
not take into account the cost of labor and othlests that are instead considered in the
operating income used to derive the ROS index. &hex, while the labor productivity
measures the productivity of the company, the R@®x measure the profitability of sales.
Moreover, the ROS index captures and describesdyimamics of price-cost within the
company, provides information about the dynamicst#rnal management and it can also be
used to assess performance in relation to cycfloatuations and changes in competitive
environment. Thus, the negative sign found in oodeh could mean that the incidence of the
export costs is captured by the operating incomd, @nsequently by the ROS index, and
then the observed negative relationship betweammratn sales and propensity to export
could stem from the additional costs that the eixpotivity requires. As evidence of this, we
observe that the average value of the ROS indegXporting companies is 5.9%, while that
of domestic firms is 6.6%.

The model also shows that the financial structsran important aspect: in fact, the
debt ratio exhibits a negative relationship witlke oropensity to export, suggesting that
companies with a more solid financial structureracee likely to export.

By considering the variables related to the tydasmovation and investment, we find
that the most innovative companies are more likelgxport. The percentage of personnel
devoted to research and development shows a hsigptyficant relationship, as evidenced in



the studies of Castellani (2007) and Barba Navaett@l (2010). The variables product

innovation, process innovation, and organizationahkagerial innovation related to product
innovations show a positive relationship, confirgnthat the most innovative companies have
a higher propensity to export. For what conceresviiriables connected to investments, only
those related to plant and equipment indicate atipesassociation with the propensity to

export.

The framework outlined in this first part of the daeb appears quite clear: our results
support the evidence that exporters are on avdasger, more productive in terms of labor
productivity, more innovative and invest more. WWedfno significant relationship with the
percentage of white collar, and we also find a tiegaelationship that links export activities
with the return on sales probably due to the aola#i costs incurred by the exporters.

In the next part we detect which variables are ected with the choice of the number
of export destinations. Recall that this part oé ttmodel considers only the exporting
companies, that is, only positive counts. The s&hersed in building the final model is
similar to the previous one. Table 6 shows tharegtion results and LR tests. We also add to
the table the estimates and the standard errtwead\terdispersion test (Alpha parameter).

All LR tests strongly reject the hypothesis that tiegressors are equal to zero and
support the conclusion that the Model 4 is the loest. As illustrated in the table 6, with
respect to the sector of food beverage and tob&beoexcluded sector) the propensity to
export to a larger number of destinations is highéghe sectors of machinery and equipment
and furniture and lower in the sector of wood, pagred publishing and other non-metallic
product. Considering only the exporting companves,find no significant differences in the
geographical areas indicating that there is no -meltked difference between the Italian
macro-regions in terms of number of export destmat

For what concerns the firm’s characteristicsaih e seen that the variables size, age
and limited companies are significant. This resuftderlines that the limited liability
companies and the older and larger firms are as®atiwith a greater number of export
destinations.

We also find an interesting negative relationshifhhe variable white collar share,
indicating that firms trading with a higher numhsr markets are associated with a lower
percentage of white collar workers. One possiblplaation could lies in the Italian
industrial structure, in fact, in the previous sactof our research, we show that there is a
greater propensity to export in sectors with lowhtelogical content and high-intensity
work, perhaps indicating a higher proportion ofébkollar needed. In this regard, we recall
that the study Efige (Barba Navaredtial 2010) found a positive and significant relatiapsh
between blue collar share and intensive margim gmnting out that the share of blue-collar
workers is a factor that positively affects the @xshare. We therefore believe that there may
be a positive relationship between blue collar shaxport intensity and number of
destinations chosen.

By considering the variables related to produdtiviprofitability and financial
structure, the model highlights a positive and ificent association between the labor
productivity and the number of export destinatioBasically, the model confirms that the
decision to export to a greater number of desbinatiis associated with higher labor
productivity. It's also interesting to note that wbserve a positive relationship between the
return on equity (ROE index) and the number of toes served, while the variable ROS is
no longer significant. We recall that the ROE ingegasures a corporation's profitability by
revealing how much profit a company generates tinéhmoney shareholders have invested,
so it seems that the more opened firms are asedanith a better use of investment funds to
generate earnings growth.
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Furthermore, the model points out that the findratiaicture plays an important role, a
negative relationship between the degree of indeletes and the number of exports
destination suggests that a more solid financralktire is associated with an increase in the
number of destinations chosen.

Table 6 about here

Finally, by considering variables describing innbmas, it arises that only the
variables organizational-managerial innovationsatesl to product innovations and
investment in plant and equipment have shown pesand significant relationships. So, it
seems that the most innovative companies and thasénvest in plant and equipment export
to a larger number of countries.

It is interesting to note that, for what concerhe tnnovative activity, a significant
relationship has been found with organizational avahagerial innovation: that is, it seems
that the export activities is helped by researc davelopment and especially by those
organizational innovations that change, and perlzalapt, the structure of the company to
new competitive environment. This hypothesis deserfurther study; indeed it would be
interesting to see the implications that differéyppes of innovation have on the export
activity.

To sum up, on the one hand some of the firm charatts such as size, age, labor
productivity, return on equity, innovative activijd investment, show a strong significance,
indicating a positive relationship with the numhsrmarkets served. On the other hand,
increasing indebtedness and a higher percentagehibé-collar workers reveal instead a
negative association.

It might be useful at this point to dwell on theffeliences found between the
propensity to export model and the model describihgnumber of export destinations. At
first, regarding sectors we find that some sedtwhkiding apparel and leather and fabricated
metal products do not show significant relationshipthe count model, while these variables
are significant in the propensity to export modeistead, in sectors of machinery and
equipment, and furniture we see a propensity tmexje a larger number of destinations,
confirming the previous results, which identify sleeareas as those with a higher propensity
to export. Moreover, the significant differencestive geographical areas identified in the
previous model disappear once considered onlyxpergng companies.

It should also be noted that the significance efglofitability indices has changed. In
fact, we observe a positive relationship betweenrtturn on equity (ROE index) and the
number of countries served, while the variable R®%0 longer significantThis result
confirms our previous hypothesis about the diffeegnn return on sales between domestic
firms and exporters. In fact, as previously staisd, believe that the negative relationship
between ROS and propensity to export may be irdedrby considering the additional costs
that an exporter has to bear in order to open nawkets. In other words, while in the first
part of the model was encountered a significant raaghtive relationship between ROS and
propensity to export that somehow differentiates ttomestic companies from those that
export, in the second part of the model that carsiebnly exporting firms, this difference
disappears.

Finally, we find an interesting negative relatioipsWwith the white collar share and the
number of markets served, and some differencesecoimg the innovation activity. More
specifically, significance has been found with onlye type of innovation, the managerial
one, indicating that, although the innovation attigeems to be pivotal for exporting, once
the firm exports, it becomes important the changehie managerial and organizational
structure to align to the more competitive market.
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Before moving to the last phase of our work, weppse a summary of the covariates
effects separately for the two parts of the eseahatnodel. In Table 7 we compare the
significance of the variables and the sign of teengated coefficient, which is the different
impact on the outcome, with reference to the birany to the positive count models.

Table 7 about here

We include only those variables that showed a Bagmt relationship in at least one
part of the modelYes andNo, refer to the presence or absence of a significglation and
the sign on the side “+” or “-” refer to sign ofetlassociation found in our estimated model.

The table shows how some of the firm's characiesisire significantly associated
with both the propensity to export and the numdedeastinations served. In particular, we
uncover a significant relationship with size, apgepductivity, investment and finally with
organizational and managerial innovations. Sumnmagjavhile on the one hand, the first part
of the model confirm the already well-known evideran the characteristics of exporting
firms compared with the domestic ones, on the dtlaed the second part of the model point
out that some of these characteristics are aléedirto the number of countries served. It is
also to be noted that the financial structure shawed a negative relationship in both parts of
the model, indicating that a more balanced streciomromotes export activities and the
opening to more countries. Regarding the indicegprmaffitability, we found a negative
relationship of ROS with the propensity to exppdrhaps due to the additional export costs
that reduce the profitability of the sales, andthe second part of the model we found a
positive relationship with the ROE index, stressingt firms with a higher return on equity
are associated with a higher number of export nastins. Finally, some considerations about
innovative activity: the results show that innovatiactivity and commitment in R&D are
factors characterizing the exporting companiegaat, we find positive relations with almost
all types of innovations studied, from those ralat®m product to those related to
organizational and managerial restructuration. H@rethese relationships are no longer
significant when taken into account only the exipgrtcompanies, which instead are
positively associated only to a type of innovatioti® organizational ones. So it seems that
innovative activity in some way help the compangxport, but that once it exports, opening
to more markets is associated with organizationabvations that change and adapt the
structure to the new competitive environment.

4.3  Marginal Effects

In the last part of our work we deal with the ipietation of coefficients of the second
part of the model. As known, the estimated coedfitiof the truncated part of the HNB model
can be interpreted as semi-elasticity, that isy timelicate the percentage change in the
dependent variable due to a one-unit increasearnrdfressor considered. However, a more
useful way to analyze the impact on the dependemiaMe of changes in regressor
coefficients is to use elasticities (reported iml€8 only for significant variables).

Table 8 about here

The second column shows the elasticity while thel tthe standard error and last the
mean value of the regressor. The elasticity ofviméable size is 0.063, so a 10% increase in
size is associated with a 0.63% increase in thebeurof export destinations. It seems to be
particularly influential the effect generated byetbhange of variables such as age, labor
productivity and debt ratio. As for the variableeag 10% increase is associated with about
2% increase in the number of markets served. Follpiwhe same reasoning, a 10% increase
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in the logarithm of labor productivity is assoctteith a 9.15% and increase in the number
of export destinations. Instead, a 10% decreasdeint ratio and white collar share is
associated with a 2% and 0.1% increase in the nuaflm®untries.

5. Concluding Remarks

Recent literature on the firm heterogeneity haswshtihat the firm characteristics are a
key in determining the international activities. Tlee best of our knowledge, this work
represents one of the first exploration of the treheship among firm’s characteristics and
number of chosen export destinations. One of theelties consists in choosing suitable
regression methods moving from the nature of thieasne variable. Exploiting a rich data set
that combines data on firm's structural charadtesisand economic performance with the
data related to the exports activity and the nundfemarkets served, we find evidence
supporting recent trade theories on firm heteroigeriegether with some new interesting
associations.

Our results support the evidence that exporteroaraverage larger, more productive
in terms of labor productivity, more innovative amyest more. Moreover, in this work we
use some variables related to the internal stractfrthe company, such as indices of
profitability, in order to investigate from a diffmt point of view the determinants of
internationalization activity. In this regard, wad an interesting negative relationship that
links the return on sales with the propensity tpak Our thesis is that the differences in the
return on sales between domestic firms and exmodrr due to the fact that the ROS index
captures the impact of the additional cost thakett@ort activity requires.

We underline how different exposures to the inteomal market, measured in terms of
number of export destinations, are associated wifferent performances, in terms of
productivity, size, profitability and innovationirins engaged in multiple markets seem to be
older, more productive, larger, financially stabiayest more, and willing to support
organizational and managerial innovations. Besideas,interesting finding concerns the
negative relationship between the white collar slerd the number of export destinations.
Our analysis shows that the Italian industrial dinte favors mainly the export of low-tech
and labor-intensive goods, thus indicating the nieeda greater blue collar share. Finally,
some considerations about innovative activity: wanfem that innovative activity and
commitment in R&D are important aspect charactegzhe exporting companies. However,
taking into account only the exporting companies,find that they are positively associated
only to a type of innovations, the organizationaé®, meaning that, opening to more markets
Is associated with organizational innovations tteinge and adapt the structure to the new
competitive environment.

Several aspects deserve further studies to berowdi and deepened. In this regard
beside the number of destination, it would be gdéng to focus on the behavior of exporting
firms in terms of choice of the types of destinasioby distinguishing between low or high-
income destinations.
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Table 1. Sample Description

Variable Mean Median Std. Dev. Num. of observ.
Number of employees 88 30 349 4950
Wage per worker (x 1000 euros) 34 21 143 4856
White collar (%) 35 27 1.42 5079
R&D personnel (%) 8 0 18.40 4829
Age 30 26 24.69 5061
Value-added per worker (x 1000 euros) 85 45 436 8481
Capital per worker (x 1000 euros) 379 158 3922 4856
Debt ratio (%) 67 70 0.203 5060
ROE (%) 4,7 0 0.021 5000
ROS (%) 6.2 5.5 0.066 5005
Table 2. Industry characteristics
Exporters Domestics
Ateco  Sector Num. % Average Export  Average
2002 of exporters firm size intensity  firm size
15-16 Food, beverage and tobacco 230 55 73 29 70
17 Textiles 231 68 95 43 48
18-19 Apparel and leather 242 72 67 44 72
20-21-22 Wood, paper and publishing 177 39 72 25 48
23-24 Chemical and petrochemicals 181 69 169 37 98
25 Rubber and Plastic products 174 66 94 36 26
26 Other non-metallic mineral prod. 141 40 124 41 4 7
27 Basic metals 129 68 198 44 117
28 Fabricated metal products 430 54 73 39 32
29 Machinery and equipment n.e.c. 582 77 116 50 44
30-31 Electrical machinery and office eq. 140 59 823 43 33
32 Radio, television and comm. eq. 67 71 126 45 65
33 Medical, and optical instruments 93 70 77 42 27
34-35 Motor vehicles and other transport eq. 91 68 222 43 129
36 Furniture; manufacturing n.e.c. 241 73 59 45 31
Total 3149 61 106 41 60

a. Export intensity is the percentage of turnover th export activity.
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Table 3. Descriptive statistics of exporting firby,number of destinations

N° of destinations

Characteristic 1to3 410 6 7to 10
Average total employment 95 163 328
Wage per worker (x 1000 euros) 35 32 31
White collar (%) 37 35 34
Export \ sales (%) 39 60 65
Value-added per worker (x 1000 euros) 87 110 77
ROE (%) 4.3 55 7.4
ROS (%) 6.0 5.6 6.6
ROIN (%) 3.6 3.6 4.9
Capital per worker (x 1000 euros) 434 335 257
Debt ratio (%) 66 64 61
Limited company (%) 96 96 99
Average age 31 38 46
Consortium (%) 3.5 35 1.4
R&D personnel (%) 8.5 8.7 11
Product innovation (%) 53 61 51
Process innovation (%) 46 49 49
Org. innov. rel. to product (%) 14 15 35
Org. innov. rel. to process (%) 13 13 26
Inv. in plant or equipment (%) 77 80 82
Investment in ICT (%) 59 67 60
Number of observations 2845 230 74

Table 4. Model choice statistics.

P NB HP HNB
Log Likelihood -5903.43 -5682.82 -5841.17 -5559.47
AlIC 11874.72 11435.63 11746.34 11256.94
BIC 12089.38 11656.61 12247.67 11692.58
Number of Obs. 4079 4079 4079 4079

17



Table 5. HNB — Binary models

Dependent Variable: Export Dummy

Covariates Model 1 Model 2 Model 3 Model 4
Coeff. St.Err.  Coeff. St.Err. Coeff. St.Err. Coeff St.Err.
Size 0.00( [0.000] 0.00:**  [0.001] 0.00:* [0.000]
White collar 0.07¢ [0.128] 0.04¢ [0.121] 0.03¢ [0.084]
Limited Company 0.86¢**  [0.139] 0.92:*** [0.146] 0.95** [0.165]
Age 0.01(***  [0.002] 0.00°*** [0.002] 0.00*** [0.002]
Consortium 0.21: [0.192] 0.22: [0.198] 0.23. [0.209]
InLP 0.15:**  [0.048] 0.16¢** [0.054]
ROE -0.04° [0.153] -0.07¢ [0.161]
ROS -2.22%**  [0.546] -2.30:*** [0.586]
Debt ratio -0.61-**  [0.182] -0.55*** [0.194]
R&D pers. 0.00¢***  [0.002]
Product Inn. 0.20***  [0.082]
Process Inn. 0.14* [0.082]
Org. inn. Related to Produc 0.23:* [0.135]
Org. inn. Related to Proces 0.16¢ [0.141]
ICT investment 0.10: [0.082]
Invest. in plant & equip 0.26**  [0.082]
Textiles 0.15: [0.149] 0.13: [0.154] 0.06° [0.159] 0.01} [0.169]
Apparel and leather 0.46t*** [0.148] 0.507*** [0.155] 0.54** [0.160] 0.56(*** [0.171]
Wood, paper and publishini  -1.05(*** [0.124] -1.08*** [0.129] -1.06¢*** [0.133] -1.03¢*** [0.144]
Chemical and petrol. 0.20: [0.153] 0.12¢ [0.163] 0.05: [0.169] 0.00¢ [0.181]
Rubber and Plast. prod. 0.08¢ [0.152] 0.14¢ [0.157] 0.05: [0.169] 0.08: [0.172]
Other non-metallic prod -0.88*** [0.132] -0.94%*** [0.140] -0.98*** [0.146] -1.03¢*** [0.159]
Basic metals 0.16¢ [0.1274] 0.08: [0.185] -0.08t [0.189] -0.16: [0.198]
Fabricated metal products  -0.43¢** [0.105] -0.412** [0.109] -0.39:*** [0.112] -0.40¢*** [0.122]
Machinery & equipment 0.59+** [0.132] 0.57°*** [0.138] 0.57%*** [0.141] 0.53*** [0.151]
Electr. Machin. & off.eq. -0.24¢  [0.151] -0.25+* [0.156] -0.22! [0.163] 0.28« [0.177]
Radio, telev. & comm. eq. 0.31¢ [0.242] 0.32: [0.251] 0.35° [0.260] 0.31: [0.277]
Medic., précis. & opt. eq 0.20° [0.203] 0.16¢ [0.204] 0.16( [0.213] 0.06( [0.225]
Motor vehicles. 0.16: [0.202] 0.16: [0.213] 0.17¢ [0.223] 0.20¢ [0.242]
Furniture 0.424+* [0.146] 0.48¢*** [0.153] 0.50"** [0.158] 0.54%*** [0.169]
Northwest 0.81¢** [0.098] 0.65¢** [0.103] 0.68*** [0.107] 0.66:*** [0.115]
Northeast 0.83¢*** [0.098] 0.65¢** [0.103] 0.687*** [0.107] 0.66:*** [0.115]
Central 0.65¢*** [0.113] 0.59:** [0.117] 0.64*** [0.123] 0.56(*** [0.133]
Constant -0.13¢ [0.103] -1.232** [0.180] -2.30:** [0.561] -3.57%** [0.628]
No. observatiorfs 5122 4826 4587 4079
Log Likelihood -3222.44 -2987.15 -2810.98 -2471.02
LR test—Mod. 1 vs. Mod. 2 450.6***
LR test—-Mod. 2 vs. Mod. 3 352.0%**
LR test—-Mod. 3 vs. Mod. 4 680.3***

Notes: Robust standard errors in squared brackets.
Asterisks denote significance levels (***: p < 1%6; p <5%; *: p <10%).
The sample size are different due to different@ktsissing data in the covariates
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Table 6. HNB — Positive count models.

Dependent Variable: Number of Export Destinations

Covariates Model 1 Model 2 Model 3 Model 4
Coeff. St.Err.  Coeff. St.Err.  Coeff. St.Err.  Coeff. St.Err.
Size 0.00:** [0.000] 0.00:*** [0.001] 0.00:*** [0.000]
White collar -0.02¢ [0.015] 0.02¢ [0.013] -0.02°* [0.014]
Limited Company 0.41¢* [0.216] 0.50%**  [0.233] 0.59¢* [0.262]
Age 0.00°*** [0.002] 0.007*** [0.002] 0.00°*** [0.002]
Consortium 0.21¢ [0.187] 0.21: [0.181] 0.25¢ [0.192]
InLP 0.07( [0.051] 0.09¢**  [0.049]
ROE 0.30°* [0.180] 0.32: [0.190]
ROS -0.62¢ [0.651] -0.72: [0.643]
Debt ratio -0.37(* [0.206] -0.35%* [0.211]
R&D pers. 0.00: [0.002]
Product Inn. -0.03° [0.085]
Process Inn. 0.02¢ [0.083]
Org. inn. Related to Produt 0.36:*** [0.121]
Org. inn. Related to Proce: 0.06¢ [0.124]
ICT investment 0.01¢ [0.078]
Invest. in plant & equip. 0.16%* [0.096]
Textiles 0.16¢ [0.161] 0.04¢ [0.164] 0.10: [0.271] 0.12¢ [0.175]
Apparel and leather 0.10! [0.150] 0.13¢ [0.145] 0.13¢ [0.146] 0.11° [0.148]
Wood, paper and publishir -0.54***  [0.213] -0.47** [0.129] -0.40(* [0.230] -0.462*  [0.243]
Chemical and petrol. 0.08: [0.177] 0.14¢ [0.176] 0.13¢ [0.172] 0.08¢ [0.172]
Rubber and Plast. prod. 0.20¢ [0.177] 0.06¢ [0.171] 0.02: [0.166] 0.02: [0.175]
Other non-metallic prod. -0.08¢***  [0.205] -0.30¢ [0.193] -0.297 [0.194] -0.30(* [0.184]
Basic metals 0.07° [0.209] 0.07: [0.212] -0.01¢ [0.225] -0.19: [0.216]
Fabricated metal products -0.06¢ [0.138] -0.08¢ [0.137] -0.12: [0.138] -0.16¢ [0.141]
Machinery & equipment 0.47tx*  [0.122] 0.427*** [0.122] 0.44%** [0.126] 0.497** [0.131]
Electr. Machin. & off.eq. -0.46** [0.196] 0.37:* [0.195] -0.33(* [0.198] -0.32¢ [0.203]
Radio, telev. & comm. eq.  0.30¢ [0.216] 0.31: [0.214] 0.18¢ [0.209] 0.11: [0.218]
Medic., précis. & opt. eq. 0.33¢* [0.204] 0.30°** [0.149] 0.21: [0.218] 0.28( [0.216]
Motor vehicles 0.19¢ [0.221] 0.08¢ [0.221] 0.08¢ [0.235] -0.03: [0.247]
Furniture 0.26¢* [0.146] 0.30°** [0.149] 0.32:* [0.151] 0.34®** [0.157]
Northwest 0.258* [0.136] 0.14¢ [0.143] 0.11° [0.138] 0.15¢ [0.143]
Northeast 0.24¢ [0.139] 0.10: [0.144] o0.11° [0.139] 0.15: [0.144]
Central 0.17: [0.150] 0.10° [0.157] 0.10¢ [0.153] 0.15( [0.155]
Constant -1.84¢**  [0.488] -2.04¢** [0.405] -2.30:*** [0.561] -2.86¢** [0.671]
Alpha 7.93t**  [0.488] 4.74s** [1.816] 4.56¢%** [1.756] 3.04:*** [0.894]
No. observations 3149 2946 2803 2480
Log Likelihood -3970.21 -3653.34 -3440.25 -3088.45
LR test-Mod. 1 vs. Mod. 2 633.7***
LR test-Mod. 2 vs. Mod. 3 426.2*+*
LR test—-Mod. 3 vs. Mod. 4 703.6%**

Notes: Robust standard errors in squared brackets.
Asterisks denote significance levels (***: p < 1%6; p <5%; *: p < 10%).
The sample sizes are different due to differest setissing data in the covariates
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Table 7. Synthesis of the role of covariates

Variable Binary model Positive counts model
Size Yes + Yes +
White collar No Yes -
Limited Company Yes + Yes +
Age Yes + Yes +
InLP Yes + Yes +
ROE No Yes +
ROS Yes - No
Debt ratio Yes - Yes -
R&D pers. Yes + No
Product Inn. Yes + No
Process Inn. Yes + No
Org. inn. Related to Product Yes + Yes +
Investment in plant and equipment Yes + Yes +

Legend: Yes” if the variable has shown a significant retetship, “No" otherwise;
“+, -“ indicates the sign of the relation

Table 8. Elasticities

Variable ey/ex Std. Err. X
Size 0.063  *** 0.021 100.63
White collar -0.009 * 0.005 37.32
Limited Company 0.417 *x 0.210 96.44
Age 0.199  *** 0.046 31.73
In LP 0.915 * 0.502 10.76
Debt ratio -0.193 * 0.129 65.67
Org. inn. Related to Product 0.057  *** 0.014 0.14
Investment in plant and equipment 0.130 * 0.071 0.77

Notes: Asterisks denote significance levels (*pr< 1%; **: p <5%; *: p < 10%)
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Figure 1. Number of Export Destinations, frequedisgribution
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APPENDIX

Table 1A. Description of the relevant variables

Variable

Description

Outcome variable

Number of export destination

Number of export degions of each firm

Workers characteristics

Average wage
White collar
R&D personnel

Wage per worker in €
Share of white collars
Share of employment who have cawigdR&D activity in the period 2004 — 2006

Profitability and productivity

Export share
Ln labour productivity (In LP)

ROE
ROS'
ROIN

Capital Intensity

Intensive margin: the percentagerobtter due to export activity
Logarithm of Labo®roductivity, calculated as the logarithm of thduéaAdded
per worker
Return on Equity: Net Income after Tax \ sharebolEquity
Return on Sales: Operating Income \ Net Revenue
Return on net investment :
Net Operating Income \ Net capital
Capital per worker in €

Debt ratio The percentage of firm’s asset provibdedlebt, calculated as financial debt \ Net
capital

Firm type

Size Number of employees

Limited company (ltd) Dummy variable: 1 if the firima limited company, and 0 otherwise

Age Firm’s age in year, calculated in 2007

Consortium Dummy variable: 1 if the firm belongsat@onsortium, and 0 otherwise

Northwest Dummy variable: 1 if the firm is locatiedthe Northwest of Italy, and 0 otherwise

Northeast Dummy variable: 1 if the firm is locatedhe Northeast of Italy, and O otherwise

Central Dummy variable: 1 if the firm is locatedtihe central Italy, and O otherwise

South Dummy variable: 1 if the firm is located retSouth of Italy, and 0 otherwise

Sectof Set of Dummies variables related to the sectohefirm

Propensity to innovate and R&D (2004 - 2006)

Product Innovation
Process Innovation

Organizational innovation
related to product innovation
Organizational innovation
related to process innovation

Dummy variable: 1 if the firmshzarried out some product innovation, and 0
otherwise

Dummy variable: 1 if the firns learried out some process innovation, and 0
otherwise
Dummy variable: 1 if the firm has carried out soanganizational-managerial
innovations related to product innovation, andl@otise
Dummy variable: 1 if the firm has carried out soonganizational-managerial
innovations related to process innovation, andh@mtise

Investments (2004 - 2006)

Investment in plant or equipment

Investment in ICT

Dummy variablé:the firm, in the period 2004-2006, has invesiteglant,
machinery and equipment, 0 otherwise
Dummy Variable: 1 if the firm, ihe period 2004-2006, has invested in hardware,
software or in telecommunication networks, 0 othsew
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