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Abstract

We extend the available asymptotic theory for autoregressive sieve estimators to cover
the case of stationary and invertible linear processes driven by independent identically
distributed (i.i.d.) infinite variance (IV) innovations. We show that the ordinary least
squares sieve estimates, together with estimates of the impulse responses derived from
these, obtained from an autoregression whose order is an increasing function of the sample
size, are consistent and exhibit asymptotic properties analogous to those which obtain for
a finite-order autoregressive process driven by i.i.d. "IV errors. As these limit distributions
cannot be directly employed for inference because they either may not exist or, where they
do, depend on unknown parameters, a second contribution of the paper is to investigate
the usefulness of bootstrap methods in this setting. Focusing on three sieve bootstraps:
the wild and permutation bootstraps, and a hybrid of the two, we show that, in contrast to
the case of finite variance innovations, the wild bootstrap requires an infeasible correction
to be consistent, whereas the other two bootstrap schemes are shown to be consistent (the
hybrid for symmetrically distributed innovations) under general conditions.
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1 INTRODUCTION

A large body of statistical literature exists around the related inference problems of consis-
tent parameter estimation and hypothesis testing within autoregressive and moving average
models of (potentially) infinite orders. Key applications include: (i) estimation of the (scale
free) spectral density, (ii) inference on impulse response functions, (iii) lag length selection
in autoregressive specifications and (sieve) approximations, (iv) point and interval forecasts.
Following the pioneering work of Berk (1974), the majority of this literature has been articu-
lated in the familiar Lo norm and is therefore not applicable in the case of time series driven
by innovations which display infinite variance (IV). Such heavy tailed data are widely encoun-
tered in many areas of application including financial, insurance, macroeconomic, actuarial,
telecommunication network traffic, and meteorological time series; see, inter alia, Embrechts
et al (1997), Resnick (1997), Finkenstddt and Rootzén (2003) and Davis (2010).

The extension of these time series methods to the case of IV innovations is particularly
challenging for at least two distinct reasons. First, under IV the asymptotic distributions of
estimators and statistics obtained from autoregressive and moving average time series models
are in general non-standard (in particular, they depend on unknown nuisance parameters,
such as the so-called ‘tail index’, see e.g. Davis and Resnick, 1985a). Second, the bootstrap
techniques which are frequently used to approximate the asymptotic distributions of these
quantities in the finite-variance case, tend not to be robust to infinite second order moments
and require some modification. This is due to the fact that the bootstrap distributions are
dominated by sample extremes (Athreya, 1987; Knight, 1989).

In the finite-variance case, sieve-based inference on linear stationary processes is well-
understood and is based on fitting an autoregressive approximation whose order increases
with the sample size. Berk (1974) and Lewis and Reinsel (1985) study the asymptotic dis-
tributions of the resulting sieve OLS estimators for univariate and multivariate processes,
respectively, while Kreiss (1997) and Paparoditis (1996) demonstrate the asymptotic validity
of the associated standard i.i.d. and wild bootstrap sieve inference procedures. In this paper
we explore asymptotic and bootstrap sieve-based methods of inference for stationary linear
processes driven by IV innovations, restricting our attention to ordinary least squares (OLS)
estimators. While other estimators, including M estimators (see, inter alia, Knight 1987, and
Davis et al., 1992), and estimators based on trimmed data (Hill, 2013, and references therein)
can be more efficient than OLS (most notably where the tail index is considerably below 2; see
Calder and Davis, 1998), these estimators are dominated by OLS in the finite variance case;
see Maronna et al. (2006,p.269) for a comparison of M and OLS estimators. Importantly,
OLS remains widely used by applied workers, especially in economics and finance, and part
of our contribution is to show how the small sample efficacy of OLS-based methods can be
considerably improved when the innovations are IV using bootstrap methods.

For finite-order autoregression driven by i.i.d. IV errors, it has been established that the
OLS estimators of the autoregressive parameters are consistent but that three possible types
of asymptotic behavior can occur; see, inter alia, Hannan and Kanter (1977) and Davis and
Resnick (1985b, 1986). To illustrate this via a simple example, consider the AR(1) process

X =0Xi1+et, t€Z,

where |3] < 1 and &; are symmetric i.i.d. in the domain of attraction of an a-stable distribution
(defined formally in section 2) with tail index o € (0,2). The large sample behavior of the
OLS estimate of 3, denoted B, depends on the unknown distribution of {¢;}. In particular,
three possible cases arise:

CASE (i): If E |e1|* = oo, then there exists a sequence [, slowly varying at infinity



and depending on the distribution of &;, such that
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where S7 and Sy are independent a and «/2-stable random variables (r.v.’s),
respectively; see Davis and Resnick (1986, p.557);

CASE (ii): IfE |€1|a < oo and lim;_,o P(‘€1€2| > t)/P(‘€1| > t) =2E |€1|a, then
there exists a slowly varying sequence lp such that (1) holds but where S; and Sy
are now dependent o and «/2-stable r.v.’s; see Davis and Resnick (1985b, p.279);

CAsE (iil): If Ele1]® < oo and limy_,o P(|e182| > t)/P(|e1| > t) = oo (note that
there are no other possible values for this limit than 2 E |¢1|* and oc), then 5 — 3
cannot be normalised such that a non-degenerate limiting distribution obtains;
see Davis and Resnick (1985b).

Our first contribution is to show that this asymptotic trichotomy carries over to the
general IV linear process case, thereby extending the range of available asymptotic theory for
OLS sieve estimators to cover the case of i.i.d. IV innovations. In doing so we establish the
consistency of the OLS sieve estimators and the rates at which the order of the autoregressive
approximation must increase with the sample size for these results to hold. We also use
these results to demonstrate the consistency of two important estimators derived from the
OLS sieve-based estimates, namely estimates of the impulse responses and of the scale-free
spectral density function.

As the example above demonstrates, even with knowledge of the tail index, «, asymptotic
inference based on the OLS sieve estimator may not be possible and, if it is, it will not be
known which form of the asymptotic distribution should be used. Our second contribution is
then to investigate the usefulness of bootstrap approximations to the distribution of the OLS
sieve estimators in the IV case, complementing the recent work of Kreiss et al. (2011) who
highlight the wide range of validity of autoregressive sieve bootstrap methods for the case of
finite-variance data.

Whilst standard i.i.d. bootstrap methods are inconsistent in the IV case, other bootstrap
methods can yield consistent inference for the case of the location parameter; these include the
‘m out of n’ bootstrap (Arcones and Giné, 1989), a parametric bootstrap (Cornea-Madeira
and Davidson, 2015), the permutation bootstrap (LePage and Podgorski, 1996) and the wild
bootstrap (Cavaliere et al., 2013). Of these, the latter two preserve the sample extremes
(even asymptotically) and are therefore anticipated to lead to more concentrated reference
distributions than the unconditional distribution estimated by the ‘m out of n’ and parametric
bootstraps (see the numerical evidence in LePage, 1992), and hence to deliver more powerful
bootstrap tests. Moreover, issues surrounding sample length selection with the ‘m out of n’
bootstrap and preliminary estimation of the tail index and the asymmetry parameter with
the parametric bootstrap are avoided. For these reasons, our focus will be on the permutation
bootstrap, the wild bootstrap and a hybrid combination of the two.

In the context of the present problem, with the existence of asymptotic distributions not
guaranteed in case (iii) above, we discuss consistency in terms of the proximity between some
conditional finite-sample distributions of the OLS sieve estimate and their bootstrap coun-
terparts. We show that the permutation and hybrid bootstraps are consistent under general
conditions (the latter provided the innovations are symmetric), but that, in contrast to the
case of finite variance innovations, the wild bootstrap is inconsistent unless an infeasible cor-
rection term is added to the difference between the original and bootstrap sieve estimates.
Monte Carlo simulation results are presented which suggest that the permutation and hybrid



bootstraps outperform the uncorrected wild bootstrap, ‘m out of n” bootstrap and i.i.d. boot-
strap procedures in terms of finite sample size properties (and the latter two, also in terms
of power). These results, consistent with the findings of LePage (1992) and Cavaliere et al.
(2013) for the location testing problem, also show that the permutation, wild and hybrid
bootstrap methods can lead to considerable gains in the finite-sample precision of OLS-based
inference under IV, especially when the tail index is small, yet retain the superior properties
of OLS-based inference when the innovations have finite variance.

The plan of the paper is as follows. In section 2 we detail our reference data generating
process (DGP) and introduce the autoregressive sieve approximation, and associated OLS
sieve estimators. In section 3 we establish the large sample properties of these estimators.
Section 4 investigates the use of sieve bootstrap methods. Results from a Monte Carlo study
are reported in section 5. An application to impulse response functions is offered in section 6.
Main proofs are contained in section 7; additional theory and proofs are reported in Appendix
Al

2 THE DGP AND SIEVE APPROXIMATION

Suppose that
o
Xt == Z%’Et—ia te Z: (2)
i=0

is a stationary and invertible linear process with IV innovations. Specifically, the following
set of conditions is taken to hold.

ASSUMPTION 1

(a) The random variables €¢ (t € Z) form an i.i.d. sequence which is in the domain of
attraction of an a-stable law, o € (0,2); i.e., the tails of the distribution of €, exhibit
the power law decay, P (|et| > x) = o= *L(x), for x > 0, with L(-) a slowly varying
function at infinity, and im 4o P(ex > x)/P (|le¢e] > z) =:p € [0,1], lim 4,00 P(er <
—xz)/P(les] >x) =1—p. IfE|e1] < o0, it is assumed that Ec; = 0.

(b) There exists a § € (0,a) N[0,1] such that 35 i|v;]*/? < cc.

(¢c) The power series v (z) = > ioy7V,2", where we set vy = 1 with no loss of generality,
has no roots on the closed complex unit disk.

(d) Its reciprocal 1 — "2, B;2" == (322, 7:2") 7L satisfies S 500 |8:]° < oo, where § is as
defined in (b).

REMARK 2.1. (i) The parameter « in part (a) of Assumption 1, which will be treated as
unknown in this paper, controls the thickness of the tails of the distribution of ¢, and, as
such, is often referred to as the tail index, index of stability or characteristic exponent; see
e.g. Chapter XVII of Feller (1971). Moments E |g|" are finite for r < « and infinite for
r > «; the moment E |e;|* can be either finite or infinite, discriminating between some results
in section 3. The tail index is inherited by the limiting distribution of the appropriately
normalized (and for @ = 1, also centred) sums of e;, belonging to the class of so-called
stable distributions. Heavy tailed data are widely encountered in applied research; reported
estimates of « include 1.85 for stock returns (McCulloch, 1997), above 1.5 for income, about
1.5 for wealth and trading volumes, about 1 for firm and city sizes (all in Gabaix, 2009, and
references therein) and even below 1 for returns from technological innovations (Silverberg
and Verspagen, 2007).



(ii) Part (b) of Assumption 1 imposes strict stationarity on X;, guarantees almost sure
convergence of Y o0 ,¢—; (as well as some series in €7) and underlies the asymptotics for
sample correlations (Davis and Resnick, 1985b, p.270, and 1986, p.547). This condition also
implies that >.5° i%9|vy;| < oco. Therefore, part (b) of Assumption 1 would also impose
weak stationarity on X; in the case where the mean and variance of ¢; were both finite and
constant. Part (c) ensures that the MA polynomial, v(z), is invertible, while part (d) implies,
among other things, that the infinite autoregressive series in (3) below converges absolutely
with probability one. O

Under Assumption 1 X} in (2) is strictly stationary and invertible and, equivalently, solves
the (potentially) infinite-order difference equation

Xe=> BiXiite,tel (3)
=1

The coefficients in (3) satisfy Y .o, i2/%|B,] < oo due to the analogous property imposed on
the {v;} in part (b) of Assumption 1; see Brillinger (2001, pp.76-77).

In this paper we study inference based on a sieve approximation to (3); this is obtained
using the truncated autoregression

k

X = ZﬁiXt—z‘ + €tk (4)

=1

where the lag truncation parameter, k, is an increasing function of the sample size. In

(4), €k := €t + pyg, where pyp := > %, 3;X;; represents the sieve approximation error.

The OLS estimates of the sieve parameters B, := (34,...,3;) in (4), given the sample ob-

servations (X1, ..., Xr), are given by B; = (S§)~! ZtT:kH XF Xy = (B, B1), where
T .

Sto == Dtk Xi o (Xfq) with XPy = (Xeo1, 0y Xip)-

3 CONVERGENCE RESULTS FOR OLS SIEVE ESTIMATORS

Here we establish the large sample properties of the OLS estimators from the sieve regression
(4) when the DGP is a linear process driven by IV innovations, as in (2). We initially show
consistency of the OLS sieve estimators from (4). The usual Euclidean vector norm is denoted

by ||

THEOREM 1 Let {X;} be generated according to (2) under the conditions of Assumption 1.
Then, provided 1/k + k?/T — 0 as T — oo, it follows that ||3) — Bx|| = op (1).

Having established the consistency properties of the OLS sieve estimators, we now turn
to studying the asymptotic distributions (where they exist) of the OLS sieve estimators,
demonstrating how the assumptions used so far need to be strengthened to achieve finer
results. We begin by stating a lemma which shows how the asymptotic argument can be
reduced to an analysis of the sample autocorrelations. This lemma employs some additional
notation that we introduce and discuss next.

First, define ar = inf{z : P(le1] >z) < T~!}. By part (a) of Assumption 1, there
exists a sequence lp, slowly varying at infinity, such that ap = T%lp. For the case where
Ele1]* < oo and limy_,o P(le182| > t)/P(le1] > t) = 2E|e1]|®, define ar = ar; otherwise,
define ar := inf{z : P (|e1ea] > ) < T~1}. In the latter case ar = arly for some I, slowly
varying at infinity, such that i — co as T — oco; see Davis and Resnick (1985b,p.263, and
1986,p.542).



Second, define the infinite Toeplitz matrix X := (r|i_j‘)§’3:0 formed from the scale-free
autocovariances, T|;_j| == Y .2 VsVs+li—j|- It is a standard fact that X generates a bounded
operator on the space ¢ of square summable sequences endowed with the Euclidean metric;
see Theorem 1.9 of Bottcher and Silbermann (1999,p.10). Moreover, under Assumption 1, the
operator generated by ¥ is invertible; see Theorem 1.15 of Bottcher and Silbermann (1999,
p.18). We denote the matrix of the inverse operator with respect to the canonical base of ¢o
by 1.

Finally, we denote by L a generic m X oo selection matrix of constants, with (i,j)-th
element [;;, and let Ly := (L.1,..., L.;) denote the matrix formed from the first k£ columns
of L. The matrix L, and hence Ly, will determine the linear combination(s) of the coeffi-
cients, 8, j = 1,2, ... from (3) we are interested in conducting inference on, via constructing
confidence intervals or, equivalently, testing hypotheses of the generic form L3 = [, where
B := (B4, Ba,...)" is the 0o x 1 vector of AR coefficients from (3) and [ is a m x 1 vector of
constants. For example: inference on §; would require L = (1,0,0,....); inference involving
the sum of #; and 5 would require L = (1, 1,0....); a joint simple hypothesis on 3; and [,
would require the first row of L to be as in the first example above and the second row to be
(0,1,0,....). We are now in a position to state our preparatory lemma.

LEMMA 1 Let the conditions of Theorem 1 hold, and assume further that ap 2, 18] —
0 as T — oo. Also assume that there exists some &' € (6, 22%&), where § is as defined in part
(a) of Assumption 1, such that the selection matriz L has &'-summable rows under linear
weighting (i.e. such that Z;’ilj|lij|6/ <00,i=1,...,m). Then, provided 1/k +k>/T — 0 as
T — oo, with the additional condition that k is not a slowly varying function of T for the

particular value o = 1, it holds that

00 T
”Lk{(Bk —By) —dr} - 0%2 ZAj Z (et—jee — pp)|l = OP(G%251T)7
j=1  t=k+1

where: dp := (T —k)y (1) up(SE) " tay, with pp = E(e12lf|c,ep<ar}) and ug a k-dimensional
vector of ones; 0% = EtT:kH €7; finally, A; € R™ (j € N) are given by A; :==>1_, L(Zfl).ifyj_i.

REMARK 3.1. (i) The analogue of our condition ar ) 2, ., [6;] — 0 in the finite-variance
case is T1/? > e i1 18i] — 0; see Berk (1974) and Lewis and Reinsel (1985). Both conditions
involve the order of magnitude of the (possibly centred) error sums Zthl €¢, respectively ar
and T2 for infinite and finite variance. Our condition entails that % is, in general, required to
grow at a faster rate the smaller is a. However, in the important special case of a finite-order
autoregression, k is only required to be at least as large as the true autoregressive order, while
in the case where the 3;, i = 1,2, ... exhibit exponential decay (as happens for finite-order
ARMA processes), any power rate of the form k = T" (r € (0,1)) is sufficient uniformly in «.
As regards the summability condition on the rows of L, again a similar condition is imposed
on L in the finite-variance case; see Theorem 2(iv) of Lewis and Reinsel (1985).

(ii) An important implication of the approximation given in Lemma 1 is that the large
sample behavior of the OLS sieve estimator is determined by the same three cases for
apt Z?:k+1(5t—j5t — pp) studied in Davis and Resnick (1985b,1986) as in the finite-order
autoregressive setup discussed in the introduction. Cases (i) and (ii), where an asymptotic
distribution exists, will be detailed in Theorem 2 below. Under case (iii), and as in Davis and
Resnick (1985b), the OLS sieve estimators cannot be normalised such that a non-degenerate
limiting distribution is obtained.

(iii) Given part (a) of Assumption 1 and the assumption of ¢’'-row-summability of L under
linear weighting, the A; (j € N) are also row-wise ¢’-summable under linear weighting; that



is, Z;’il j]AZ-j]‘S, < 00,1 =1,...,m (see section 7.2). This property is sufficient for the series
in Lemma 1 and Theorem 2 to be a.s. convergent, and, hence, for David and Resnick’s (1985b
and 1986) asymptotic theory for sample autocovariances to be applied in Theorem 2 below.
Notice that the upper bound on ¢’ is used to control the convergence rate of the quantity
Li¥ ! to LY. O

We now provide in Theorem 2 the asymptotic distribution of the OLS sieve estimator
from (4) under Cases (i) and (ii) of the three possible cases outlined in section 1.

THEOREM 2 Let the conditions of Lemma 1 hold, including the rate conditions on k imposed
therein. Then:
CASE (i): If E |e¢|* = o0, then

CLQTE‘:FlLk{(Bk — By) —dr} =57 ZAijv (5)

J=1

where {S;}32, is an i.i.d. sequence of a-stable r.v.’s and S is an a.s. positive o/2-stable r.v.
independent of {S;}32,, with remaining notation as in Lemma 1; CASE (i): If E|e]* < oo
and liminf,_o P(|e1g2| > t)/P(le1] > t) = 2E |e1|*, then (5) holds with a*a;' = ar, and
where {Sj};?ozl and S are as described in Case (i) except that they are now dependent with
joint distribution as given in Theorem 3.5 of Davis and Resnick (1985b).

REMARK 3.2. (i) The requirement on the lag truncation parameter that 1/k +k3/T — 0, as
T — o0, is standard in analogous theorems in the finite-variance case; see, inter alia, Berk
(1974, Theorem 6) and Lewis and Reinsel (1985, Theorem 2). However, this rate condition
can be weakened in our setting to 1/k + k:max{2’1+o‘}+</T — 0, as T — oo, for some ¢ > 0.
Clearly this condition becomes weaker the further « is from 2, while approaching the usual
k3 /T rate as o approaches 2. This weaker rate entails that k is allowed to grow at a faster
rate the smaller is a.

(ii) If the distribution of {¢; } is symmetric (about zero), then so is the distribution of €1e3,
and the centering term dr in (5) will be zero. If the distribution of {e;} is asymmetric and
o € (0,1)U(1,2), then the centering of (3;, — B8;) can be omitted but at the cost of a location
shift in S;. In the case where a € (0,1) we have that Ta;'up — (25 — 1) 1% as T — oo,

by Karamata’s theorem (see Feller, 1971, p.283), where p := p? + (1 —p)2 (see Assumption

1(a)), and so omitting dr requires S; to be replaced by S; := S; + (2 — 1) %= in (5). For
a € (1,2), omitting dr requires S;j to be replaced by S; — ES; = S; + (2p — 1) 125 again.
The centering cannot in general (other than in the symmetric case) be omitted when a = 1.

(iii) If the distribution of {e1} is symmetric (about zero), then so is the distribution of
Sj. In this case the i-th component of the limit distribution in (5) is equal in distribution
to (-5, |Aj;|*)1/*S;/S. This is analogous to the the finite-variance case, where the same
holds with a@ = 2, §7 standard Gaussian and S = 1. If a consistent estimator & of o were

available, then (3222, |Aj;|*)/® could be consistently estimated. If a studentising statistic

growing at the rate of a}2dT were available (which is in itself an open question, as pointed out
by a referee), then an asymptotic test for one-dimensional restrictions could be constructed
by reference to the quantity S1/S. However, and in contrast to the the finite-variance case,
it does not seem possible to find a full-rank linear transformation of the limit in (5) which
depends on « alone, precluding a similar simplification of the joint asymptotic test of several
restrictions. O

The asymptotic results given in this section highlight the infeasibility of classical asymp-
totic inference for testing linear hypotheses (or constructing confidence intervals) concerning
the elements of 3. In particular, as Remark 3.2(ii) makes clear, even under the special case



discussed there inference would still not be feasible without knowledge of which of Cases
(i) and (ii) held (and indeed, that it was one of these cases, rather than Case (iii) which
held). An obvious alternative therefore, which we consider in the next section, is to explore
bootstrap methods of inference, which may be thought of as a device for approximating the
finite sample distributions of the test statistics involved. As in practice it is rarely clear if
the data exhibit IV, it will be desirable to have available bootstrap procedures that are valid
for testing hypotheses concerning the parameters of linear processes driven either by finite
variance or IV innovations.

4 BOOTSTRAP METHODS

In this section we propose and discuss three bootstrap methods of inference for IV linear
processes. First, we consider the wild bootstrap (based on random sign changes in the
residuals), which for the benchmark problem of inference on the location has been shown
to be robust to errors with symmetric IV distributions; see Cavaliere et al. (2013). LePage
(1992) also shows that a wild bootstrap based on random signs can yield very significant
improvements in precision since it approximates a conditional version of the test statistic’s
distribution. Importantly for precision, in the IV case the randomness due to conditioning
remains in the limiting distribution of the bootstrap statistic, in contrast to what happens in
the finite-variance case. An alternative to the wild bootstrap, which approximates a different
conditional distribution of the test statistic with asymptotic randomness, is the permutation
bootstrap proposed by LePage and Podgorski (1996) in the context of regressions with fixed
regressors and IV errors. Unlike the wild bootstrap, the permutation bootstrap does not
require the assumption of distributional symmetry. Finally, we also consider a hybrid of
these two, which we term the permuted wild bootstrap, where the residuals are permuted
and their signs drawn randomly.

In the problem of inference on the location (Cavaliere et al. 2013), a particularity of
the wild bootstrap statistic used is permutation-invariance. Only two of the three bootstrap
schemes outlined above will deliver statistics which have permutation-invariant distributions
in the present setting and it will turn out to matter for the asymptotic properties of the boot-
strap approximation. Specifically, unlike the location case, here bootstrap statistics computed
by randomly changing the signs of the residuals (as is done with the wild bootstrap) are not
permutation invariant; they are used to approximate the distribution of the test statistics
conditional on (essentially) {le;|}_, ; and this distribution changes when the elements in
this sequence are reshuffled. To obtain a permutation-invariant reference distribution, the
residuals need to be permuted explicitly, resulting in an approximation to the distribution of
test statistics conditional on (essentially) the order statistics of {e;}/_, ., and {|e;|}]_,, for
the permutation bootstrap and the permuted wild bootstrap, respectively. Moreover, because
random permuting effectively enlarges the reference population, the reference distributions
for the permutation bootstrap and the permuted wild bootstrap can be expected to be more
dispersed than that of the pure wild bootstrap, illustrating a cost of achieving permutation
invariance.

4.1 BOOTSTRAP IMPLEMENTATIONS

In Algorithm 1 below we formalise the three bootstrap schemes that we will analyse in this
section. To simplify notation and ease exposition, we shall assume that L and L are 1 X oo
and 1 x k, respectively, corresponding to the case of a single linear restriction of the form
LB = [. Moreover, we shall not studentise the test statistics. Corresponding results for
Wald-type tests of multiple restrictions will be discussed in Remark 4.2(ix).



ALGORITHM 1.

Step (i) Estimate (4) by OLS to yield the sieve estimates, Bi, 1 =1, ..., k, and the correspond-
ing residuals, & = X, — B, Xk | t=k+1,..,T.

Step (ii) Generate the bootstrap errors e; = & pywy, t = k + 1,...,T, where two options
are considered for each of m and {w;}/_, ., namely: (i) 7 (t) = t, i.e., m is the identity
function on {k + 1,...,T}, or (wg) 7 is a random permutation of {k + 1,...,T}, and (wy)
we=1{(=%k+1,..,T), or (Wg) w; are i.i.d. Rademacher r.v.’s (wy = £1 each occurring
with probability %) In all options, m and {wt}tT:k 41 are independent of each other and the
data. The combinations (w4, Wr), (wr,w1) and (wr,wg) correspond respectively to the
wild bootstrap, permutations bootstrap and permuted wild bootstrap.

Step (iii) Construct the bootstrap sample using the recursion

X t=1,..,k
X = - T 6
! { S BiX: 4er t=k+1,..,T (©)

and define the bootstrap product moment matrices Sg := 7, L1 X3F(XR)) and SEE =

ZtT:kH Xk er with Xi*, == (X;_4,...,X; ;). The bootstrap analogue of the OLS sieve
. A ax _ T

estimator, By, is By = (Sg&) ™! D ikl X;‘%;Xt*A

Step (iv) Define the bootstrap statistic Ly (8, — B)) = Li(SgE)~1SgF and use its distribution

conditional on the data to approximate an appropriate conditional distribution of L (8, —/3}).

REMARK 4.1. (i) As is standard, the distribution of the bootstrap statistic Ly(3;, — B}
conditional on the data is approximated by numerical simulation. This is achieved by gen-
erating B (conditionally) independent bootstrap statistics, Ly ( Az(b) - Bk), b=1,..., B, com-
puted as in Algorithm 1 above, with B large. The respective B simulated quantiles are
then used as approximations for the quantiles of Lk([i’k — B;). For instance, in the case
where inference is on the null hypothesis Hy : L3 = [ against the (one sided) alternative
Hy : LB > [, the bootstrap p-value associated to the original test statistic LkBk — [ is com-
puted as 7% = B8 I(Lu(BL” — By) > LiBy — 1).

(ii) Notice that in the implementation of the bootstrap procedures proposed in Algorithm
1, deterministic normalising sequences (such as T2 or a%d;l as in Theorem 2), are not
required when applied simultaneously to the original and bootstrap statistics, as bootstrap
test outcomes are invariant to scaling. This exempts one from the need to decide on an
appropriate normalising sequence in applications and, in particular, is important for the
robustness of bootstrap tests based on the finite-variance normalisation 77/2 to the presence
of IV. Nevertheless, normalisation is necessary in the asymptotic analysis of the bootstrap to
prevent the statistics at hand from vanishing as T" diverges. U

4.2 AsyMPTOTIC THEORY FOR THE BOOTSTRAP

The next theorem, in the style of LePage and Podgorski (1996), characterizes the large
sample properties of the three bootstrap methods introduced in Algorithm 1. It concerns
the proximity (in the Lévy metric p;) of finite-sample distribution functions as 7' — oc.
Specifically, for a given n > 0, n-proximity of two cdfs F' and F'* at a point x is evaluated by
means of the indicator

IFF (@) =1(F* (x—n) —n < F(z) < F* (z+n) +n).

Then, for F' a (conditional) distribution function of a%d}lLk(B,: — B4), and F* a (condi-
tional) distribution function of the bootstrap statistic a%&}lLk(BZ —Bk), we will provide



sufficient conditions such that the Lévy distance between F' and F™* vanishes in probability
as T' diverges:

pr (F,F*) 50, py (F,F*) :=inf{n > 0: Ve € R, I'F" () =1}.

In the theorem, we will discuss two forms of the bootstrap statistic. Along with Lk(BZ —
B;), which is the usual bootstrap analogue of L, (8, —3;), we will consider an infeasible boot-
strap statistic of the form Ly (8, —B,+AB},), where Af), := (S(’j(’)“)*1{231?2,6+1 w X (XE ) B~
B}) is a correction term. Although this statistic cannot be computed in practice, it allows
us to shed some light on the properties of the wild bootstrap approximation in the present
framework. The statistics are normalised as in Lemma 1 and Theorem 2; see also Remark
4.2.(viii) below.

THEOREM 3 Let {X;} be generated according to (2) under Assumption 1. Let L be such that
S, |Li|? < 0o, where § is as given in Assumption 1. Moreover, let F* and F** denote the
bootstrap distribution functions conditional on the data of, respectively, a%d;lLk(,@}Z — Bk)
and azT&}lLk(BZ - Bk + ABZ) For distribution functions viewed as stochastic processes on
the probability space where {e,}3° _ . are defined, and provided k is such that 1/k+k5/T — 0
and ar Y ;2 1 18] — 0 as T — oo, it holds that:

(a) If {e;} is symmetrically distributed, then p;(F*® FI€l) — 0 for the wild bootstrap,
(mia, WR), where FI€l denotes the distribution function of aQTEL}lLk(Bk — By,) conditional on
{leelHe o

(b) Provided k'2/°t< /T — 0 for some ¢ >0 if a < %, then pp(F*,F®) — 0 for the per-
mutations bootstrap, (g, w1), where F'© denotes the distribution function of a%d;lLk(Bk —
By) conditional on {e;}F__ and the order statistics of {ediin

—0o0

(c) If {e;} is symmetrically distributed, and provided k'%/°+C/T — 0 for some ¢ > 0
if a < %, then py(F*,Flel) — 0 for the permuted wild bootstrap, (wr,wgr), where F'®l
denotes the distribution function of asz;lLk(Bk — By.) conditional on {|e;|}F_ and the

order statistics of {‘€t|}?zk+1'

— 00

REMARK 4.2. (i) The result in part (a) of Theorem 3 shows that an asymptotically exact
(in the Lévy metric) approximation of Flel by the wild bootstrap requires the addition of
the correction term, ABZ, to BZ — B. In contrast, parts (b) and (c) establish that the
permutation bootstrap and the permuted wild bootstrap approximations of, respectively, F'®
and Flel are consistent (in the Lévy metric) with no need for a correction. Some further
clarifications in regard to this are given in Remarks 4.2(iv)-4.2(vii) below.

(ii) Because LB = LB +o(apar) under the conditions of Theorem 3, the results there hold
with Ly (Bk — B;,) replaced by LkBk — LB. Hence, the corrected wild, permutation and per-
muted wild bootstraps always approximate a (conditional) distribution of 7 := a%&;l(LkBk —
Lp) for the true LB. Under the null hypothesis Hy : L3 = [, the bootstraps approximate a
distribution of the test statistic 79 := a%d}l(LkBk — 1) since 7% = 7. On the other hand, if
Ho does not hold, then 79 = 7 + a%d;l(L,B —[) diverges at rate a%&}l, while it can be seen
that (under the conditional probability measures of Theorem 3) 7, and, hence, its consistent
distributional approximations by the bootstrap, have lower orders of magnitude. This implies
consistency of the bootstrap tests of Hy. The test based on the uncorrected wild bootstrap
is consistent for similar reasons.

(iii) Although in the case where o < % additional rate conditions have been placed on £ in
parts (b)-(c) of Theorem 3 in order to obtain the stated results in a reasonably tractable
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way, we conjecture that these extra conditions could be weakened. However, given the very
limited empirical relevance of distributions with small «,, we have not attempted to do so.
(iv) The use of the correction term A,@Z is asymptotically equivalent to using the true &; yw;
instead of ef = &;w; in the generation of the bootstrap data X;. The correction term can
only be calculated if 5 is completely specified under the null hypothesis (specifying L3 alone
is not enough as (Sg&) {3, L1 weX3F (XF_ )’} is not asymptotically equivalent to a scalar
matrix). Therefore, it is of limited practical interest. Nevertheless, it can be calculated in a
simulation experiment in order to evaluate its effect on the finite-sample performance of the
bootstrap, as we shall do in Section 5 below.

(v) Under IV, without permuting the residuals, the term ABZ is not asymptotically negligible
compared to 3, —B8y,. In fact, conditionally on the data, the terms SiF and ZtT:kH w Xk (XF )
have the same order of magnitude in probability as the squared extremes of the data, and so
ABZ has the same order of magnitude as B, — B.

(vi) The term ABZ is not related to the fact that we do not centre the residuals, nor to
the approximate nature of the autoregressions we estimate. The same correction would be
necessary even for an i.i.d. process with IV errors (7, = 0, i € N) to which an exact finite-
order autoregression is fitted (say, with k¥ = 1 and coefficient $). Without permuting, in that
(k=1) case

T -1/
Ap = (z ) (z ww> +ope(8) G
t=3 t=3
in P-probability, where P* denotes probability conditional on the data. Then, in the sense
of weak convergence of random measures,
{n}§;1>

ZtT:3 £ Wi 1Wt T-1| w >ic 7;2/(151'
£ T 2 {echs | = £ oo 2/
Dt=3€i-1 Do T,
with 7; (¢ € N) distributed as the arrival times of a Poisson process with intensity one, and
{6;} ani.i.d. sequence of Rademacher r.v.’s jointly independent of {7; };cn (LePage, Woodroffe
and Zinn, 1981). Rather, the correction is made necessary by the IV of the regressors. This
is in contrast to the case where Z;f:g 8?71(231:3 e2 )72 =o0p (1), e.g., when Ee} < oo.
(vii) In the context of Remark 4.2(vi), if a random permutation, say 7, is applied to the

residuals, then the following expansion holds in place of (7):

T -1 /7
Ap* = B (Z 53—1) (Z 57r(t—1)57r(t)—1wt1wt> +op+ (3) (8)

t=3 t=3

in P-probability. Because 7(t — 1) # m(t) — 1 with high probability, the random permutation
avoids, with high probability, the squaring of errors in the numerator of AS*, in contradistinc-
tion to (7). Intuitively, since the cumulation of mixed products of errors is of lower stochastic
magnitude order than the cumulation of squared errors, the order of magnitude of the leading
term in expansion (8) is lower than in (7). A rough but sufficient formal estimate confirming

this is .
D43 En(t—1) ()1 We—1Wp 1 (S fe)?
T = T =
> i3 5%71 -3 D=3 5571

where ZtT:3 g2, = Op(a%), and Z?:l let] is Op(ar), Op(Tlr) and Op(T') respectively for
a € (0,1), « =1 and a € (1,2), with I slowly varying at infinity. Hence, by Markov’s
inequality, AS* = op» (B) in P-probability and no correction of the bootstrap statistic is
necessary.

E*

Op(l),

11



(viii) Theorem 3 employs normalisation by the rates from the unconditional analysis of mean
corrected estimators (see Lemma 1 and Theorem 2), but does not employ the mean correction
itself. Omitting the mean correction may affect the order of magnitude of the estimators (by
a multiplicative slowly varying factor) only for the case of asymmetric errors with a = 1 (see
Remark 3.2(iii)). The bootstrap approximations remain valid also if the statistics are divided
by this extra factor because the conclusions of Theorem 3 can be shown to hold also if the

normalisation sequence a%d;l is replaced by a%ﬁre for small € > 0 (for the wild bootstrap,
under the extra condition that a%ﬁe g1 1Bil = 0as k — o).

(ix) To test m linear restrictions on 3, written as L3 = [, where L satisfies the assumptions
of Lemma 1, a Wald statistic can be used:

W = T652(LiBy — 1) [Li(Sky) L)~ H(LiBy — 1),

where 6% := Zf:k 41 &2. Critical values from conditional distributions of W (with the three
conditioning options as in parts (a)-(c) of Theorem 3) can be approximated using the boot-
strap distribution of the bootstrap counterparts (respectively feasible and infeasible),

W* = T(o%?) " (By — Br) Lk Li(Sit) " Li) L (B, — By)
W3 = T(07) " (Br — Br, + ABY) L[ Li(S3h) Ly ' Li(B, — By, + ABy)

where J*T2 is the sum of squared residuals for the bootstrap data. The properties of the
bootstrap approximation are analogous to those stated in Theorem 3 for the univariate non-
studentised statistics. More specifically, in the appendix we show that if a%d;lLk (Bk - BL),
a?pd;lLk(Bz —Bk) and a?pd}lLk(Bz —Bk —|—ABZ) are replaced by a4TdE2T*1W, a4Td;2T*1W*
and a4TZL;2T_1WZ respectively, the conclusions of Theorem 3 remain valid, provided the row
sequences of L decay sufficiently fast (cf. Lemma 1).

5 FINITE SAMPLE PROPERTIES

We now present results from a small Monte Carlo simulation study comparing the finite sam-
ple size and power properties of the three bootstrap procedures from Algorithm 1, together
with a standard i.i.d. bootstrap, an ‘m out of n’ bootstrap and a non-bootstrap test which
uses a critical value from the standard Gaussian distribution. Throughout the section, the
wild bootstrap is based on centred residuals, as we found that centring tends to attenuate the
size distortions due to the inconsistency (see Remark 4.2(i)) of this bootstrap method. As a
benchmark for comparison, results for the infeasible corrected version of the wild bootstrap
discussed in Remark 4.2(iv) are also included in the cases of symmetric errors (where the
correction is asymptotically valid). The reference DGP is the MA(1)

Xt:z?t—i-"yf—:t_l, t= 1,...,T (9)

with v € {£0.4,0} and T' € {100,500}. The errors {e;}L_, are i.i.d. draws from one of the
following stable distributions: (1) symmetric with @« = 1 (Cauchy); (2) asymmetric with
a = 1 and asymmetry parameter 0.75; (3) symmetric with o = 1.5; (4) asymmetric with
a = 1.5 and asymmetry parameter 0.75. As a benchmark case we also include: (5) the
standard Gaussian distribution (o = 2).

We evaluate the finite-sample size and power properties of tests for the null hypothesis Hg :
(1 = B against the two-sided alternative Hy : 3; # B in the context of the sieve autoregression
(4) with k chosen such that the condition in Theorem 3 that 1/k + k5/T — 0 as T — o0
is satisfied. The same value of k is used in step (iii) of Algorithm 1. Results are reported
for the (two-sided) studentised ¢-type version of the bootstrap tests (see Remark 4.2(ix)) at
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TABLE 1
Empirical Rejection Frequencies under the Null Hypothesis: DGP (9)

v —-0.4 0.0 0.4
Case: 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5
Panel A: T =100
Wild 6.4 6.1 6.7 7.0 5.6 6.3 6.4 6.7 71 55 6.1 58 66 69 54

Wild (corr.) 35 — 28 — 32 35 — 29 — 33 36 — 28 — 34
Perm.-Wild 5.2 6.0 4.5 5.1 4.8 51 5.8 46 48 4.9 5.1 5.6 4.7 48 4.9
Permutation 5.2 6.1 4.7 5.2 5.0 51 59 47 50 5.0 52 5.8 48 5.0 5.0

iid 3.7 44 38 4.1 4.7 3.8 44 46 4.0 4.8 3.8 44 40 41 49
m/n 3.3 40 33 34 39 3.3 3.8 33 34 44 3.3 3.7 34 36 39
tn 3.7 44 46 4.7 69 3.6 42 46 4.7 6.8 3.7 40 46 4.7 6.7
Panel B: T = 500

Wild 58 6.0 7.2 7.9 4.7 59 59 7.2 80 438 58 56 7.2 80 4.8
Wild (corr.) 4.2 — 44 — 43 43 — 44 — 4.3 41 — 43 — 4.3

Perm.-Wild 4.7 69 5.1 50 4.8 48 6.8 51 49 438 4.7 6.5 50 49 438
Permutation 4.7 6.1 4.9 53 4.7 49 6.2 49 52 46 4.7 59 49 51 47

iid 28 3.7 40 38 46 3.0 3.8 40 38 46 29 34 40 39 47
m/n 29 39 39 37 44 29 4.0 39 3.7 44 29 35 39 36 44
tn 24 35 36 35 5.0 40 34 36 34 5.0 25 3.0 37 34 50

Notes: (i) Tests of Ho : 3; = 8 with 8 = ~ under the null hypothesis. (ii) ‘Wild’, ‘Perm.-Wild’, ‘Permutation’,
‘4id’, and ‘m/n’, denote the wild, permuted wild hybrid, permutation, i.i.d. and ‘m out of n’ bootstraps,
respectively, based on studentised tests; (iii) ‘¢n’ denotes the (non-bootstrapped) studentised test based on
standard Gaussian critical values; (iv) ‘Wild (corr.)’ indicates the infeasible wild bootstrap with the correction
term included, see Remark 4.2(iv); (v) the lag truncation in both the sieve regression (4) and its bootstrap

analogue is set to k = |257/®/InT|; the size of the ‘m out of n’ bootstrap samples is set to m = [37/InT].

the nominal 5% level (tests based on non-studentised statistics behave very similarly and so
are not reported). The results are based on 10000 Monte Carlo and B = 1499 bootstrap
repetitions.

Empirical rejection frequencies (ERFs) under the true null hypothesis, Hy : 5; = v, are
reported in Table 1. The results for stable symmetric cases (1) and (3) suggest that the
permutation and hybrid bootstraps outperform the wild bootstrap, ‘m out of n’ bootstrap
and i.i.d. bootstrap procedures as well as the ¢y test in terms of finite-sample size control.
The same observation can be made for the asymmetric stable cases (2) and (4), although
here we do observe a degree of oversizing for the hybrid bootstrap in case (2) when 7" = 500
(recall that the hybrid bootstrap was not shown to be theoretically valid under asymmetry).
As expected on theoretical grounds, the wild bootstrap test under cases (1)-(4) is oversized,
with size distortions appearing to increase slightly, other things being equal, as the sample
size is increased. Notice also that the infeasible corrected wild bootstrap appears to, if
anything, overcorrect in small samples. Under case (5), where the errors are Gaussian, all
of the procedures are asymptotically valid and little is seen between them, save to note that
the ‘m out of n’ bootstrap remains moderately undersized.

ERFs under the false null hypotheses Hq : 3; = 3 for 3 € {—0.1,0.1} when in fact v =0
are provided in Table 2. The reported results show that under cases (1)-(4) the permutation
and hybrid bootstraps, and to an even greater extent, the wild bootstrap, can lead to sig-
nificantly more powerful tests than their i.i.d. and ‘m out of n’ bootstrap counterparts, as
well as the ty test. Power gains are particularly apparent for 7' = 100 and are considerably
greater for a = 1 wvis-a-vis a = 1.5, other things equal. These results are consistent with
previous evidence in the literature (LePage, 1992; see also the first two paragraphs of section
4) documenting that in the IV case, inference based on conditional distributions tends to
be more precise relative to unconditional inference. The precision gains decrease when «
approaches 2, as the conditional distributions get closer to the corresponding unconditional
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TABLE 2
Empirical Rejection Frequencies under the Alternative Hypothesis

B —0.1 0.1
Case: 1 2 3 4 5 1 2 3 4 5

Panel A: T = 100

Wild 62.5 68.9 32.3 29.5 15.2 62.4 52.1 33.2 33.5 15.2
Wild (corr.) 62.9 — 30.1 — 11.2 63.9 — 29.2 — 10.9
Perm.-Wild 31.3 38.3 19.2 19.5 14.1 31.3 24.3 18.1 18.4 13.7
Permutation 31.3 38.9 19.2 20.1 14.4 31.0 24.2 18.4 19.0 14.0
iid 7.7 12.9 11.3 12.5 14.1 7.7 4.2 10.6 9.7 13.4
m/n 6.4 11.3 9.7 10.9 12.1 6.3 3.4 8.9 7.9 11.7
tn 7.5 13.0 12.8 13.8 17.7 7.3 3.9 12.5 11.4 17.5
Panel B: T = 500

Wild 94.7 98.0 83.2 84.9 59.4 95.1 89.6 83.3 80.4 58.6
Wild (corr.) 95.7 — 83.3 — 58.0 95.2 — 82.9 — 58.4
Perm.-Wild 91.7 97.5 75.8 74.7 58.7 91.2 80.8 75.1 74.4 59.2
Permutation 91.8 97.2 75.4 75.3 58.9 91.1 78.8 74.9 74.9 59.1
iid 89.9 96.0 73.0 71.6 58.4 89.1 71.9 72.1 72.0 58.9
m/n 90.8 96.8 72.0 69.8 57.4 89.9 74.4 71.0 70.7 57.8
tn 84.6 96.1 67.1 64.4 59.9 83.4 63.6 65.7 67.0 60.1

Notes: (i) Tests of Ho : 8, = B under the alternative hypothesis Hy : 3, = = 0. See also Notes to Table 1.

distributions (at least in large samples).

It should be recalled, however, that the wild bootstrap is not size controlled, and this is
the price one pays for the additional finite sample power it displays relative to the permuted
and hybrid bootstraps under cases (1)-(4). Taking these two aspects of the wild bootstrap
together, these results are arguably in accordance with a strand in the recent literature on
the possible finite-sample advantages of inconsistent bootstrap procedures with respect to
their consistent modifications (Samworth, 2003; cf. Potscher and Leeb, 2009, for inconsistent
model selection). The permutation and hybrid bootstraps display almost identical power
throughout, suggesting that the permutation bootstrap should be preferred, given its theo-
retical validity under both symmetric and asymmetric stable cases.

Overall, our Monte Carlo results suggest that, in particular in situations where the prac-
titioner desires inference robust to the possibility of IV, rather than inference specifically
designed for the case of IV, the implementation of OLS estimation in conjunction with the
permutation and hybrid bootstrap methods appears to be very useful. Furthermore, the wild
bootstrap may also constitute a relevant inference device, given its validity in finite vari-
ance autoregressive models (Kreiss, 1997; Gongalves and Kilian, 2007) and its superior power
properties under IV.

6 FURTHER APPLICATIONS

In this section we briefly discuss how our results can be applied to the examples of analysing
the impulse response (MA) coefficients and the power transfer function (scale-free spectral
density) of the process. Proofs of the results in Corollaries 1 and 2 can be found in the
appendix.

Theorem 1 can be used to obtain the consistency properties of the associated sieve-based
estimates of the impulse response (MA) coefficients in (2). To that end, let v := (71, .., 1)’
denote the vector formed from the first & MA coefficients from (2). It is well known that ~,
and 3, are related via the recursive relation v, = I'yB;, where I'y is the lower triangular
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Toeplitz matrix with first column (1 : ~%_,). Given By, a sieve-based estimator of v, can
therefore by obtained via the recursive relations 4, = f‘kBk, where I'j, is the lower triangular
Toeplitz matrix with first column (1 :4}_;)". The consistency of 4, =: (J1,...,9%)" for v is
established in the following corollary of Theorem 1.

COROLLARY 1 Let the conditions of Theorem 1 hold. Then, provided 1/k + k?/T — 0 as
T — oo, it follows that ||, — il = op (1).

The impulse response estimates, 91, ...,7%, can in turn be used to obtain a sieve-based
estimate of the power transfer function (scale-free spectral density) of the process X;, C(\) :=
|1+ Z;’il ’yjei])‘IQ, A € (—m, 7], where i is the imaginary unit. Specifically, the sieve-based
estimator of C'(\) is given by Cp(\) := |1—|—Z§:1 ﬁjeij)‘lz, A € (—m, ]. The following corollary
of Theorem 1 establishes the uniform consistency of this estimator.

COROLLARY 2 Let the conditions of Theorem 1 hold. Then, provided 1/k + k2T — 0 as
T — o0, it follows that supyc(_r 1 |Cr (A) = C(A) | = op (1).

We now use Theorem 2 to obtain the asymptotic distribution of the sieve-based estimate
4, introduced above, of the vector of the first k impulse response coefficients in (2), v, via
the relation 4, — v, = I'rBr — 'k Bs-

COROLLARY 3 Let the conditions of Theorem 2 hold, including the rate conditions on k stated
therein. Then, a%a' Li{(3, — vi) — Tidr} = S71 Zj’;l Aij, where S and {S;}32, are as
under Cases (i) and (i) in Theorem 2, and where Aj := %1 | LT*(%7 1) y;; (j € N) and
T is the infinite-order lower triangular Toeplitz matriz with first column ~y := (1,7, 7, ...) .

The centering term, f‘%dT, can again be omitted under the circumstances outlined in Remark

The bootstrap schemes outlined in Section 4 extend naturally to tests of restrictions on
the MA coefficients ! := (v, 7, ...)". For example, for a null hypothesis of the form L~y! = [,
where L satisfies the assumptions of Lemma 1, in the Wald statistics W and W* one should
veplace LBy, — I, Li(Sk) L4, B, — B, and Li(SgE)~LL by LAy, — 1, LT3 (Sky) ' TR2L,,
4% — 4, and Lk(f‘Z)z(Sgéf)*l(fZ')sz respectively, where 47, is obtained from BZ through the
recursive relations 4;, := fZBZ, with f‘z denoting a Toeplitz lower triangular matrix with first

column (1: 43" ,).

7 PROOFS
We employ the matrix norms || - ||2 := SUD||||=1 ||(-)z|| induced by the Euclidean vector norm
and || - || := [tr{(-)(-)}]"/?, with tr denoting the trace operator. In particular, for square
positive semi-definite matrices, || - ||2 = Amax (+), the largest eigenvalue.

7.1 CONSISTENCY OF OLS SIEVE ESTIMATORS

The proof of Theorem 1 makes use of the next lemma (proved in the appendix). Let ¥j :=
(Tjimjkxcks With ;) = e VsVs+li—j); under Assumption 1, the eigenvalues of Xy are
bounded and bounded away from zero as k — oo (see Berk, 1974, and the related discussion
of ¥ preceding Lemma 1).

LEMMA 2 Under Assumption 1 and the condition k?/T + 1/k — 0 as T — oo, for every
€ >0,
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a. SE = ZtT:kH XF ((XF ) has ||Sky—Sko%|2 = Op(lrar) max{kay, k}, where 02 :=
Z?:k+1 €2, lp = 1 for a # 1 and Iy is slowly varying for a = 1; Moreover, (Sk))~! ewists
with probability approachmg one and ||(Sk) ™t — S, o722 = Op(lrara;*) max{kay, k}.

1—

b5&~ ZtM& ﬁMﬁM@Wﬂw¢ ZtquﬁﬁM:”WWTS+OPW%§E;%ﬂ@¢

and ||SE|| = OP(kGaleaT) + Op(a2) > ke 1B;] with ¢ > 0 sufficiently small and It as in

(a).

PROOF OF THEOREM 1. From ||3), — By = [|(S&)~1SE | < 11(SEy) " |2]|SE || and the triangle
inequality we obtain that, for € > 0,

1B = Bl < [Din(E)} 072 + 110880~ = S5 o721 IS8

= Oplaz?)|op(Kaxlzar) + Op(ad) Y 18;l]
j=k+1

= Op(ara§ ") +O0p( D 18;]) =0p (1) (10)
Jj=k+1

using Lemma 2(a,b), the stochastic boundedness of a%af (which converges weakly to an a.s.
finite r.v.), the convergence of >-22, |3;| and the condition K*/T+1/k— 0. 0O

7.2 ASYMPTOTIC a-STABILITY

As the row dimension m of the restriction design matrix L is fixed, it is enough to provide
proofs for m = 1 (in the case of limiting distributions, by the Cramér-Wold device). Thus,
L = (l3,ls,...) is 1 x oo in this section.

First, using estimates of the decay rates of the off-diagonal elements of ¥ and X!, we
discuss the well-definition of the random series in Lemma 1 and its proof. As assumed in

that lemma, let &' € (3, ;%) be such that Py 7511;1% < oo,
“3/5

Regarding 3, the estimate r; < ¢ (1 +7) for some ¢ > 0, ¢ as in Assumption 1(b) and
all 7 € N is implied by the convergence of the series > .~ i2/%|r;| which is straightforward
to establish under Assumption 1(b). This estimate of r; implies that ¥ € Qy/5, an algebra
studied by Jaffard (1990), and by his Proposition 3, also ™! € Q, /5-  Equivalently, if
%71 =: (sij)ijen, then there exists a ¢ > 0 such that |s;;| < /(1 + |i —j|)"%% (i,5 € N). As
a consequence, for LY~ = (ll, o, ...), s € {0,1} and ¢’ as previously, we find that

o0 (o) o0 'S
Z i*0;|” <3y sl < () Y Z L+ 1i—43)~% | 117,

=1 j=1 7j=1 Li=1

where
>, 48 IS O 48 26
Z:lﬂz—m = Y La+li-i T+ Y Lali-g)E
i—1 i—1J i=j+1
i 00 00
. 2d/ (i+75)° 20 )
< 78 + - 175 <3 1°778 < 00

because &' € (,1). Hence, with ¢/ := 3(c/)? Y222, #5720/% < o0, it holds that 3.°, i%|l;]" <
4 D50y 7°11;%, and further, 75°, #°[1;|% < oo because P 7°|1;]°" < oco. Finally, regarding
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Aj, for s € {0,1} and ¢’ as previously,

00 oo J co J
s 5! 517 15" 7 517 18! . . s ’
SOFIALT < IO T lyl” <20 (LT HG — i+ 1)yl )
7j=1 j*l =1 7j=1 =1
< 2{2 i*|l:]° }{Z G+ 1)1},

SO Z;’;ljs|Aj|5/ < oo holds given that 3%° i*|l;]” < oo and Z;’;ljs\’yj\‘s/ < oo. This
guarantees that the series below are absolutely convergent a.s. (with s = 0) and asymptotic
results of Davis and Resnick can be invoked (with s = 1, for use in the proof of Theorem 2).
PROOF OF LEMMA 1. Let Ly := (I1,la,....,I) = (LX)}, consist of the first k entries of
LYY, Then B, — By = (Sk))~1Sk satisfies

T
1Li(Br — Br) — o7 Li Y, Xiyei| < |[Li|(B1 + B2) + B, (11)
t=k+1

where ||L;€||2 <3212 < oo for all k, and B; (i = 1,2,3) are defined next and shown to be
op(ap?ar) provided k%/T + 1/k — 0. First,

Hﬁk—ﬁk— Soo Z X i < H(Soo 1H HSog Z X _1eells

t=k+1 t=k+1

where ||(Sk)) 7|2 = Op(az?) as in (10). Thus, using also Lemma 2(b), By = op(az') +
Op(1) X272k 1851 = op(ap') = oplap®ar), given that ar > iekt1 1851 — 0. Second, by
Lemma 2(a) and because || ZtT:kH XF &l = op(kfaglrar) for all € > 0 (see the proof of
Lemma 2(b)), it holds that

By = () = 5ol Y X sl = op(@arauk max{ae, k).
t=k+1

using the property that multiplication preserves slow variation. Under k3/T — 0 it is checked
directly that aZ.ap*lrk¢ = o(a%?) for all € > 0 and that a5 2aj, max{ay, k} = o(ap’ar) for
small enough € > 0, so By = 0p(a;2aT). Third,

T
By := o (L2 H)® = LE ol D (Xiy) el
t=k+1

where (-)° denotes the infinite sequence (or infinite matrix) obtained from a vector (resp.
a matrix) by appending a tail of zeroes (resp. in both dimensions), and the norm is in ¢
(resp. its dual space) in order to comply with the notation of Theorem 3.1 of Strohmer
(2002); that theorem ensures the estimate ||(LxZ, 1)> — LY 1|2 = O(k'/27*) provided that
ri <c(l+i4) " and l; <c(l+414) ° for some s > 1, ¢ > 0 and all i € N. Under Assumption
1(b), 7; < c¢(1 4 1¢)"° was shown above to hold for s =2/6 > 1/2 4 1/« and some ¢ > 0. As,
under the hypotheses of Lemma 1, also [; < ¢(1+4)"° (i € N) for some s > 1/2+1/a, ¢ > 0,
we can define a new s > 1/2 + 1/a such that |[(LyX; 1) — LYY, = O(kY?~%) does hold.
Using also that || ZtT:kH(X,’f_l)oostH = || ZtT:kH XF &l = op(kfaylrar) for all € > 0, we
find the product of norms in the definition of B3 to be 0p(k1/2_5+6aledT) = op(k~“Ipar)
for some w > 0 defined by fixing a sufficiently small € > 0. For o # 1 (and lp = 1) this
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magnitude order is op (ar), whereas for & = 1 the extra assumption that k grows faster
than any slowly varying function of T" yields the same magnitude order, so By = 0p(a;2[zT)
because 0.2 = Op(az?). Hence, from (11),

T
Li(By = Br) = or°Ly ) Xiiee + op(az’ar). (12)
t=k+1
Next, define
%) J ~ T
Ji = Z( Z livj_i) Z et—j€tlle,_jei|>ar
j=1 i=k+1 t=k+1
and
T
Jo = Z Z lﬁ] i Z (5t—j€t]1|et_]-st\§aT = pir)-
j=1 i=k+1 t=k+1
Then we can write
B T 00 min(k,j)~ T
Li Y (Xige—wupy (1) = Y (D by Y (er-je — pr)
t=k+1 j=1 =1 t=k+1
o] T
= ZAJ Z Et_ jEt—,U,T)—I—Jl—I-JQ. (13)
j=1  t=k+1

First observe that J; = op(ar), since

00 J
- 5/ 75/ 6/ ~ 5/
Elay' 1| < o’ TE(e1e2" Teyepsar) D1 Y Livjoil
j=1 i=k+1

< oM IS L) =
j=1 i=k+1

by Karamata’s theorem [KT] and the fact that ) °,  ; ;] — 0 as k — oo. Second,
Jo = op (ar), since

0o i h
EJ; = Z( Z ;i) Z livh—s)

j,h=1 i=k+1 i=k+1
T
X Z E{(Et—jftmet,jst\gaT - :U’T)(ES—hgs]I\ss,hsSKdT — pir)}
t,s=k+1
(0.0 [o¢] B
< ATE(E 3] eai<ar) O 102D [1l)? = o(af)
j=1 i=k-+1

by KT and because > 72, ., |l;] — 0 as k — co. The lemma then follows by combining (12)
and (13) with J1 + Jo» = op(ar). O

PrROOF OF THEOREM 2. Given that ay/ar = o(1) and ai/ar = o(1) as T — oo, and

Z?; JlA; \5l < 00 by the previous argument, it follows respectively from the proof of Theorem
4.4 of Davis and Resnick (1986) and from their Theorem 3.5 in (1985b) that

aTQZa,?,“lZA Zst jet—up) | = S,iAij )
j=1

t=k+1 t=k+1
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with the limit distribution respectively as in the two parts of Theorem 2. This convergence
and Lemma 1 prove Theorem 2. [

7.3 BOOTSTRAP APPROXIMATIONS
7.3.1 NOTATION AND PREPARATORY RESULTS

Without loss of generality, in this section we set X =0, ¢t =1,...,k. Let Vi be the k x k
matrix V’E = (Bk,ul, ...,ugx_1)", where u; is the ith canonical basis vector in R*, and let
Yjm = Viu = By, Ay pp1)s 4 = 0 (i < 0). Then, Xj¥ = S0 4,0 . ¢ =
k+1,..,T.

Further, as a benchmark, we introduce the (infeasible) bootstrap errors 51 = eppwe (t=
k+1,...,T), which are a transformation of the true errors £, instead of the residuals &;, with 7
and {w;}72, | defined respectively as in the wild, permutations or permuted wild bootstrap.

Associated with 51 we define the infeasible bootstrap sample X;r =0(t=1,..,k)and sz =
k
Zt k= 1'7] keI b= k+1,..,T, where XI = (Xj,.. X;r k+1) s Vi = (Vj,...,'yj_kﬂ)’,

% =0 (i <0), as well as the product moments matrices 530 : ZtT:kH XIEI(XIEI)’ and

k—1 ,
= Y lpn Xitiely, where ef o= el + ol ol o= S5 B:X]. Equivalently,

wi_ o t=1,...k
T X el t=k+1,..T

In order to prove Theorem 3 we will need the following Lemma 3 (proved in the appendix).
We denote by P! probability conditional on {g;}7_ . (equivalently, on {g;}7__ . and the
data, as the latter are a measurable function of {e;}7__ ).

LEMMA 3 Under Assumption 1 and the conditions k*/T +1/k — 0, ap > 52, .1 18;] — 0 as
T — o0, it holds in P-probabilz’ty that:

a. ||Sgk — SSISH = opt (karar"®) for all e > 0 and A} (a2 Sgk) = Opt (1) in P-probability.

b. If 7 is the identity, then ||SiF — S()e — o1 = opi(a}), where o1 = Zitr:k-i-l Xk (8 —
Ex(t) )W If ™ is a random permutation [r.p.], then ||S3E — ngH = opt (T V2K 2aiar) for
all e > 0.

c. |IS) kH = Opt(a;tar) for 7r equal to the identity and all € > 0, and HSTkH = Opt(hri)

for an r.p. ™, with hpy, = min{ & T1/2 a%, & max{T? a212}} and I as in Lemma 2.

7.3.2 PROOF OF THEOREM 3

Let the bootstrap statistic and its corrected version be 7* := aTaTlLk(Bk — B) and 7% =
_ AP _ T
a%aTlLk{(ﬂk - B) — (SS(’)“) lo1}, where o1 = D ikl Xtﬁl( Er(t) — Ex(t),k)Wr- We need
to evaluate the Lévy distance between the distribution of 7* and 7} conditional of the
data and three conditional distributions of 7 := agpd}lLk(Bk — By.). To this end, we in-
troduce some auxiliary r.v.’s and evaluate sequentially several distances involving them
as well as 7%, 75 and 7, such that our desired evaluation then follows by the triangle
inequality. The auxiliary r.v.’s are 71 := a%&;llik(sg )~ S’Os, = afT&EILk(S(])“O):ls&
and 77 = a%a;lLk(sﬂ- )~Lsrk, Wh:re we define S§, = Zt:k+2 Xk (XF ) and SE =
t . T
Zt k+2 t 16w ()Wlth Xt 1- Zj —0  VjkEx(t—j—1), while Sgég = Zt:k+2 Xﬁl(xﬁﬂl and
t—k—2
o= Zt:m ™ (e =(t) *PL r) With , X7k = ijo 'Yj:kgfr(tfjfl)+Z;'>itfk7j:k€t—j and
k—i—1 o
ﬁnally Plg = D ﬁz(anzo e w(t—m—i) T 2met—k—i YmEt—m—i). The sequential dis-
tances are as follows.
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1. The bootstrap statistics 7* and 7}, as measurable functions of the data, 7 and {wt}fzkﬂ,
have the same distribution conditional on the data. Specifically, conditional on the data and
all past {e;}7__ it holds that py. := p. (L*(7%), LT(7%)) = 0 and p; := p(L*(7¥), LT(1%)) =
0, where p; denotes Lévy distance, £ stands for law, the % superscript for conditioning on
the data, and the t superscript for conditioning on the data and {e;}7__ ..

2. If 7 is the identity, then 7} = a2.a;' Ly (SgF) 1 (SiF — 01) = 71 + 0pt(1) in P-probability
(proved below), whereas if 7 is an 1.p., also 7* = 71 4 0pt (1) in P-probability independently
of the specification of {w;}{_, ; (proved below). Hence,

pac = pr(LY(72), L1(r1) = 0p(1), py = pr(L(7*), £1(71)) = op(1).

3(a). Under bootstrap schemes wp and symmetry of €, it holds that p‘;l = pp (L), LleEl(7)) =
0, where the |e| subscript denotes conditioning on {|e;|}_ .
3(b). Under scheme (7wg,wy), 71 = 7 so pg = p (LT, LT (7)) = 0.
4(a). Under symmetry of &, 7 = 7" 4 0ple(1) in P-probability (discussed below), resulting
in p, (LIEl(7), £IE1(77)) = op(1). Two conclusions follow.

Where 7 is the identity, it holds that 7™ = 7, so the previous convergence becomes

pi = pr(LI(7), LI#(7)) = 0p(1).
Instead, where 7 is an r.p., 7 conditional on {|e;|}*___ and the order statistics of

{le¢|}{_ 1 is distributed like 7™ conditional on {|e;|}{= _,, so now p‘fl = pp (LI, £lel(r)) =
op(1), with |e| standing for conditioning on {|e;|}}__, and the order statistics of {|e¢|}/_,. ;.
4(b). Generally, 7 = 7™ 4+ opt (1) in P-probability (discussed below). As 7 conditional on
{et}f__ o and the order statistics of {e;}L_, .1 is distributed like 77 conditional on {e¢}{_
(equivalently, under PT), it follows that p$ := p; (LT(7),£8(7)) = op(1), with e standing for
conditioning on {e;}}_ ., and the order statistics of {e;};, ;.

Next we combine the previous evaluations. First, we can conclude that, for = equal to
the identity (scheme ;4, wild bootstrap),

le|

pr(L*(72), £¥1(7)) < pro + pac + o + plfl = 0p (1),

which is equivalent to the convergence in Theorem 3(a). On the other hand, for an r.p. m,

pr(L*(),L8(1)) < py+ py+ ph 4 p§ = op (1) for (wr,w1),

le| le|

pr(L*(7),LIN(T)) < pr+potps +py =op (1) for (mr, Wr);

hence, Theorem 3(b,c).

It remains to complete steps 2 and 4 outlined above.
Step 2. Let O'ild := l[;—;q01. The next evaluation is valid for Ly # 0 of type m x k, m € N:

L&~ Lk (S8) 71 (Sak — ot) — Li(ST6) 2

1S58~ = (SE) T ISEE — o] + 11(SE5) 2115 — o — SEE|
1(SE) 11311556 — Sl

1= [[(S8) 211858 — St

HI(SI) 2l SeE — ot — SEE|

IN

IN

k * 1 k
(1SS + 1155% — o3 — S5%1)

with PT-probability approaching 1 in P-probability, as ||(Sg§ )72l Sk — SSISH = opt(1) in
P-probability by Lemma 3. Using again Lemma 3 and the conditions k*/T" — 0 (for m;y)
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and k°/T — 0, k'+2/e+C/T — 0 (for g and some ¢ > 0) it follows that for small enough
€ >0,

_ wk — * i ky—1 otk

L1l YL (Sef) TH(SgE — oty — Li(S§) L SHE|

opt (k:aka“?’) .
) (1csaana} 4 Loy s+ T2 )
+a;20PT (HﬂzidaT + ]Iﬂzr,p,Teflﬂkl/QakaT)

= opi(ap!) in P-probability

for all the three bootstrap schemes, from where step 2 follows.

Step 4. This step is analogous to step 2, prepared by Lemma 3’s estimates involving p, with
sgn e playing the role of w;. [J

A APPENDIX: EXTENDED PROOFS

A.1 INTRODUCTION

This appendix contains additional theoretical results and proofs for the theory stated in the
paper. The appendix is organized as follows. Section A.2 provides a lemma with two tail
inequalities regarding the series of the coefficients from the AR(oo) representations. Section
A.3 reports the proof of Lemma 2 and corollaries from Section 6. Section A.4 contains
proofs of the results given in Section 7.3.1. Finally, Section A.5 discusses the case of multiple
restrictions.

A.2 A TAIL INEQUALITY

We first establish two inequalities between the tails of the series of autoregressive coefficients
and their powers.

LEMMA A.1  Under Assumption 1, let k*/T +1/k — 0 as T — oo. Then for large T, for n
in a sufficiently small left neighborhood of a A1 := min{«, 1} and for ¢ > 0 sufficiently small,
it holds that

arap(k Y BNV < arart T+ Y 1Byl (A.1.1)
j=k+1 j=k+1

Ifk3/T +1/k — 0 as T — oo, then also

[e.e] [ee]
araz®(k > BN < arar®t +a7' " 18yl (A12)
j=k+1 j=k+1

PROOF. In the case of a finite-order AR representation the inequality is obvious, so we discuss
the opposite case.

From Z;’il j2/5\ﬁj\ < oo it follows that |3;| < §72/% for large j. For fixed k, the expression
(372 ks 1B51) 77 2252 k41 18,]" cannot be prolonged by continuity to the zero sequence in £,
so we consider separately the sets

Bii= {18,521 ¢ 0181 Saz®i ™0 j=k+1,..,
Bu = {{|l6j|};ik+l : a;gj_2/6 < |/6.7| < j_2/67j =k+ 1a }
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Using the upper bound in the standard estimate

(K+1)ts = ., K-
ﬁ§12j8§8_1f0r8>1, (A13)
j=K+1
we find that on B;,
2 N 1 —(-2 2 —¢-2
arap’(k Y 18NV < Carar Pk +1) 5 = olarart™?)
j=k+1

for T > 2, § < n and sufficiently small ¢ > 0. If B, is equipped with the /2 metric, it becomes
a compact in {5, for it is closed, bounded and for every e > 0 there exists an N € N such
that for all {|8;|}22;,; € By it holds that 3 7% B3 < DN 7% < e. The expression
(D72 kan 1B51) 77 2252441 18,]" defines a continuous real function on B, and, hence, attains a
maximum there. Let {|,6’§|};’ik 41 denote a maximizing sequence; by examining directional

derivatives, it follows that \Bg\ (j =k+1,...) satisty

azsi 2% if BY < agtj2/
8% = Bf  ifaytjY% < B < 720
j—2/§ if j—2/6 < Bt

1
with B! = (Z}’i v 18] / S| 5§.\n)m # 0. We examine this condition without at-
tempting to find all | 6?\ exactly.

As B > 0 and j%/9 is decreasing in 7, | Bg\ = j72/9 necessarily holds from some index
onwards. Let Ko > k be the smallest natural > & such that \ﬁg\ = j*2/5 for j > Ko+1. Then
(K2 +1)"2/° < B* and, if Ky > k, then Bf < Ky 7/ and |84] # j=%% for j =k + 1,..., K».

Still if K9 > k, then either |,6’?€+1| = Bf or |ﬁi+1| = a;cj_z/‘s > B*. In the former case it
must be that a;c(k: +1)72/9 < B so CL;C]'_Q/(S < Bf for all j > k + 1, the value a;cj_Q/‘s
is never taken by |,6’§| and at Ky a switch between Bf and j=2/9 takes place; define K; = k
in this case. On the other hand, if |Bﬁk+1] = a;c(kz +1)7%2/% > Bt let K; < Kj be the
largest natural j such that CL;Cj_2/‘s > Bf for j = k+1,..., K. Then at K; a switch between
(JJ;Cj*Q/‘S and B or j72/% takes place.

Summarizing,
ay’i 70 k+1<j<K
85| = B! K +1<j<kK,
j_Z/é .7 ZK2+]-7"‘7
with

1
Bf = ( ar’ Zf:lkaQ/J +(Ky— K1) B+ 32 572 > -
a;(n Z]K:lkH G0+ (Ky — K1) B# + Z;’;K2+1j_277/‘5 7
where the first two conditions may be satisfied by an empty set of j’s. If switches do occur,
then a;C(Kl + 1) < Bt < a;CK;W& holds at a switch away from the a:;Cj_Q/(s branch,

and (1+ Kg)_Q/‘S < Bf< K2_2/5 at the start of the j72/9 branch.
Solving for B* in its defining equation gives

1
— K .—92/§ ._92/68 1—-n
Bu:( 07" S I+ S k10 >

iK1 . -_
az’" POPNRE R /LI D D R el
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and using (A.1.3), it follows that B* satisfies

G+ D KT 4 (Ko + )2
a;Cn(kkzn/& — (Ky + 1)1-20/%) 4 K21*277/5 T~ 2n—90

_ a;Ck1—2/6+K21*2/5

- a;CU{(k+ 1)1—2n/6 _ K11—277/5} + (Ko + 1)1—2n/5

(Bt (A.1.4)

We examine the implications of this inequality and the switching conditions for subsequential
limits. Two cases are possible.

1. If two switches occur, then Ko/K; ~ ai}g/ % from the switching conditions. Let

a;c(k JK3)'=2/% — ¢ as T — o0, possibly along a subsequence; we are looking for the values
of ¢ that can occur. Passing to the (subsequential) limit in (A.1.4), it follows that

c+1<g 5(1imK§/5Bﬁ)1*’7 <c+1,

n—
gt 1, the unique subsequential limit is ¢ = 2(1 —7n) /(2n — §), and thus,
it is the limit of a;c(l{:/Kg)l_?/‘S as T — oo. Further, since a%Kf/éBﬁ — 1, we find that

2
5 I
Ky ~c*5ayp k and K3 ~ c2-3a; " k. Then

. 2
and since K,

s M1/ - K . .
(Zj=k+1 ‘/8]‘ ) / o (aTCW Z]’:lk+1.7 277/5+(K2_K1)Bu77+2]°.i1{2+1] 277/6)1/"
o0 - — K . .
> i 185 LPAD DI R LERCCRY CDIZEED D R el
_<@n=9) 5
(cla;O’kl*?"/‘;—i—cgaT 255 pi-20/6y1/n L 1y

2—96 —
n
cga;<k1—2/5 ~ c4(aT k)

for some positive c1 234, and

o0 1
spac F i 5
Sz 1]

for k2/T — 0, 1 in a sufficiently small left neighbourhood of a A 1 and ¢ > 0 sufficiently

N 1—n
~ cqirap kYN a2 k)T = o0(1)

small. The same expression is o(a}l/s) for k3/T — 0 and ¢ = 1.

2. Alternatively, if the value of a;c §72/% is not taken by any | 6&\, we are left with
1-2/6 1-2/6
Ky T =4 T (Ko + 1)/

or equivalently,
26\ T L\ 2 26\ T L\ 2
- —n -n -3 - -n —n -2
(—2"_5) (14_72) K,? <B'< (—2’7_6> <1+—K2> (Ky+1)75.

As (K3 +1)"2/% < B < K;*/° should also hold, it follows that

9

—92 2—-46

2n—90 1\ ¢ 2n—46 1\ ¢
1+ — <1< 14+ —

2—(5< +K2> - _2—(5< +K2> ’

-1
which is equivalent to Ky < [{(2 —0)/(2n — 5)}% — 1] for n € (4,1). As this is incon-
—2/s

sistent with Ky > k — oo as T" — oo, for large T' the maximizing sequence is | 55‘ =7
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j 2 k + 1. Therefore, > 72, 3%/°|B;| < oo implies for large T' that

Z?zk+1|ﬁj|n Z _pp1 0 - Lkzl_%/‘s <
(Z]T:kﬂ 1B;)m (Z] k+1j*2/5) - (QL) (k + 1)1-21/0

for obvious choices of ¢, so

k 1) ifk*/T =0
ara 52( X 5T < Mapa Pk = 03135 1 3/ N
Zj:k+1 1851 olap ") ifk°/T — 0

for n smaller than but close to o A 1.
This proves the lemma. [

1-n

A.3 ADDITIONAL PROOFS

Tohether with the matrix norms || - |2 and || - || employed in the the paper, here we also use
the linear space matrix norms || - [|1 := sup|,=1 |(")zll1 and || - [[oo = supjz =1 ()70
induced respectively by the 1 and max vector norms.

A.3.1 PROOF OF LEMMA 2

Regarding Sk, of part (a), we argue first that ||S§o72 — k|2 = Op(Irarar®) max{kay, k} =

op(1) when k2 /T — 0. Then Amin(SEy072) > Amin(Zk) — 155072 — Skll2 = Amin(Zk) +0p(1)
by Weyl’s inequality (Seber, 2008, p.117), so )\min(Sgoa}z) is bounded away from zero in
probability and (Sé“o)*l exists with probability approaching one. Further we use the fact
that

5 < 125 1311S6007” — Sillz

1(S50) o7 —
L= 15 2l Sz — Sill2

if |2, 2]|S&o 7% — Skll2 < 1. The latter inequality holds with probability approaching one
since || S|z is bounded as k — oo and ||Sfy072 — Zkll2 = op(1), so we can conclude that
also
(Sho) "% — S5 lo = Op(iriraz?) max{Kea, k}.

The proof of part (a) is completed observing that a;%'% is bounded away from zero in
probability as it converges in distribution to an a.s. positive (a/2-stable) r.v.

We present now the evaluation of || S5 o~ |l2. A generic element of Sf; is Zz:kl Xi—iXi—j =

.y T-1
+ 5 +§ (for 0 <1i,5 <k —1), where ci-“j =D ik e 5t2—max(i,j)—v7v'7v+\jfi| and

T—-1 00
= Zt:k Zu v=0 H{u;é'quj71'}’}/uryvgt—i—ugt—j—U]I\st_i_ust_j_v\R&T’

R e {>,<}. With C* := (¢ Zj)” ~0» it holds that

ISky — C*1l2 S|mmgm+wgﬁwm

2+ H(gaz j\ - ‘>’)i7j||2

< ||(§Z])7,]H2+ énax Z‘go |i— ]|’+ Z ‘60 [i—7] f
1,j=0
. k— . N
since \|(§§|Z ]‘)‘,sz < max;—o, . k-1 Zj:é ]fi‘i_j” as (g(i\i—ﬂ)i’i is symmetric (in general,

- ll2 < I 13721 134%). Let first E |e1| = oo (so a € (0,1]). Since || [|l2 < || - ||, the inequalities
can be continued as

k-1
=< , =<
HS(I)% - Ck”2 < (BT +E3) 1/2 +2 E :|§53‘ + E : ‘gaﬁfﬂ - 1>j‘7
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where
—<

=7 = Z ij Zst 3 zobuv 0 LAY a Vo YuVoEs—i—a€s—j—bEt—i—uEt—j—v
- XH\ES i aas J b|<aT let—i—uet—j—n|<ar>

:2 = Z 1,j Zs 4=k a,b,u,v:O ]IAC7a7b7u7065*i*a€5—j—bst*ifugt*jfv

XH‘Esfzfagsfjfb|§&T]I|5t7i7u5t7j7v|§aT7

A={#{s—i—a,s—j—bt—i—ut—j—v}) =4}, A ={#{s—i—a,s—j—bt—i—
u,t —j —wv}) =2 or 3}. Further,

E[ZT| < KT E(le1e2)l)cycpj<ar) (o2 1) = O(K2a3)

for a € (0,1), as &;ITE(|€152|]I|6152|<QT) — a/(1 — ) by Karamata’s theorem [KT], and
E|ES| = O(k*1%a%) for a = 1, as ag TE(|6162’]1‘5152‘<GT) is slowly varying in this case.
Similarly,

E|Z5] < AT B(leied |l o <ar) (200 7u)* = O(K*a7)

by KT, so EF + E5 = Op(k*12.a%). Also, for every n € (8, ),

k—1
E| Y I65,11" < kT E(le1e2]" e ey p5a7) Z 7" = O(kary) (A.1.5)
Jj=0 u=0

by KT with E(|e1e2]?) < oo, so Z?;& €541 = Op(kY"ap) by Markov’s inequality, and by
letting n T a, Z?;& ]fajl = op(kfagar) for every e > 0. Similarly, since \§§|Z._j‘ - §Z>]\ does
not exceed

k—1 T-1
Z + Z Z ]I{uyé’u—‘,—|j—i|}|/7u||FY1)||€t*u€t—|j—7j‘—'z}|H‘€t,uet7|j7i‘7v|>dT7
t=k—iNj —iANj u,v=0
with ¢ A j := min(¢, j), it follows that
- o
B 16— €7 < 4 D Elereal ey ) (S al)? (A1)
i,j=0 u=0

is O((k3/T)al) = o(ka), so Z” Zoléy g~ | = op(kfagar) for every € > 0. By combining

these results, also ||S§, — C*||2 = op(kaylrar).
Instead, for E |e1] < oo (so a € [1,2)), we write [[(£;,)5 ]2 < V2(E5 + Z7)Y/? with

—_<<
=3 = E:,j{EZ Z:ilzoH{u¢u+j-4}7uﬁw(8&4—mﬁt—j—vﬂwt47uakijsaT — up)}?,

=1 = iu’T Zz ]{Zt k ZZC,)UZO H{u#u—i—j—i}’}/u’)/’u}z

and up = E(51€2H\5152\§&T)7 50

k—1 k—1
=< , =<
”S(])% - CkHZ < \/5(::? + 51)1/2 + 22 ‘f(ig’ + Z ‘g(iﬂ—j\ - z>j’
=0 i,j=0

The terms in the upper bound satisfy: (i) EgS = Op(k*a%), as

E ’EL%‘ < AK*T E(5152H|81€2|§6T MT Z h/u < O k*T ) (’5152|2H\a152\§dq~>
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is O(k%a%) by independence and KT; (i) |25| < p2k?T%(Y |7,])* = O(k%a2) for a € (1,2)
since

|E(e162lc,ep0<ar )| = | = E(e182]1c 0555, (A.L.7)
E(le162/lje,cp)5a7) = O(T tar)

lpr

IN

using E (5152) = 0 and KT whereas \:Z| = Op(k*T?) = Op(k?12a2) for a = 1 as pup = O (1);
(iii) 22 ygg]| + 3k = Loles Ji- j| — &l = Op(kar) for a € (1,2) by (A.1.5)-(A.1.6) with
n =1, and 22 |§5j\ + 3 iie i (£ limj] ~ 7l = Op(kT) = Op(kirar) for a = 1 using the
same displays. Thus, ||S§, — C¥||2 = Op (klrar) in the case E|e1| < oo, and by the earlier
argument, || S5 — C*|s = Op(lrar) max{k‘a, k} for all a € (0,2) and € > 0.

In its turn,

2
= Tli—Jl Z €t—max (4.4) + va gk max(i,5)— 6Tfmax(i,j)717v]7 (A18)

where pi = D w1 YuYut|j—i has 1P| < S i1 V2 i= 2. For ¢ of Assumption 1(b) it
follows that 3% |p¥%/? < ZU 0ot Yul® = Do2 uly,]° < 0o, so the series in (A.1.8)
are a.s. convergent because 7 has tail index /2. Further, as 7“|2 i < 73,

1Sk0F — C*|f5 < |Sko? — CF|1? (A.1.9)
k T

3Q_ei+ ) &) Z 23 (R iy 1
t=1 t=T—k 1,7 v=0

+3> O Arerh max(ig) o)’ < 3k°[Op(a)rd,

i,j v=0

+ max ZvaT i— v) + max Zvak i— 11) ]:OP(]{?G’%)

-----

. —2 oo ~2 92 —2 o ~2.2 —2 k 2
using that max;—1 g |a; "> 020 Voer—_i—pls MaXi—1 . & |a) " D oo VoChoiovl> O~ D t—1 €¢ and

a,;2 ZtT:T_k e? converge weakly to a.s. finite r.v.’s (see Theorem 3.2 of Davis and Resnick

(1985a) for the former two, as €7 are in the a/2-stable domain of attraction with normalisation

a%). From the triangle inequality and the condition k%/7" — 0, we conclude that, for every
e >0,
||S(I)€0 - ZkU%HQ = OP(ZTELT) max{keak, k‘} (A.l.lO)

Regarding S& in part (b), first,
T kT oo
k
1Y Xiaed? =D (> D vjeejien)
t=k+1 i=1 t=k+1 j=0

For {e;} with E |e1| = oo (and hence, a < 1), we write || ZtT:k_H Xf715t|]2 < 2{(A1>)2 + A+
A2} with

> .

A7 = Zz 127& k+1 Z; Uh’]”gt —j— th‘]:[|5t j—igt|>ar

Ay = Ez 1Zst k+1 Eh,j 0 IBYR Y jEs—h—i€s€t—j—i€tlic,_,_ies|<ar e, j—ict|<ar»
Ag = Zz 12515 k+1 Zh,j OHBC7h7]€S h—i€s€t—j— 15t]1|€g h— 7,86‘<QT]1‘815 j—iet|<ar>
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B = {#{s,t,s—h—i,t—j—i}) =4}, B¢ :={#({s,t,s—h—i,t—j—i}) = 2 or 3}. Similarly
to the evaluations of (27)2, 219, we find for n € (§,a) that E|AT|? = O(kal), E|A1] =
O(kl%a%) and E|Az| = O(ka2.), so A7 = op(kaar) for every € > 0, Ay = Op(ki%a%) for
Ir as in part (a), and Ay = Op(ka?), giving | Z?:k+1 XF el = op(k€ ale&T) for every
¢ > 0. On the other hand, in the case E|e1| < oo (where a > 1), || 1. 1 X0 1|
3(A2> + A3 + A4> with

k T
A2> = Zizl(zt:]ﬁ-l Z]oio |’7j||5t*j*i€t|H‘5t—j—i5t|>aT)2

satisfying by KT E|A5 |2 < kT E(le1€2| e, e >a7) O [7ul™) = O(kat) forn € [1,a), a > 1,
whereas E|A; |2 = O (kT) = O (klrar) for a = 1, so Ay = Op(k‘a?i2.a%) by Markov’s
inequality, and

A3 = Zz 1{215 k‘-i—l Z] OW] (Et Jj— 745t]1‘5t _iet|<ap — /‘LT)}z = OP(]{JEL%)’
Ay = MT 21:1(215:1@“ 23:0 ’YJ) - O(kZQ 2)

as Z3 4 earlier. Thus, || ZtT:kH XF el = Op(kfaglrar) for every € > 0 in the case E |e1| <
00, and by the previous argument, for all « € (0, 2).

Second,
k oo T
R 8 Y KX
t=k+1 i=1 j=k+1 t=k+1
k eS) k [e's)
< V230 D0 1Bl + VR ( D] Bk
i=1 j=k+1 i=1 j=k+1
T-1 :
where cfj =D ip Zf,ozo Ef_j_v%%ﬂ'—i 18
T-1 00
ij :rj_izaij—z:/) ET j—v— 1+va5k —Jj—v
t=k v=0
and &, == Z“:—kl DD D Lustotj—i} YuYoEt—i—u€t—j—v; Ccf. (A.1.8) with ¢ < 5. We find
that (i)

Z Z 1651175 Z\IZ% j <A Z \53\}{2 Z Z!m iDet 1,

i=1 j=k+1 j=k+1 t=k j=k+1 i=1

where 271 >k +1(Zf:1 rj—i|)e2_ ; is distributed like

T—k—1 oo j+k—1
Z( Z ’Ti’)‘g?ﬁj < TE€1]1|81|<(1T ZZ’TZ’
t=0 j=1 i=j s e

+ (D IriD(et; = Ble?jle,_ <ar)) = Op(a})

T-1 0o o
=1 i=j

t=0 j

since €7 have tail index /2 and
o0 [e.0] oo o0 [e.9] o0
Q<D Y b <Y Y sl < oo
j=1 i=j s=0 j=1 s=0 5=0
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by Assumption 1(b), so Theorem 4.1 of Davis and Resnick (1985a) applies (with their ¢; =
>oigi|ril) jointly with KT; (ii)

k 00 9]
Z Z ‘Z’p |€T —j—v— l<{ Z ’6 ’}{Z Z Z’p ‘ET —j—v— 1}
1=1 j=k+ v=0 j=k+1 i=1 j=k+1 v=0

with
k

k 00 00 00 00
E(Z Z Z ‘p:}]|E%7j7U71]I|ET*j*’U71|SaT) < E(E%H|€1\SCLT) Z Z Z o
i=1 j=k+1v=0

i=1 j=k+1v=0

k ) o0 9 )
<O 'ap) Y > D > Mulltusjiogl < OTa2) (Y ulva))?
i=1 j=k+1 v=0 u=v+1 u=1
and similarly, for n € (§, ),
k 00 0o 0o
ij|-2 I n/2 < n n/2y2
EQ . Y D 01ty lere, o a15ar)™? < E(E1 ey 12ar) O ulva]"?)
i=1 j=k+1v=0 u=1

is O(T_ )by KT S0 Zz IZ] k+1 Zv 0|:0 |€T —J—v— 1= P(a’%); (111)’

Z Z \B\le et = or(a Z 18,1

i=1 j=k+1 v=0 j=k+1

likewise. Thus, % P |B]|]cfj\ = Op(a?) > 741 |B;] by combining the previous esti-
mates.
Further, we split §;; = éw —i—f as in the proof of part (a):

T—-1 oo

R ._
gij = Z Z H{u#v—&—j—i}’7u7v5t*i*u5t*j*UHLQ_@-_“Q_]-_U\quﬂ R e {Sa >}’
t=k u,v=0

and for {&;} with E|e1| = co we find that,

Z Z 1B;11€51) < Tk E(le12allc, o)< )( Zm > 184l

i=1 j=k+1 j=k+1

is o(a?) > ikt 1851 by KT, and similarly, for n € (4, @),

Z Z 18116551)" < TEE(le162| " eyeppma) O vul™? D 18,17
u=0

i=1 j=k+1 j=k+1
is  O(kal) Z;‘;k+1 \@\”, so by using (A.1.1), {Zle(zj‘?’;kﬂ 5j§ij)2}1/2 <

Zle Z;’ikﬂ 18;11€:5] = oP(a;ﬂ_C) + Op(a?) Z;’;kH |B;] for ¢ > 0 sufficiently small, and

ISy XE sl = op(ag®) + Op(a2) Y30, |B;] in this case. In the case E|e1] < oo,
as in the proof of part (a), we find that, (i),

Z Z B;€5)%) Z Z B BLES)NC Y 185D (A1

i=1 j=k+1 1=1 j=k+1 j=k+1
0 00
< k(AT B(ERS e ql<ar) + T207) Q0 ) (D 16,17
u=0 j=k+1
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is O(k;lTaT)(Z?ik +116,1)?, the inequalities respectively from Cauchy-Schwartz and by sep-
arating products where some ¢ is squared from those where all €’s are distinct, and the
magnitude order from KT and (A.1.7), and (ii),

k o0 [e%S) 0
EQ . Y 1B1E5) < kT E(ereallie e05a,) O 1a)® Y 155

i=1 j=k+1 u=0 j=k+1

is O (klpar) Y211 18,1 by KT. Thus,

k 00 k 0o k 00
O 0> &) P <V (D] B P +v2Y ] > 18l1E]

i=1 j=k+1 i=1 j=k-+1 i=1 j=k+1

is Op (klrar) Y3211 |8, with klpar = o(a7) when k?/T — 0. Finally, | S 1 X ol =
Op(a7) Y52 511 8| when Eler| < oo
The magnitude order of S§. is obtained by combining the magnitude orders of || ZtT:k 4 XF el

T
and || Zt:k—f—l Xf—lﬂt,kH‘ O

A.3.2 ProOF OF COROLLARY 1
Using the fact that f‘;l is the lower triangular Toeplitz matrix with first column (1 : —B;;_l)' ,
it can be checked directly that f‘,;lﬁyk = (I — I‘k),@k + 7, from where
A=k = DB = =Tr(Be — Ty ') = Th(TwBr, — 1)
= Tk(TwBy — TkBy) = ThTk(By — By)-

Hence, |9, — villi < ITelliTkll1]18, — Bill1, where || - |1 equals the maximum absolute
column sum. As ||[Tx|[1 < [|v]1 = Y20 [7:| < 00, and thus,

ITklly < Tl + [T% = Trll < vl + 5% = vill,

it holds further that |4 — yil < (vl + 9% — vell)IILIBx — Byl and, for small

1Bs, — Bell, 1195 — mrll < 1Bk = Bell V371 = IvII1 18 — Belln). Hence, |15 = vl =
Op (1B, —Bellr) = Op(k"/?[B,—Byll) = op(1) by (10) with £2/T — 0 and K/ 352, 1 |8;] <
3% 1B = 0 (1).
Similarly, |3, — Y5l < |ITell2l|Tell2l|B) — Bll, with
ITels < ITkll2 + 5% = Tilla < [ITkll2 + [T — TRl 155 — Tyl 22
< Pellz + 195 = &l

so 9k = 1l < (ITkll2 + 196 = Yl ITklI2l1Bx — Bill. Since [|3% — villi = op(1) and

1/2 1/2 . ~ ~
ITell2 < [IT% 2 T4l < [lvlli < oo, it follows that |4y, — vkl = Op(|1Bs — Brll) = or(1).
[

A.3.3 PROOF oF COROLLARY 2

It holds that [C7 (A\) — C' (\) | < Ry (A) 4 Iz (\) with

k [e's)
Rr (V) = |11+ 34, c0s () 2 = 14+ 3 7 cos (Aj) |2
j=1 j=1

9 k k [eS)
S(2‘1‘2‘%“4‘2\%‘)(2‘%—'Yj"f‘ Z ’7j’)
o j=1

j=1 j=k+1
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o0 o0
< (2423 byl + 113 = vells) (1% = vell + 2 l) = op (1)
j=1

j=k+1
since ||9x —vxll1 = op(1) by the proof of Corollary 1 and > 22, |7, < co. Similarly, I (A) :=
| D252 7 sin (AF) 2 — | 25:1 7, sin (A7) ]2‘ = op (1) using the same upper bounds. As these
bounds are independent of A, convergence is uniform in A. [J
A.4 PROOFS FROM SECTION 7.3.1

Similarly to Lemma 8.3 of Kreiss (1997), the following bounds can be established for 4.

LEMMA A.2 There exist constants bj, > 0 and C such that, for large k and uniformly in
7 € N, it holds that

1\ 7 . 00
75 =51 < <1 + k) Op(I1Bx = Belli + D 1851) + bji (A.1.12)

j=k+1

and Z;io bjr < CZ;;«;-H |B]|

A.4.1 PROOF OF LEMMA 3

PREPARATION From & —&; = (B, — By)'XF | + pr it follows that

T T
Yo e =D (Xi ) (Br—Be) + Z Piks (A.1.13)
t=k+1 t=k+1 t=k4+1

where, (i), Z?:k aXp =0 p(kY?ar) is implied by the Beveridge-Nelson decomposition of
Xi (Xe =y (et — AZy, Zy:= 32 gt—j D iciy1 ), which yields

T
I Xl

=kt 1 =k
= Op(EYarly + kay,) = Op(K?aplr)

asap' Y35 ei—ap ' TE(e1ley<ap) = Op(1), a7 T E(e1lle, <a,) = Urs and (ii), S5 1 o =
op(lr) by Markov’s inequality. Indeed, for E |e1] < oo,

T T 00 00
(Z Pt,k)2 < 2 Z Z 51'Z%&fifjmat_i_jlswy

t=k+1 t=k+1i=k+1 7=0

T 00 [es)
(D D B veiciler i ybar)’ = 2R} + 2Ry

t=k+li=k+1  j=0

T-1

k12 k Z
hON D etk o max (e +12)

IN

with

A

T o) o
ERY < BElca) o 3 18:l18nl S byilll

t=k+1im=k+1 7,m=0

T o0 o0
HECE T <ar)Y Y Y 18illBul D Il

t,s=k+1i,m=k+1 7,n=0

= O Ivlitar Y 16> =

i=k+1
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by using E(e1ljc|<qr) = — E(€1l|;|5a,) and KT ([[v]l1 := 2272 [74]), and

E(R))Y? < Bty sa)T > 18D 1yl = Olr)(ar Y 18]) = o(ir),

i=k-+1 j=0 i=k-+1

SO Z?:k_ﬂ Pt = op (Ir) in this case, whereas for E |¢1| = oo it holds that

T T 0o T 00
ool <D0 D BillXillx<ar + DL D 1BilIXiillix,sar

t=k+1 t=k+1i=k+1 t=k+1i=k+1
= Cp +C7
with
ECE < TE(IXi|lx<ar) 2 18l =00r)(ar Y |8,]) = o(ir),
i=k+1 i=k+1
2T—k—1 00 0o T+i
E(CD)" < E( Y 1Xrillixy ysar . 1B+ D IXoillix_sar D 1857
i=k+1 j=k+1 i=T—k j=k+1+i
00 o) T+1
< TE(IX1xysa ) {20 D 1BD)7+T70 >0 Y 18511
j=k+1 i=T—k j=k+1+i
< O@@h)f2( > 18D+ D 18;1"
j=k+1 j=T+1

by KT for n € [§,@), o < 1, s0 from ar > 222, 1 |8;] — 0 and 3724, [8,]" = O(T1—21/%)
(under >27%, j2/5|6j| < 0), it follows that C7 = op(1) + Op(arT'/172/%) = op(1) as n €
[0,a) can be chosen such that 1/a 4+ 1/n < 2/§; eventually Zf:k;-s—l lpe il = op(I7) for
E |e1] = co. Returning to (A.1.13) and using (10), it follows that for all € > 0,

T
> (& —a) = Op(k'Paras + Ir) = Op (k' aas). (A.1.14)
t=k+1

As (&t —ep)? = {(Bx — B)'X* 12 and = is a.s. bijective, we find

T

Y Ee—een)® = (B~ Br)Soo(Br — Br) < 1Bk — Bill*Stoll2

t=k+1
< 1B = Bel* (07 Ik ll2 + op(a7)) = Op(afl|Bi — Bill?)
by Lemma 2(a), and since 02 = Op(a%) and |[Zgll2 = O(1). Next, from (& — &)? <

2(&; — erx)? + 2p?,, and the a.s. bijectivity of 7, it follows that P™-a.s. (i.e., conditional on
the data and {w;}{_, ., with randomness stemming from 7 alone),

T T
> Crwy —exw)?= D Er—e)® = |ler —er|? (A.1.15)
t=k+1 t=k+1

T
<2{ Z (& —eep)’ + S];p} = Op(a7||B), — Bll®) + 255,),
t=k+1

31



where Sf,fp = ZthkH p?}k = op(lr) by Markov’s inequality. In fact, for E |e1| < oo it holds
that

T 00 o)
k 2
Spp = 2 Z ( Z ﬁizwgt*iﬂ'ﬂl&t*wﬂﬁw)

t=k+1 i=k+1  j=0

T 00 [e's)
2 <
+2 ) (Y B viemiflie o isar)’ =0 257,125,
t=k+1 i=k+1  j=0
with (i)

T [e%e) 0o
Espgp - Z E( Z ﬂiZ’ngt—i—jﬂlftfi—j\éaT)Q

t=k+1 i=k+1 =0

T 0o q
= EETe<ar) D, Y. (> Bvicy)?

t=k+1i=k+1 j=k+1

T o) 00
+{E(51H\61|§aT)}2 Z Z Z H{i—l—j#m-{-n}ﬁjﬁm'}/j')/n

t=k+1i¢,m=k+1 j,n=0

< 0N D S 1Bl + O rad)( S 1802
i=k+1 j=k+1 j=k+1
< oM@ Y B = o)
j=k+1

by using E(e1li;, |<a,) = — E(€1ljc;|>q,) and KT, and (ii),

B(S7,)2 < B(le1Teyjsap )T D18 vl =00r)(ar Y 1B:]) = o(lr),
i=k+1 =0 i=k+1

whereas for E |e1| = oo it holds that (S],fp)l/2 < Z;r:kﬂ
ment for (A.1.13), so Sf,fp = op(lr) independently of E |e1| (as the square of slowly varying is
slowly varying). Thus, continuing (A.1.15),

= op (I7) by the earlier argu-

ler — erl|* = Op(aZ[|Bi — Bil*) + op(ir) = op(a?). (A.1.16)
Further, as &2 < 27 4 2(&; — Et) , it holds P7-a.s. that
T
Z éi(t) = Z é% = &%k < 20’% +2 HéT - EZTH2 = Op(a%)
t=k+1 t=k+1

PROOF OF PART (A) After this preparation, we turn to
t—k—2 t—k—2

Sgg_sglg = Z{Z’YJkgtle’Y]kgt]l

t=k+2 j=0
t—k—2 t—k—2

- Z ’Yj:kg:‘,rfjfl Z ’Y;':kngjq}
j=0 J=0

T t—k—2

= Z Z Wi j1We— i1 ik Yk (1) Em(t—i-1)

t=k+2 j,i=0

—’Yj:k’%;k&r(t—j—1)€7r(t—z'—1)}-
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Let Gy, := vee(V;.,Yiy,) and Gin = vec(¥;.4Yix), such that

t—k—2
L *k tk _ 2 &
Ago :=vec(Soy — Syp) = Z Z Wi—j—1Wp—j— 1(Gji:ksw(t—j—l)gw(t—i—l)
t=k+2 37,i=0

—GjikEn(t—j—1)En(t—i—1))-
: : _ (1) (2) (3)
We split Agg into Agg = Ayy + Apg + Apy with AOO : Zt i} g2 2 Ctts

T-1

(2) .
ANy = E Tt wswier(s)Em(1)Csit
s,t=k+1
T-1 t—k—2

= Z Z Gji:kwt—jwt—i(éw(t—j)éw(t—i)_57r(t—j)57r(t—i))
t=k+1 j,i=0

T-1

= Y wawi(Er(s)nt) = En(s)En(t)) st
s,t=k+1

where

T—t—1 T—t—1
Csit i= g (Gi—stisik — Gimstiyisk)s ot = g Giosyijick-

t=max{0,s—t} t=max{0,s—t}

For an r.p. 7, with Ef denoting expectation under P?, it holds that, first, Ef HA(()%))H <
a% maxy—g+1,..7 ||t ||, where ¢; 4 remain to be evaluated.

Second, regarding A(()%), for Rademacher wy it holds that

-1
ENIAG IR = Y Los BN (€20 20k icar + ¢ scts} (A.1.17)
s,t=k+1
T—1
= ET<672r(k+1)€72r(k+2)) Z Hs#t{cls,tcs,t + C,s,tct,s}
s, t=k+1
T—1
= Op(T?az) Z ’C;,tcs,t + C/s,tct,8|
s,t=k+1
because
T
ET(ai(kH)gi(km)) = Z Lo P{m (k + 1) = u, 7 (k +2) = v}elel
u,v=k+1
T
= O(T ot — Y &t} =0p(T ap), (A.1.18)
t=k+1

whereas for w; =1 a.s. (all t),

T-1

BHAR)? = Bl 2henatern) O Tsp{d o+ dyers}
s,t=k+1
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+ ET(Egr(k—i-l)g?T(k—&-?)ew(T))

T-1

X Z H#{s,t,v}zi’){c.’s,tcsﬂ) + c;,tcws + CQ’SC&U + CQ,SCU,S}
s,t,uy=k+1
T-1
+ ET(57r(k+1)57r(k+2)57r(T—1)57r(T)) Z Lt .t 0,01 =4Cs 1Cusvs
s, tyu,v=k+1
where ET(efr(kH)si(kH)) = Op(T~2a%) as before,
ET(gfr(kH)Ew(kw)&n(T)) (A.1.19)
T T T T
= O(T){o7[( Y e’ —oF] =20 D> ) > a)— Y &l
t=k+1 t=k+1 t=k+1 t=k+1

is O p(T_3a4TlT) as powers of slowly varying functions vary slowly, and

E' (en(b+1)En(b+2)En(T—1)En(T))

T T T T
< 0TS e+ 3 el +doh 48030 (Y @)} (A120)
t=k+1 t=k+1 t=k+1 t=k+1

is Op(T~*a%lr) because ZtT:kH et = Op(arlr) and ZthkH ei =Op(ay) (i=2,..,4), so

T-1
2 _
B ADIE = 0p(T2a%) S Touldseos + oyl (A.1.21)
s, t=k+1
T-1
+0p(T2azlr) Y Luferw)=slchiCon + hyCus + ¢ sCow + & sCus]
s,t,v=k+1
T-1
+OP(T74GZI{ZT) Z ]I#{s,t,u,v}=4|cls,tc%v ‘7
s, t,u,v=k+1

and cs remain to be evaluated.
Third, regarding A[(]%), for Rademacher w; it holds that

T-1
3 ..
ENAGIE = D ENCaofet) — ontoron) {doedos + Lopads oo}
s, t=k+1
< ET( 2(k-s—l k+1 Z Hds 8||2
s=k+1
T-1
+ ET(éTr(k—i-l)éw(k—&—?) - 57r(k:+1)57r(k+2))2 Z Hs;ﬁt|d;tds,t + d;tdt,s‘a
s,t=k+1
where ET(éfr(kH) - 63(,6“))2 equals
T
or™ Y (E-e) < o1 ) |er—er|? (o} + er —erl)
s=k+1

= Op(T™"a7(|By — Bil®) + op (T ira?)
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and is Op(T'a2a7") for all € > 0, using (A.1.16) and (10), and also
E' (1) En(it2) — En(ir1)En(ir2))” (A.1.22)
T

=O0(T?) > Tepelestr — ese1)® < O(T2) (6% + 0F) l|ler — er ||
s,t=k+1

= Op(T7%a}| By — Bil?) + op(T21rd?)

is Op(T~2a2a3tc) for all € > 0, so

ENAY 2 = 0p(T1ada2t) Z .52 (A.1.23)
s=k+1
T—1
+0p(T%a3ai™) D Louldy ,de + df oy o]
s,t=k+1

for all € > 0, where ds,t remain to be evaluated. If w; = 1 a.s. (all t),

T—-1
5 o o o
EN IAY))? = Y " E )it — Ens)Ent)) e it + Lopedy di s}
s, t=k+1

+ EN{(Erhr1)Br(br2) — Enlht)En(br2)) Enhr1)Bn(T) — Enlht1)En(T)) }
T-1

X Z H#{s,t,v}zS (dfs,t + C2{s,t)(ds,v + dv,s)
s, t,v=k+1

+ EN{ Cr(er1)En(hs2) — Enthr1)En(ht2) En@—1)Em(T) — Ex(T—1)En(T))}

T-1
X Z H#{s,t,u,v}:éldg,tdu,w
s, t,u,v=k+1
where | EM{(&r(k11)8r(k42) = Ex(hr1)En(h+2)) Cr(er)En(T) — Ex(or1)En(r)) | equals
T
O(T_3)| Z H#{s,t,v}:3<ését — Esﬁt)(ésév — 655U)|
s,t,v=k+1
T T T
= 0T Y U Y. Lt —ese)}? = D Lou(Bdr — s20)?]
s=k+1 t=k+1 t=k+1
T T
< ) DAY Lud —ee))?
s=k+1 t= k+1
T
= o1 Z { Z Lszt(6r —er)} - 55 Z ]Is;étEt
s=k4+1  t=k+1 t=k+1
T T
<O )ohd D G —e) + ler —erl {67 + o7 + (D &)’}
t=k+1 t=k+1

is Op(T~3ka}a3t®) for all e > 0, using (A.1.14), (A.1.16) and (10), and similarly, | EN{ (Er(kr1)ertera)—
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En(ht1)En(k+2)) En(T—1)En(T) — Ex(T—1)Ex(T))}| equals

T

O(T_4)| Z H#{s,t,u,v}:4(ését - 535t)(éuév - 5u5v)‘
s, tyu,v=k+1
T
T YD Lou(Esé —ese))?
s,t=k+1
T T
—4 Y Tpgeraps(Befe — cegr) (Baby — £550) =2 Y Lon(B8r — £80)?}

s, t,v=k+1 s,t=k+1

T
Y LBl — ga2)}? + Op(T *kajad™)

s,t=k+1
using previous evaluations, so further
T T
= O(T™H{ D G- +2 Z £t Z s—e)t+ Y (-
t=k+1 t=k+1 s=k+1 t=k+1

+O0p(T~*ka3a2t) = O(T~H{(kV?aras + arlr)k ?ara

+|ér —er|* + 2 |ér — exl| 624} + Op(T*kafar™)

which is Op(T~*ka2a%) for all e > 0. Hence,

ENAS > = Op(T afaZ™) Z s>

s=k+1
T—-1
+Op(T2ajaz™) Y Topl|d, pdey + df ody,
s,t=k+1
T—1
+0p(T*ka3ai™) > Tugsroy=sl(ds, + d ) (dew + dos)
s, t,v=k+1
T-1
+0p(T*kazas™ ) Y Lagsruo—alds jdusl- (A.1.24)
s, t,u,v=k+1

We now turn to ¢s; and a?&t. As in the proof of Corollary 1,

17 —k—2 = Yr—k—2llooc <N AT—k—2 = Y1r—k_2ll (A.1.25)
T—k—2
Z — il = Op((IBy — Byl + Z 18;1),
j=1 j=k+1
T—k—2
1972 = Y1kl = Z 2)1/2 (A.1.26)
7j=1
= Op(|1B — Bl + Z 1351)
j=k+1
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Using also the identity |[vec(ab’)|| = ||a|| |b]|, the triangle inequality and (10), we obtain, for
all e > 0 and s,t that

T—t—1
l[esell = [Jvec{ Z (FYe—stisk — Yistisk) ik T Vi—stick(Vick — Yie) Hl
t=max{0,s—t}
< Q@I+ 1A7r—k—2 = Yrsr—2l)
T—t—1
X Z (IFe—spie = Yemspirll + 1 Fir — Vil
t=max{0,s—t}

= Op(k)|[A7—k—2 — Yr—r_2l = Op(karas ")

uniformly in s,¢. Thus, E' || A 1)|| = Op(kaxay™) and, returning to (A.1.17) and (A.1.21),
E|AD)12 = Op(k2a2a2t) for all € > 0.
Further, using (A.1.26), (i),

T—1 T-1 T—s—1 T— T—s—1
D lldssl? < D0 (D IFal?? < Z (k Z 19:/%)
s=k+1 s=k+1 =0 s=k+1
< 2TK*(|Y)|* 4+ k-2 — Yr_i_2l*) = Op(Tk?),
and (ii),
T-1 T—1
o Tepldydss + dyydis] < D7 Tou(dsll® + lldsellldes)
s,t=k+1 s,t=k+1
T—1 T—1—max{t,s}
< 2 Z Hs;rﬁt( Z H&|t—s\+zk””ﬁzk”)2
s,t=k+1 i=0
T—1 T—1—max{t,s}
< ||’7T—k—2”2 Z Hs;ét( Z ‘|’3’|t—g|+z‘:k”)2
s,t=k41 i=0
T—k—2
= 0TIV + 1A r—r—2 — Yr—r—2I)? Z 14:.1:11)?

=0
= OF*T*)(IVIl + 1¥7—k—2 — Yr_1r_2lD)* = Op(K*T?).
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Before (iii), observe that, by Assumption 1(b), Lemma A.2 and (10),

T—k—2 T—k—2 T—k—2
ST ilFl <D0 illFi =il + D illvisl (A.1.27)
=1 =1 =1

T—k—2 k-1
il By — i) }1/2+k2 i1l + K2y
i=1 7=0 =1

T—k—2

= Op(||Br, — Brlh + Z |5j|)/€1/2 Z i(1 4 =)k—i-l

j=k+1 i=1

IN

T—k—2 (k—1)Ad

+\/§ Z i Z |bz ]k|+0(k2)

7=0

= Op(||By — Bill1 + Z 18K + O(kT) Y 185
j=k+1 j=k+1
+O0(k?) = Op(K3ara$s™ + kTag' + k?)

for all € > 0, so using also (A.1.26) and (10),

T-1
> Lyperap—sl(dss + dis) (dsw + dos)|
s, t,v=k+1
T-1 T-1
< >0 () Lplldse +dusl)?
s=k+1 t=k+1
T—-1 T-1 T—1—max{t,s}
<A (D T D> Al Al
s=k+1 t=k+1 i=0
T—1 T-—1 T—1—max{t,s}
< AA7r_pal? Z ( Z Loee Z 1= 1)
s=k+1 t=k+1 =0
T-1 T—k—2
< AV Ar—k—2 = vror—2D® D @ Y illFal)?
s=k+1 i=1

= Op(K*'T + KSaiTa5? + K*T3az?)

for all € > 0, and (iv), similarly,

T-1 T—1
Z H#{s,t,u,v}:4|d;,tdugv| < ( Z ]157&”(15715”)2
s, tyu,v=k+1 s,t=k+1

T—1—max{t,s}

T—1
(Y L S Bl

st=k+1 i=0
T—1—max{t,s}

T-1
<NArpalPCD D T > sl

s, t=k+1 =0
T—1 T—k-2
< (VI + 1A7—pme = Yr—ialD)®@ Y D illAl)?
s=k+1 =1

= Op(K*T? + KSa2T?a 2 + k2T a}?).
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Thus, returning to (A.1.23) and (A.1.24),
3 €
ENARI? = Op(kaiai)
+O0p(T 4kaka2+€)0p(/<:4T2 + KSaiT?aS % + KT a?)
is Op(k2a2a2™) forall > 0, if k3/T — 0. Asalso E! |A) || = Op(kagatt©) and B |AZ) )2 =

Op(k*a2az+<) were found to hold, it follows that [|Ago|| = Opt(kagah) in P-probability for
all € > 0, in the case where 7 is an r.p.

For 7 = id (and Rademacher w;), Ef HA&)H < o maxi_ji1,.., (kapaht®) as
previously,
T—1
2
ENARIP < 30 eeflunlddsens + € ons] < o4 Op(Katas?)
s,t=k+1

is Op(k?a?a’"€) using the previous uniform estimate of ||cs ||, and finally,

T—1
3 o R
ENIAGIP = BN Y. wen(Ed —ee)dl?
s,t=k+1
T—1
< Z (ését_555t>2{d{g7tds,t+d,37tdt,s}
s,t=k+1
T—1
< { Z (ését—gsst)2}( max s, )27

st=k+1,...,T—1
s, t=k+1

where ZST,;,C_H(éSét — e5e1)2 = Op(aZaF™) for € > 0 as in (A.1.22) and

T—t—1

< > G sl + llesdll
t=max{0,s—t}

T—t—1

DS

i=max{0,s—t}

ds,

< kllv|* + Op(kagag ™)

is Op (k) uniformly in 3 t, so also Ef ||A H2 Op(k%a}a3t®) for every e > 0. By combining
the evaluations of HA || (i = 1,2,3) and applying Markov’s inequality, the first statement
in part (a) is proved also for the wild bootstrap scheme.

Regarding the lower bound for Sgg , let

7 ¢ =min{t:k+1<t<T, \Et|— max_ |eg|},
+1<s<T
T : ={r= : 1<t<T = ;
{r=min{t:k+1<t< ,Ietl pipax lenlh

then P(7) — 1. By considerations of positive semi-definiteness, for outcomes in 7 it holds

that
T—n~1(r)-1

)‘min(S(Jgg) > Amin (53 Z 'Yj:k')’;':k: + 5Tw7r—1(T)A/\)a (A.1.28)
=0

where the right-hand side matrix collects the terms of Sglg involving €,, with

Z ]IT;éﬂ'(t)thW(t) (dﬂ'*l(r),t + dt,ﬂ'*l(T))v
t=k+1
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)

If 7 is an r.p., then

T-1

ET HA)\HQ = Z ET(]IT§£7T 71'(t Hdw 1( t+dt7r 1( Hz)
t= k+1

+ Z ET (t)ET#m(s),t£s WtWsEr (1) En(s)
t,s=k-+1

X tr{(dﬂ'—l(T),t + dt,ﬂ‘_l(‘r)),(dﬂ_l(ﬂ'),s + ds,ﬂ—l(r))}]'
Next, if further w; are Rademacher, this reduces to

T-1

ENA? = Y Elmmelplldeim e + dimrn )
t=k+1

T-1 T
= Z ET( Z ]It;évﬂﬂ' Y=u,m(v)=T€ ||d t+dtv||)

t=k+1 u,v=k+1

T-1 T
= > D In Pl () = um(v) = 7)ehldog + deol|?

t=k+1 u,v=k+1

T-1 T
= 0T Y. Y Lsluserlldos + diol?

t=k+1 u,v=k+1

T T-1
= O(T %ot > Y Tislldes +diol?

v=k+1t=k+1

because PH(m(t) = u,n(v) = 7) = (T—k) ' (T —k—1)""for t # v,u # 7

measurable). Further,

T-1 T-1 T—t—1
S Lplldeddl? < D0 Tiwll D Ve vinl?
t=k+1 t=k+1 t=max{0,v—t}

< 2|V RV + kY ivP) = O(k?)
1=1

and similarly for EtT:_klﬂ Lizo||dev|2, s0 for the permuted wild bootstrap, Ef ||A,[|2 =

dsy = ZlT ntlaxl{o s—t} YVi—stic %7Yerp- We evaluate Ay for the three bootstrap schemes.

(1 is 1-

(A.1.29)

Op(T~ 11302 =

Op(T71k3a%) = op(a2) as k3T — 0, and |Ax]| = opt(ar) in P-probability. If w; =1 a.s.
(all t), the estimate of ZZ’:_,:H E' (L 2r(1)€ Hd ~1(r),t +dir1(m)[|?) remains valid. Addition-

ally,

ET []Ifr(t);«éf#fr(s),t#sgﬂ(t)Err(s) tI'{(d7r*1(7'),t + dt,7r*1(7'))/<d7r*1(’r),s + ds,Trfl(T))}]

T
= gf Z Ly tt,5,0y=31n(t)=u,m(s)=v, 7 (w)=rEulv
u,v,w=k+1
X tr{(dwt + diw) (dws + dsw)}
T
= Z H#{t,s,w}:?) PT(T['(t) = u, 7'('(8) =, Tr(w) = 7—)
u,v,w=k+1

X ey tr{(dwt + diw) (dw,s + dsw)}
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T T

:O(Tig) Z 8ugvﬂ#{u,v,7’}=3 Z ]I#{t,s,w}=3
uv=k+1 w=k+1

X tl“{(dwﬂf + dt,w)l(dw,s + ds,w)}

uniformly in ¢, s because PT(7(t) = u, 7(s) = v, 7(w) = 7) = O(T_3)H#{u7v77-}:3 for #{t,s,w} =
3. Hence,
T-1

‘ Z ET [Lr(t);éT;éﬂ(s),t#sgﬂ(t)gw(s) tr{(dwfl(ﬂ-),t + dt,rrfl(T))/(dwfl(T),s + ds,wfl(r))}”
t,s=k+1

T T T-1
< O e +07] D | D Tufrswy—s
u=k+1 w=k+1 t,s=k+1

X tr{(dw,t + dt,w)/(dw,s + ds,w)}‘

is Op(T~2k*a%lr) = op(a%) for k3/T — 0, since

T—-1
| Z H#{t,s,w}:3 tr{(dw,t + dt,w),(dw,s + ds,w)}‘
t,s=k+1
00
< 2YAIPER I+ & i) = OkY).

1=1

Therefore, E |Ay[|? = op(a?), and ||Ax|| = opt(ar) in P-probability, also for the permuta-
tion bootstrap.
For 7 equal to the identity (wild bootstrap), it holds that

T—-1
ET HA)\HQ = Z HT#tE?HdT,t + dt,THZa (A130)
t=k+1

where

T—-1
E Z HT;ét]I|at|§aT€%HdT,t+dt,7—H2 (Algl)
t=k+1
T-1
= EBE( Y Luliecarsildrs +dir[?I7)
t=k+1
T—1
= E Y LuE(lk<arsfIn)drs + dir|?
t=k+1
T—1
< E(ey<arf) E Y Lrslldry + dis|
t=k+1

is O(T‘lk?’a%) = o(a%) because I, E(]I|8t|§aT€§]7') < ]IT;étEGI\Et\gaTE%) = ]IT#E(Hla\SaTg%)
a.s. by the maximizing property of 7, E(H\at\SaTE%) = O(Tta?%) by KT,

T—-1 [e')
7 Lalldeg + do|? < AK|YIPE NP + 5D ivd) = O(K?)
t=k+1 i=1
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with a deterministic bound (see equation (A.1.29)), and k3/T — 0; similarly,

T-1

E( Z HT#tH|Et|>aT‘€%HdT¢ + dWH2)W2
t=k+1
T-1

< Bl sarledd VB Y Loalldre + dig
t=k+1

is O(T~'k%all) = o(al) for n € [0, ) and § from Assumption 1(b), by KT and since, with a
deterministic upper bound and k%/T — 0,

T-1

Z Lrstlldrs + di o |7 < O (1) (K Z Ivil" + k Z il ") = O(k?),
t=kt1 i=0 i=1

so St Latliey s apeilldr + dis||? = op(a2). Recalling also (A.1.30) and (A.1.31), it
follows that ||Ax|| = opt(ar) in P-probability also for the wild bootstrap.
By Weyl’s inequality (Seber, 2008, p.117), the estimate of ||A,]| yields

T—r=1(r)—-1
’)\min (572— Z 7j:k7;‘:k + ETwﬁfl(T)A)) (A132)
j=0
T—n~1(r)-1
~ (Y V)| <l AN = 0pr(a)
j=0

in P-probability, because a;leT converges in distribution under P. Again by Weyl’s inequality
and matrix symmetry,

T—n~1(r)-1 o0
Mwin( D V) = A0 <Y v ale
j=0 j=T—7n—1(7)
(e.0] (0.0
< D Iyl < k(maxy)) > 17,1
j=T—n—1(1) j=max{0,7—7—1(r)—k+1}

is 0pt (1) in P-probability, the magnitude order because PH (T — 7~ 1 (1) —k+1 > k) £ 1 and
kY252 k vl < 322525 31yl — 0 as k — oo as the tail of a convergent series. Since Amin(Xy) is
T—r—Y(1)-1
j=0

zero in Pt-probability, and as further a;lsT converges weakly under P to a distribution

bounded away from zero, it follows that Amin(D ’yj:k’y;-:k) is bounded away from

() —
with no atom at zero, it follows that Amin (a2 Z;‘»F:OW (n—1 ¥j:kY;.x) is bounded away from

zero in PT then P, probability. Recalling (A.1.28) and (A.1.32), we can conclude that also
)\min(a;25(];§ ) is bounded away from zero in P, then P, probability.
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PROOF OF PART (B) Write 3% — SI¥ = o) + 0% — o} + o3 with o := St XE ) oty Wt
T tk
Ug = Zt:k-H thlp;rr(t)Jg and

* k
Z thl_X;r 1)e ()Wt
—k—
Z ’)’gk ‘ij 7r(t j—1)Ex(t) Wt—j—1Wt

0
—k—
Z ’Y]k €7r(t —j—1) — (fjfl))gw(t)wt—j—lwt'

If 7 is an r.p., we discuss o1 + 03, ag and o3, no matter how w; are specified, whereas if 7 is
the identity, we evaluate o3, ag and o3.

Let 7 be the identity (and w; be Rademacher). For the discussion of 03, define modified
Prkj = Prk — Et—j—1 Z‘Z:;H Bivji1—i> (3 = Kk, T — k — 2), as pyy, 'cleaned’ from the
contribution of €;—j_1, and p; ; := p;y, for j =0,...,k — 1. It holds that

T t—k—2
Elosl? = > > Wul’e s 1ot
t=k+2 j=0
T t—k—2
<4 Z (||’Yj;k||2+ ||‘7jk v k” )(Et —j— 1+ (Ee—jm1 — 5f*j*1)2)p§k
t=k+2 j=0
T t—k—2 j+1
<8 Z Z ||’Yj:k”5§—j—1‘ Z 51’7j+1—i|)2
t=k+2 j=k i=k+1
T -2 T t—k—2
+8 Z H’Yj:kHQE?fjflp?,kg +4 Z Z ”'S’j:k_'Yj:kHZg?fjflpz%,k
t=k+2 j= t=k+2 j=0
T t—k—2
+4 > Z vyl + 1970 = vl Ermjor — e0—5-1) 07
t=k+2
=: 8(¢% + (721> +4(0% + 033).
Here
T t—k—2 j+1
S = Z Z ||’Yj:k||5?—j—1(H{\st_j_l|§aT}+H{\et_j_1|>aT})| Z ﬁﬂj+14|
t=k+2 j= i=k+1
=¢S 4 c> = op(ar)
by Markov’s inequality, since
T—k—2 [
BGS) < TEE e <ar) IV Do Tl D 184
j—k i=k+1
< TE (61H{|E1\<aT} H7H Z h/z’—i_k Z h/z Z ‘B | =op a’T)
i=k+1 i=k+1
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by KT, Assumption 1(b) and the condition > 72, | |5;| = o(az') and, for n € [§, @), by using
the same facts,

T—k—-2
n n n
El”2 < TE(egeysar) V12 D Il % ( Z 1851)>
j*k i=k+1
< (|€1‘ H{|€1|>CLT} ||7H2 Z |'72|2 +k Z h/z Z |B|
i=k+1 i=k+1
is OP(a;/ ). Further, for n € [§, @) and all ¢, by independence of &;— ;1 and p; ;,
. T t—k—2
E@3)? <Blal 6wl 3 3 Il
J t=k+2 ;=0

where the supisovert = k+2,...,T and j =0, ...,t — k — 2. By Holder’s inequality, for a > 1
and 7 € [1, «) it holds that

oo o0
Elpr" = Elogesl” < (X 180" Y 1B EXpsr-il”

i=k+1 i=k+1

= (X IBDEX|" = o(ag")

i=k+1

if j =0,...,k — 1, and similarly,

E|pip;l" < Z 18" Z |51|E|ZHZ¢J+1%€7§ |

= k+1 i=k+1
< (Z 1B:))"IY " E lea|" = o(az")
i=k+1

for j = k,...,t — k—2. Hence, a common, in ¢t and j, o(a;”) upper bound exists for E ]pukj]",
yielding

n
2

E(031)2 < o(kTag")(Y_ 1y;|") = o(kTag"), 1 € [1, ).

J=0

As k?/T — 0, this yields 0%, = op(a?). On the other hand, for « <1 and 7 € [§, «) it holds
that B [py ;1" = Elpp1kl” S EIX" D721 187 5 =0,....k — 1, and

E |py ;" Z 18; I"E!ZH#JH%& "< Erstw Z 851"

i=k+1 i=k+1

if j =k, .yt =k — 2, 50 B (05)"? = O(T 33241 18:1") S04 17,17 and, by (A.1.2) and
Markov’s inequality, o, = op(a2) under k3/T — 0.
Next,
T—k—2 T—k—2 k-1

k - .
059 < U%’Spp Z H’Yj;k - ’Yj;k”2 = OP(ZTG%F) h/j—i - 7j—z"2
j=0 j=0 =0
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since Sgp = op(ly) was proved in the preparation, so from (A.1.12) and (10), for all € > 0,

[e’e} —2j o0
03y = op(klrap){[|1By — Bllf + ( Z ’5’ ( +]1> +Zb32k}
=0

j=k+1 §=0

= op(klrar){k*aia7 + ( Z 8%} = op(k*a;T<) = op(at)
j=k+1

if k*/T — 0 by choosing small € > 0, and similarly, from (A.1.16) and (10),

T—k—2
- 2 ~
ler —erl® Sk, Y (vl + 1954 — vjll®)
=0
= op(Rirar Ak_ k vy op = op(ar
(klraz[|Bx — Bell>)IV]I* + op (1)) (a7)

if k2/T — 0. We conclude that Ef ||o}||? = op(a2) if k*/T — 0 and, hence, ||0}|| = opt(ar)
in P-probability if 7 is the identity.
Regarding U; = ZthkH lelpzk (pzk = Zf;,l:;i ﬂiXtLi), we reuse several steps of the

IA

*
023

evaluation of || ZtT:k +1XF_1pixll in the proof of Lemma 2. Namely, all the evaluations

of expressions in || and €2 (equal to |5t| and (6t)2, resp.) can be used as there, upon
replacement of &; (¢ < k) by zeroes. A minor modification is needed only for (what is now)

T-1 i1 t—j—k—1
<t o
g Z Luzotj—iy
t=k+14max{i,j} u=0 v=0
T T

XH\Etﬂ;u&fjfu|§&T5t—i—u‘€t—j—fu7u7v
with

T-1

t—i—k—1t—j—k—1
<7
ENEH? < 2v)? > > > Tugerioa
v=0

t=k+14+max{s,j} u=0

2
XH|5t,i,uat,j,v \S&ng—i—ugt—j—v h/u‘ h’v|

possessing, by KT, EET(QS]-’T)2 < O(a2)||v||* uniformly in i, j, so in place of (A.1.11),
k o)
<
EEfO Y 8,651 Z Z 18, EET{(€5 Z 1851)
i=1 j=k+1 i=1 j=k+1 j=k+1

is O(k:dQT)(Z;';kH \Bj\)z. Thus, as in the discussion of || Z?:M_l Xf_lpmkH in Lemma 2, we
conclude that || EtT:kH XIE = Opt(a?) > Zke1 1B;1 = opt(ar) in P-probability.

Further,
T t—k-2
E' ||os|®> <4 Z 196 — 5 xlH{er o1t (Bemjo1 — Et—j1k) YE7
t=k+2 j=0 —ey;
T t—k-2 |
+4 Z 175 PG —ej1p)’ +/0?7j71,k}5% :=4(031 + 032 + 033).
t=k+2 j=0
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First,

t—k—2 t—

T
031 = g

t=k+2 j=0 t=k+2 j=0 i=0

<

T
< kOp(IBy — Bill2 + Zw >
=k+

t—k—2 k:—l)/\j

T
+2 E b] i ketj
t=k+2 j=0 1=0

k k—2 k—
Z 196 — 7j:l<:”2etj = Z Z (Vi — 7j—i)2€tj

T t—k—2 1\~ T t—k—-2 1\ %
Y (1+g) w2 Y (1vg) Gt
T t—k—2 —25
BB Y Y ( ) X512

t=k+2 7=0

is Op(a;™“a2.) for all € > 0 since, (i.i), S 2 Zt R0+ 1) Hel 181 =
all € > 0, as

t—k—

k—2 1 —2j
Z <1+/€) 5?—j-15?H{|at_j_1st\ng})

0

t=k+2

<

) —2j
< TE(5162]I{|61€2|<(1T} Z< ) = O(k&%),
7=0
T t—k—2 1 2]
7
(> ( k) & i 16 jey_, _1ee|>ar})?
t=k+2 j=0
o0 1 —Jn ~
< TE(|€1€2’77]1{|81&_2|>&T}) Z (1 + k’) = O(k‘agﬂ)
=0

by KT for all n € (0, ), (i.ii), similarly,

T t—k—2 1 —27
S % (1+y) Xt - ontatta)

t=k+2 j=0

Op(

24€~2
ap ar

) for

for all € > 0, and is multiplied by ||3), — Bx[? = Op(ajas?) = Op(a;?) for sufficiently small

¢ > 0 by (10) and k3/T — 0, (i.iii),
T t—k—2 1\~
S X (144)  it—on)
t=k+2 j=0

since, for n € [0, @),

T t—k-2 1 —2j )
B Y (14p) Auuedis
j=0

t=k+2

<
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3 -
1 an
< TRl Bl (145) = ORTIBlpgal
=0

is Op(kTaz") as E|pj11|" was evaluated in the discussion of 63, and k?/T — 0, and (i),

t—k—2 (k—=1)Aj

E b] zk{gt j— l+pt —j— lk}st
t=k+2 ;=0 =0

IA
[\
M=

2 (k—1)Aj

k—
Z b] zk”X —j— 2“2?

=0 =0

t—

T
+2/|3y, = Bil” >

t=k+2

.

= Op(kT7'ay™ + 1By, — Bl PaikT akt<)( Z 18:)? = op(a2)
i=k+1

for all € > 0, by taking expectations as in (i) and using Zt k=2 Zf Olbi ik <k Zt b2 b2
k(32720 ik)? < Ck( .52y 18:])?, (10) and the conditions l<:3/T — 0and ap ZZ:kH \,B | — 0;

for example,

T t—k—2k-1
2 2 2
BOY . > D b et il eil<ar))
t=k-+ =0

2 j=0 1
T—k—2k—1 00
< TE(5%5§H{|5152|§6T}) Z Zb?—i,k:O(kd%)( Z 18il)?
j=0 =0 i=k+1

and, by Holder’s inequality for n € (0, @),

t—k—2 k-1

k—
§ 2 2
Z ’L,k‘gt—j—lst]I{|€t_j_1€t|>&T})

t=k+2 7=0 =0

(SIS

T—k—2 k—1
7
< TE(‘8152’T]]I{|8152|>&T}> X Z (Z b?fi,k)2
=0 i=0
T—k—2k—1
_n 1 7_1 7
< Y SR W - OGTaE( Y 1BIE.
J=0 =0 i=k+1

By combining (i), (ii) and (10), for all € > 0,
o0 T t—k—2k-1
031 = Op(kai " a2)(|Bx — BillF + Q18,07 +2 D D > b ineys
=k =k+2 j=0 i=0

is Op(k?aja%) + op(a3) = op(a?) since k*/T — 0 and ar Y2, |8;] — 0.
Second,

t—k—2
k 2 4

D IvlPIXE el = 1By — BillPOp(ay™a7)

=0

T
o32 < (1B — Bell® D
=k-+

t 2

.
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is Op(ala%) = op(a%) using (10) and k*/T — 0, again by taking expectations and replacing
the geometric series in powers of 1 4 % by

T—k—-2 0o T—k—-2

k 0o
Sl <kY =0, Y vl <k " =0(k)
j=0 Jj=0

j=0 Jj=0

for 7 > 8. Third, o33 := S.1_ f+2 Zt . ||7j;k”2pt2_j_17k€? = op(a%), similarly to o3;.
Returning to the initial decomp051tion of Ef ||lo3||?, we can conclude that Ef ||os3|? =
op(a%) for k*/T — 0. By combining it with the evaluations of ¢} and ag, we complete the
proof of part (b) for m equal to the identity.
For an r.p. 7, we start from

t—k—2
01+U§ Z Z 7] kgﬂ't —j— 1)( m(t) — ())wt —j—1Wt.
t=k+2 j=0
If w; are Rademacher, then
T t—k—2
Eflor+03l1” = Y > 14ulPENE 0, 0 Ere — x)”}
t=k+2 j=0
T t—k—2
= EN& i Crera) — Entei)’} DL D, 145l
t=k+2 j=0
with ET{é?r(k+1)(é7r(k+2) r(k+2))?} < O(T 263y ler —er|? = Op(T* ?aja%), so
T—k—2
E'lor+03)> = Op(T"afaz) > A4l
=0

j=
= Op(T 1kakaT)(H’Y”2+”’YT+k 2 — '7T+k—2”2)

is Op(T“ 'kaia%) for all € > 0, using equation (A.1.16) and (10). On the other hand, if
w; = 1 Pl-a.s. (all t), then
s—k—2t—k—2

T k—2t—k—
Bt lor+aslP= > > D AiAjwx

st=k+2 i=0 ;=0

X ENen(smim1)Bn(t—j—1)En(s) — En(s)) Crity — En(t))}

T t—k-—2
:ET{égr(k+1)(é7r(k+2) w22 D D 1Al
k12 =0
T t—k—2
+ ET{éﬂ(k+1)éﬂ(k+2) (éﬂ(T) - } Z Z ]I{l;ﬁj}’Yz k:7] k
t=k+2 1,j=0
+ ET{<€2 e+ 1) (k) — Enkr2)) En(r) — En())}

s—k—2

X Z Z ﬁ;:k’?t—s—&-i:kﬂ#{s,t,s—i—1}:3

s,t=k+2 i=max{0,s—t}

+ EN{en(or1)er(hr2) En (k:+3) — En(k+3)) En(r) — Ex())}
s—k—2t—k—2

X Z Z Z ]I#{s i—1,t—j—1,s,t}= 47@k73k

s,t=k+2 =0 j5=0
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by separating according to the possible subscript repetitions. Here, first, Ef {éfr( k1) (éﬂ(kH) —
=(k+2))°} = Op(T“ ?aja?) for all € > 0, as found earlier. Second,

T

ENer b1 1)n(b12) En(r) — En(r))?} = O(T ) Z Lifu s} =3éubo(és — €5)°
u,v,s=k+1
T T T
SO e ller—erl® =20 ) &) Y &s(és—es)’
u=k+1 u=k-+1 s=k+1
T
+ Z & (Bu—eu)?}
u=k+1
T T
SO (> e +26ml Y &l +6%}er —er|?
u=k+1 u=k+1

Hence, using EtT:kH et = Op (arlr), equation (A.1.14) and k3/T — 0,

ET{éﬂ(k+1)éﬂ(k+2) (éw(T) — EF(T))Q} = OP(T_3){0J%~ZT + k‘aiTE + kil/ZakaTTe}

x ||e7 — er||* = Op(T~3a3ir) ||er — er||* = Op(T°ata)

for all € > 0. Third, with ]Zgzkﬂ 82(2, —eu)| < 62 |&r — erl|, we find

ENE2 1) Crkrn) — Erkr2)) Er(r) — En)}
T
= O(T_3) Z H#{u,v,s}:i’)éi(év - 5v)(és - 53)

u,v,5=k+1

< UTk{ Z v —Eu)}
v=k+1
T T
—2 Z w—eu) Y, Eu—cu)+ D E2(Ew—eu)’]
u=k+1 u=k+1 u=k+1

= Op(T *kaiay + Tk Paray |ér — erl| + T~%6%y, |ér — ex|?)
Op(T3ka2a2 + T3k 2a2ap + T 3a2) = Op(T 3ka2a?)

for all € > 0. Fourth,

ENer(or1)En(ir2) En(hra) — En(ors) En(r) — Ex(m)) }

T
= O(T74) Z H#{u,v,s,t}:4éuét(év - Ev)(és - 53)
u,v,s,t=k+1
T T
= O(T_4){ Z N 51})}2 - Z H#{u,v,s}:3éuév(és - 55)2
u,v=k+1 u,v,s=k+1
T T
- Z H#{u,v,s}:3éi(év —&y)(&s —€s) — Z HU#véi(év - gv)z}v
u,v,s=k+1 u,v=k+1
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where the magnitude order of the last three sums was determined above, so

T T T
= O ) & > (Ev—e)— Y eultu—cu)}’ +O0p(T *kaia})
u=k+1 v—k+1 u=k+1
T
< O H( Y 2w {Z v =€)} + 6% 1er —er | + Op (T *kaja?)
u=k+1 v=k+1

= Op(T Ma%ly + ka3 T)kaiT¢) + Op(T *kaia?) = Op(T *kaia?)
for all € > 0 if k3/T — 0. Returning to ||o1 + o3|,

T—k—2

E||o1 + o3| = Op(T* "afa?) Z 195
7=0

T t—k-2
+ Op(T*°kaja?) Z Z Loty Vi Y ik
t=k-+2 4,j=0

+OP(T€_3]‘3@%G%) Z Z ’?;:kﬂyt—s—l—i:kﬂ#{s,t,s—i—1}:3
s,t=k+2 i=max{0,s—t}

T s—k—2t—k

+ Op(T* *kaja?) Z Z Z L (omim1,t— 1,5, )= ik Y ok
si—k+2 i=0 j—0

—2
= Op(T* ' kaza?) |AI* + Op(T"*k?aiat) |17
+Op(T?K*aia? + T 'k*ajar) + Op(T< *k*aja}) |43
is Op(T“ 'ka2a?) for all € > 0 if k*/T — 0, the magnitude orders using (A.1.25), (A.1.27)
and reasoning applied previously. Hence, |01 4 o3| = opt (T~ Y2k 2aar) in P-probability
for all € >0 and an r.p. 7.
Next, with wp; =) 1 BpVjom G =k+1,..,T —k—2), U; can be written as

T t—k—1 t—k—1
aT = : ET w 45T
2 = Vi-1:kEt—; kjCt—j
t=2k+2 L i=1 j=k+1
t—k—1 T t—k—1t—k—1
o T A
= Z D Yeukigiaoy T D D D Lgviw@kel
t=2k+2i=k+1 t=2k+2 =1 j=k+1

where, independently of how w; are specified,

t—k—1 t—k—1
E| Z > vicwmkicag_yl < ENe2m} Z > i vl
t=2k+2 i=k+1 t=2k+2 i=k+1
00
= o7l D] 1Bl =or(ar)
m=k-+1

under Assumption 1(b) and the condition ) ° . 18,,| = o(a;'). Further, with fs, =

T—t
Zj=l+maﬂx{k,37t} Yi+t—s—1:kWkj> the term

T t—k—1t—k—1 T-1 T—k-1
E : E : E , it jvi- 1kwk15t zgt - = E , E , Lzee! Etfst
t=2k+2 i=1 j=k+1 s=2k+1 t=k+1
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has, for Rademacher wy,

T-1 T—-k-1 T—-k-1
ETHU;x’P: (2(k+1 k+2) Z Z Hs;ﬁt”fstHQ Z fstfts : e2><7
s=2k+1 t=k+1 5,t=2k+1
where
T—-1 T—k-1 T—-1 T—-k—-1 T—t
Yoo Lulfedl® < AP Y0 DD Ll Y |w5])?
s=2k+1 t=k+1 s=2k+1 t=k+1 j=l4+max{k,s—t}
T—k—-1 J
< TAPCY D Bl
j=k+1 m=k+1
00
—2
< A0 Y 18)? = o(T?ar?),
m=k+1

and similarly, also Zst 2k+1 fiifrs =o(T 2a;%), so

EN o}, |7 = el = o(T?a;?) ET(e2 1 11)e% b 1)) = 0P (a})

using equation (A.1.18). On the other hand, for w; =1 a.s. (all ),

B od I = el + BN (€21 Enthra)Encr))

T-1 T—-k-1 T—k—1T—-k—-1 T-1
X( Z Z ]I#{u,s,t}:i%f;tfsu + Z Z Z H#{ms,t}z?;f;tfus
s=2k+1t,u=k+1 s=2k+1 t=k+1 u=2k+1
T-1 T—k—1T—-k-1 T-1 T—-k-1
+ Z Z Z H#{u,s,t}:?)fétftu + Z Z H#{u,s,t}=3f;tfut)
s=2k+1t=2k+1 u=k+1 s,u=2k+1 t=k+1
— T—-k-1
+ ET( Ex(k+1)En(k+2)En(T-1)Em(T Z Z ]I#{u v,8,t}= 4fstfuv

s, u=2k+1 t,v=k+1

is op(a?) as

T-1 T—k-1 T-1 T—-k-1
Z Z H:ﬁé{u,s,t}:iif;tfsu| < Z ( Z Hs#t”fstH)Z
s=2k+1 t,u=k+1 s=2k+1 t=k+1
T-1 T—-k-1 T—t
< Z ( Z ]15?515 Z H’Yj-i-t—s—lzk‘|‘wkj‘)2
s=2k+1 t=k+1 j=14+max{k,s—t}
T—k—1
< TIPS Z Bunl 1V j—m)? < T?[II1( Z 18,1)2 az’),
j=k+1 m=k+1 j=k+1

and similarly
T—k-1T-k—1 T—

> > Z Ly usty—s i fus = o(T3az2),

s=2k+1 t=k+1 u=2k+1

also
T—1 T—k—1T—k-1

> D D Luqusy=sfufu = o(Taz?),

s=2k+1t=2k+1 u=k+1
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and eventually, likewise,

T-1 T—-k-1

Z Z H#{u,s,t}:?)f;tfut = 0(T3a7_12),

s,u=2k+1 t=k+1

whereas
T-1 T—k—1 T—-1 T—k-—1
‘ Z Z ]I#{u,v,s,t}zzlfétfuv’ < ( Z Z Hs;ﬁt”fst”)z
s,u=2k+1 t,v=k+1 s=2k+1 t=k+1
T—k—1 J

< THAPPCYS D0 1Bumllvjoml)® = o(Thaz?)

j=k+1 m=k+1

and the expectations were evaluated in (A.1.19) and (A.1.20). By combining the above results
with Markov’s inequality, it follows that ag = opt (ar) in P-probability.
Finally, we consider o3, still in the case where 7 is an r.p.:

T t—k=2
losll < | Z (Fjek = Vjok)erm(t—j—1)Er(t) Wi—j—1We |
t=k+2 ;=0
T t—k—2
+|l Z '7j:k(é7r(t—j—1) - 57r(t—j—1))Ew(t)wt—j—lwtn7
t=k+2 j=0

where the second norm on the right-hand side is of the same form as ||o1 + o3]|, with ~;,; in
place of 4.5, and is opt (T 12k 2qa7) in P-probability, for all € > 0, by a similar argument
as for o1 + 0%. Regarding the other norm, say ||os1]|, for Rademacher {w;} it holds that

t—k—2

k

T
Elloal® = E {Ew(k+1 k+2} Z
=k+ =0

t 2

IN
.

O(T k) 0765 |1 h—2 — Yrrn—2l®
O(T'ka7) 1By — Byl = Op(T* ' kaja7)

using equations (A.1.25), (A.1.16) and (10), for all € > 0. Similarly, for w; = 1 Pf-a.s. (all
t),

2t—k—2

k—
Z Z Fik — Yir) Fjk — Vik)

S—

T
ETU31 = Z

sit=k+2 =0 5=0
{ (s—i—1 ETr( j*l)gﬂ'(s)gﬂ'(t)}
T t—k-2
= EN{e (k+1)€ k+2} Z Z 19 = Vel
t=k+2 j=0
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T t—k-—2
+ ET{éTr(k+1)é7r(k+2)€3r(T)} Z Z Triziy Rk = Yirr) Ajok — Yjk)
t—ht2 i,j=0

+ET{éi(1§+1)5 (k+2)Ex(T) }
s—k—2

x Z Z (’?zk - 72’:]{:)/(’3’75—5—&-1':]6 - 7t—s+i:k>ﬂ#{s,t,sfifl}:3
s,t=k+2 i=max{0,s—t}

+ET{5w<k+1>é‘ (k+2)En(k+3)En(T) }
s—k—2t—k—2

X Z Z Z H#{s i—1,t—j—1,s,t}= 4(711{ ’71k) (7]]@ 7]14:)

s,t=k+2 =0 j=0
implying that

Elosi = Op(T“ 'kaja}) + Op(T 2k2aTlT)||’YT+k—2 - 7T+k—2||2
+0p(T kP aa Iy + T~ kaiblr) A7 k-0 — Yrrn—2ll
= Op(T°'kaja}) + Op(T2k%atlr)||By — Byl
+0p(T™2KParaly + T~ kailr) || By — Bill = Op(T *kaia?),

for all € > 0, as

s—k—2

Z Z ¥k — Vark MV e—spirk — 7tfs+i:k||]I#{s,t,s—i—1}:3
s,t=k+2 i=max{0,s—t}
T—k—2

< 2T gk — Yrn—all Y ill¥ik — Vil
i=0

= |Arsk-2 = Yriu—2llOp(KaxTas " + kT%azt)
by (A.1.27) and k3/T — 0, so ||o3]| = opt (T~ Y2k 2apar) in P-probability.

Combined with the evaluations of ||o1 + 03] and Ug, this proves part (b) in the r.p. case.

PROOF OF PART (C) We consider the bootstrap schemes separately for

T
06 E :
=k+

t

t—k—2

k
Z Vj:kEr(t—j—1)Em(t) Wt—j—1Wt,
=

l\'J
<

and we use previous evaluations for HagH = opt(ar) in P-probability.
For 7 equal to the identity it holds that

T t—k-2
k 2 2.2 2
ENSol —obl® = > D lvulPel e
t=k+2 j=0
T t—k—2
2.2 2
= Z H’Y]k‘H ‘Etfjflgt (H\st,jfletlng +]I|€t7j71€t‘>a/_‘[“)
t=k+2 j=0
with
T t—k—2 0o
2.2 2
E Z Z ||7j:k||2€?—j—1€t2ﬂ|6t_j—16t|S&T S TkE(5152ﬂ‘5152‘§dT)27j,
t=k+2 j=0 7=0
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which is O(a2k), and for n € [, @),

which is O(alk) by KT, so

t—k—2

k )
Z "7]‘:19"2€%fj715%]1\6t7j718t|>&T) < TkE(‘€152’n]I|8152|>&T) Z h/j|77
=0 7=0

n
2

t=k+2

.

EN|SeT — ob||? = Op(@k*") and ||Sg — ob|| = opi (aral™)

in P-probability, for € > 0, by Markov’s inequality. Adding HO’;H = opt(ar) completes the
case m equal to the identity.
If 7 is an r.p., for Sg;r it holds that

t—k—2

k
Z "7j:k”|57r(t—j—1)H57r(t)‘

T

k
BN ISel —obl < EY Y
=k+ =0

t 2

.

T
Tk (Y Jedl)® = Op(T 'k max{T? a}i}).
t=k+1

IN

Hence, by Markov’s inequality, HS(’)CJ —agH = Opt (T kmax{T?,a2l%}) in P-probability. For
large « this can be sharpened slightly by evaluating the conditional variance. For Rademacher

{wt}7
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s,it=k+2 =0 7=0
= Op(T 'kay)|v|? + Op(T2k*atlr) = Op(T ‘kat)
using 327 illvirll < B2l + &2 iyl = O (k?), so [[S5] — obl = Opi (T71/2kY263.) in

P-probability. Adding ||a£|| = opt(ar) completes the proof in the case where 7 is equal to
the identity. UJ
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A.5 MULTIPLE RESTRICTIONS

Consider the Wald statistic W and its bootstrap counterparts W* and W3 defined in Remark
4.2(ix). As in the proof of Theorem 3, and using repeatedly the notation introduced there in
what follows, define the r.v.’s

W = Tor? Li(S) L SEE L (She) T Ly T Li(SEE) ~1SiE,
W+ =Top?Li(Sky) ™ SE[Li(Sk) ™ Li) " Li(Sk) T SE..
W™ = Tor Ly (SEE) T ST L (S5E) L)~ Li(S58) 1S5k

The following sequential distances can then be evaluated in place of those in the proof of
Theorem 3.
1. Asin step 1 of that proof, it holds that py (L*(W*), LT(W*)) = 0 and p, (L*(W}), LT(W})) =
0.
2. We argue below that, for the wild bootstrap, WX = Wi4o0pt (T&%a;l) in P-probability,
SO
o (LH(aha 2T WR), £ (ahar T~ W) = op(1), (A.1.33)

whereas for an r.p. m, W* = WT 4 opi(Td@%ap?) in P-probability, so
pr (LY (aha>TIW™), LT (a}ap > T W) = op(1). (A.1.34)

3(a). As in step 3 of Theorem 3’s proof, under bootstrap schemes wg it holds that
oL (EE(STk) LIel(SE)) = 0 and p;, (EE(STk) LIel(SE)) = 0 for symmetric &’s. As a result,
pr(LY(a 4~_2T W), £l (ataz* W) = 0.

3(b). Under scheme (7 R,Wl) it holds that W = W algebraically.
4(a). Under symmetry of the distribution of &, similarly to step 2,

Li(S50) ™" SE. = Li(S58) " S52 + 0piei (ap’ar + Lemyp. T 20z K 2 ay),

[Li(S50) ™" Li)~ Li(S50) "S5 = [La(S50) " Li) ™' Li(S55) ' SgE
+OP|€\ (&T + Hﬂ:r.p.Te_l/QaTkil/2ak),
in P-probability, so p (Lll(a%a T~ W), Ll (a4a7>T~'W™) = 0p(1). In the case where 7
is the identity, using
oraor = 1+op(le —el?+2) aile — &)
1+ a7(& —ell* + 26 74]|& —€]))
= 1+ Op(az’(afaf + aray™©)) = 14 Op(agag ")

IN

for € > 0, we can conclude that W™ equals &;ia%W =WHopie| (W) =W +o0pj (a;lELQTT),
resulting in

pr (Ll (aha > T=1W), LIl (aha > T—IW) = op(1).

In the case of an 1.p. 7, 6;;0%W conditional on {|5t\}t, - and the order statistics of
{let|}p41 s distributed like W™ conditional on {|e;|}/_ so

pr(LEN(a4a>TW), Ll (aha > TIW) = op(1).
As &}zU%TW =TW + opje| (W), also

pi(LF (@i T 1), L9 (a7 T W) = 0p(1).
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4(b). Under scheme (g, w1), similarly to step 2,

Li(85) 86 = Lu(SEE) S5 + opr(ag?iir + Leey TV 2az K ay),

[Li(S60) ™" Li] ' Li(S50) "S5 = [Lu(S50) " Li] ™' Lu(S5s) ' 552
+opt (&T + Hfr:r.p.Te_l/QaTkl/Qak)
in P-probability. As ¢;702W conditional on {;}f___ and the order statistics of {g;}7, 41

is distributed like W™ under PT, it follows that
pr (LY (ahar?T™ YW, £ (a4 ap T W) = op(1).
Finally, 6,702W = W + ope(W), so also
pr(LT(a}ar®T™ L), £ (a4 a2’ T~ 'W) = op(1).
Then we combine the previous distances using the triangle inequality to conclude that
for mia : pp(L7(apar T WR), L (a3ar T~ W) = op(1),
(

for mp,wr @ pp(L*(apap T W), £lel(ada Z2TW)) = op(1),
for mp,Wiq : pp(L*(arap T *W*), L8(atar T W) = op(1).

These are equivalent to the convergence asserted in Remark 4.2.(ix).
The argument for Step 2 above can be structured as follows. First, the following refinement
of Lemma 3(c) can be proved similarly to that lemma (we skip the details).

LEMMA A.3 Let k*/T + 1/k: — 0 and Assumption 1 hold. Then it holds that:

(a) For an r.p. w, HSO8 | = Opt((k + a; )ar) in P probability, for every e > 0.

Moreover, as in Lemma 1, let the selection matriz L has & -summable rows under linear
weighting (i.e. such that Z;’;ljﬂzjl‘;l < 00, i = 1,..,m) for some & € (4, 22fa) with 0 as
defined in Assumption 1. Then:

(b) For an r.p. , \|(LE*1);€S$§|| = Opt(arply) in P probability, where lp = 1 for a # 1
and lp is slowly varying for a = 1.

(¢) For 7 equal to the identity, H(LZfl)kngH = Opt(a}’) in P probability, for every
e> 0.

Next, it can be used to derive the following expansions.

LEMMA A.4 Under Assumption 1 and the §'-summability assumption of Lemma 1, it holds
in P probability that, for small € > 0,

Ly(S30) 7S = o7 (LR )SEE + opi(az ") = opr (a7 )
if w is the identity and k*/T + 1/k — 0, whereas
Li(St) 'S4t = o7 (LESEE + opt(ag®ar) = opt(ag arly)

if wis an r.p., k°/T +1/k — 0 and for a < 1, also k3+t2/*t</T — 0 for some ¢ > 0.
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Finally, (A.1.33) and (A.1.34) can be obtained as follows. Similarly to the argument for
Step 2 in the proof of Theorem 3, it can be shown that

Li(By — Br. + ]Iw:idAB]:) = Li(Sg6) 1 (S — o) (A.1.35)
_ Lk(S(T)g)_ISTk +opt (a7 ™ 4 ey p T 1/2, 11451/2%)7
Lk (S58) " L) T Li(B), — By + Ln—iaABy) (A.1.36)

= [Lr(SI) T L T LR (SEYTESEE + 0pt (0576 + Ly, TV 2ark  2ay,),
It also holds that

035 — 6% < By — Br)Ssh(Br, — Br) + 267k[(Br, — Br)' Sek By — Br))/?
= SsO (500) 505 +2‘7Tk[550 (So ) S*k]1/2

so |032 — 63| = opt(ayar) for m = id and |0} — 62| = Opt((k + ag)ar) for an r.p. , in
P-probability, for all € > 0. As |63, — 02| = op(arap'©), all € > 0 (see equation (10) and
(A.1.16)), it follows that

o2 = 05 + opt(apar™ + Ly p kal™). (A.1.37)

From (A.1.35) and (A.1.36), using that the eigenvalues of S’Sg have exact magnitude order
a2 in P P probability, and Lk(SSIS)*IS(];f = Opt(a5!) for m = id and € > 0 (by Lemma
A.4), it follows that for small € > 0,

* k Kk Ty— _ ky—1 otk e .
IO-TZICWA = Lk(S(T)o) 15(;5 [Lk(Sgo) lL;c] lLk(Sgo) 1535 + opt (QT ) = opt(ag)

for the wild bootstrap, if k*/T — 0. Upon division by 022 and its approximation by 02T
according to (A.1.37), it is obtained that WX = WT + opt(Ta%as*) and, as a consequence,
equation (A.1.33) holds.

If 7 is an r.p., independently of the specification of {wt};‘rzkﬂ, equations (A.1.35) and
(A.1.36) specialize to

Li(By, — Br) = Li(Sig) 1S + opr(az =€ + T V207 k2 ay),

(Lk(S30) L) Lu(By — Br) = [Lk(S30) ™" Li) T Li(S30) ' Si¢
+opt(ag €+ T2 2 qpar).
As now Lk(Sgg)_ngf = Opt(aparlr) under the hypotheses of Lemma A.4, it follows that,
if k°/T — 0 (and for a < 1, also k3t2/¢+¢/T — 0 for some ¢ > 0), then for sufficiently small
e > 0,
* * ky— k ky— — ky— k —€
To W™ = Li(S30) ™ SEELLR(S30) ~ LAl La(Sf0) 1 SEE + opi (az)
is opt(a%) in P probability. As previously, jointly with (A.1.37) this leads to W* = WT +
opt(Ta2ar") and, hence, (A.1.34) follows.

REFERENCES

ARrRCONES M. and E. GINE (1989). The bootstrap of the mean with arbitrary bootstrap
sample size, Annales de I’[.H.P. Probabilités et statistiques, Section B 25, 457-481.

ATHREYA K.B. (1987). Bootstrap of the mean in the infinite variance case, The Annals of
Statistics 15, 724-731.

o7



BeErk K. (1974). Consistent autoregressive spectral estimates, The Annals of Statistics 2,
489-502.

BOTTCHER A. and B. SILBERMANN (1999). Introduction to Large Truncated Toeplitz Ma-
trices, Springer.

BRILLINGER D. (2001). Time Series. Data Analysis and Theory. STAM, Philadelphia.

CALDER, M. and Davis, R.A. (1998). Inference for linear processes with stable noise. A
practical guide to heavy tails: statistical techniques and applications (Adler, R., Feld-
man, R., and Taqqu, M., editors) Birkh&user, 159-176.

CAVALIERE G., I. GEORGIEV and A.M.R. TAYLOR (2013). Wild bootstrap of the mean in
the infinite variance case, Fconometric Reviews 32, 204-219.

CORNEA-MADEIRA A. and R. DAVIDSON (2015). A parametric bootstrap for heavy-tailed
distributions, Fconometric Theory 31, 449-470.

Davis, R.A. (2010). Heavy tails in financial time series, In Encyclopedia Quantitative Fi-
nance (ed. R. Cont), John Wiley and Sons.

Davis R.A., K. KNIGHT and J. L1v (1992). M-estimation for autoregressions with infinite
variance, Stochastic Processes and their Applications 40, 145—-180.

Davis R. and S. RESNICK (1985a). Limit theory for moving averages of random variables
with regularly varying tail probabilities, The Annals of Probability 13, 179-195.

Davis R. and S. RESNICK (1985b). More limit theory for the sample correlation function
of moving averages, Stochastic Processes and their Applications 20, 257-279.

Davis R. and S. RESNICK (1986). Limit theory for the sample covariance and correlation
functions of moving averages, The Annals of Statistics 14, 533-558.

EMBRECHTS, P., C. KLUPPELBERG and T. MIKOSCH (1997). Modelling Extremal FEvents
for Insurance and Finance, Springer-Verlag.

FELLER W. (1971). An Introduction to Probability Theory and its Applications, Vol. 2,
John Wiley & Sons.

FINKENSTADT B. and H. ROOTZEN (2003). Extreme values in finance, telecommunication
and the environment, Chapman & Hall.

GABAIX X. (2009). Power laws in economics and finance, Annual Review of Economics 1,
255-293.

GONCALVES, S. and L. KIiLiAN (2007). Asymptotic and bootstrap inference for AR(oco)
processes with conditional heteroskedasticity, Fconometric Reviews 26, 609-641.

HANNAN E.J. and M. KANTER (1977). Autoregressive processes with infinite variance,
Journal of Applied Probability 14, 411-415.

Hirr J.B. (2013). Least tail-trimmed squares for infinite variance autoregressions, Journal
of Time Series Analysis 34, 168-186.

JAFFARD S. (1990). Propriétés des matrices “bien” localisées pres de leur diagonale et
quelques applications, Ann. Inst. Henri Poincaré 7, 461— 476.

o8



KniGgHT K. (1987). Rate of convergence of centered estimates of autoregressive parameters
for infinite variance autoregressions, Journal of Time Series Analysis 8, 51-60.

KnicHT K. (1989). On the bootstrap of the sample mean in the infinite variance case, The
Annals of Statistics 17, 1168-1175.

KRrE1ss J.-P. (1997). Asymptotic properties of residual bootstrap for autoregression, Techni-
cal Report, TU Braunschweig. https://www.tu-braunschweig.de/Medien-DB /stochastik /kreiss-
1997.pdf.

KRrEI1ss, J.-P., PApAroODITIS, E. and PoriTis, D.N. (2011). The Range of Vailidity of the
Autoregressive Sieve Bootstrap, The Annals of Statistics 39, 2103-2130.

LEPAGE R. (1992). Bootstrapping signs, in Lepage R. and Billard L. (eds.) Ezploring the
Limits of the Bootstrap, John Wiley & Sons.

LEPAGE R. and K. PODGORSKI (1996). Resampling permutations in regressions without a
second moment, Journal of Multivariate Analysis 57, 119-141.

LEPAGE R., M. WOODROFFE and J. ZINN (1981). Convergence to a stable distribution via
order statistics, The Annals of Probability 9, 624-632.

Lewis R. and G. REINSEL (1985). Prediction of multivariate time series by autoreressive
model fitting, Journal of Multivariate Analysis 16, 393-411.

MARONNA R., D. MARTIN and V. YOHAI (2006). Robust Statistics: Theory and Methods,
John Wiley & Sons.

McCuLLocH J. (1997). Measuring Tail Thickness to Estimate the Stable Index a: A
Critique, Journal of Business and Economic Statistics 15, 74-81.

PAPARODITIS E. (1996). Bootstrapping autoregressive and moving average parameter esti-
mates of infinite order vector autoregressive processes, Journal of Multivariate Analysis
57, 277-296.

PoTscHER B. and H. LEEB (2009). On the distribution of penalized maximum likelihood
estimators: the LASSO, SCAD, and thresholding, Journal of Multivariate Analysis 100,
2065-2082.

RESNICK, S.I. (1997). Heavy tail modelling and teletraffic data (with discussion), Annals of
Statistics 25, 1805-1869.

SAMWORTH R. (2003). A note on methods for restoring consistency to the bootstrap,
Biometrika 90, 985-990.

SEBER G. (2008). A Matriz Handbook for Statisticians, John Wiley and Sons. NY.

SILVERBERG, G. and B. VERSPAGEN (2007). The size distribution of innovations revisited:
an application of extreme value statistics to citation and value measures of patent
significance, Journal of Econometrics 139, 318-339.

STROHMER T. (2002). Four short stories about Toeplitz matrix calculations, Linear Algebra
and its Applications 343/344: 321-344.

99



	Frontespizio_Quaderni_Ricerche_M01P55.pdf
	Giuseppe Cavaliere, Iliyan Georgiev, A.M.Robert Taylor


