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Abstract

The existing (static) literature stresses the relevance of capital inputs in de-
termining whether any given merger is (i) profitable and (ii) socially efficient,
or not. We take a differential game approach to the same issue, proposing
two different models based, respectively, on the capital accumulation dynam-
ics introduced by Ramsey and Solow, respectively. We show that the change
in the steady state size of productive plants induced by a merger may play a
decisive role in determining whether such a merger is profitable, or socially
efficient. However, unlike the static contributions in the same vein, we show
that the parameter sets where, respectively, firms find it convenient to merge,
and the merger is welfare-increasing, do not intersect at all, irrespectively of
the capital accumulation dynamics being considered. This entails that a reg-
ulator concerned with the welfare performance of an industry should prevent
firms from carrying out any horizontal merger.
J.E.L. Classification: D43, D92, L.13
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1 Introduction

The seminal paper by Salant et al. (1983) has introduced a famous puzzle
about the profitability of horizontal mergers in a Cournot oligopoly with a
technology characterised by constant returns to scale, common to all firms.
According to their analysis, we should not worry about horizontal mergers
unless it involves almost all the firms in the industry.! However, their model
drastically underestimates the incentive towards merging, as shown by Perry
and Porter (1985) by introducing fixed costs into the picture. They assume
that the aggregate amount of capital is fixed at the industry level, and the
associated fixed costs are distributed across firms in proportion to their in-
dividual holdings of the capital factor. By doing so, Perry and Porter allow
the model to account for the intuitive fact that a merger gives rise to a
new firm that is bigger than its parts (previously independent firms), and
the new productive unit may produce a larger output at any given marginal
costs, as compared to the rivals (as well as the previously independent firms
that participated to the merger). This perspective leads Perry and Porter to
find that, contrary to the conclusions reached by Salant et al. (1983), the
price increase generated by the merger can often suffice to compensate for
the decrease in the output of the merged firm, and therefore may make such
a merger a profitable one. The increase in productive efficiency due to the
synergies associated with the merger may be sufficiently large to more than
compensate for the decrease in consumer surplus. If so, then the merger is

also socially convenient.

!The incentive to merge investigated by Salant et al. (1983) can be re-examined in
terms of the profitability of an output contraction by a subset of firms in the market,
relative to the aggregate output of firms outside such a subset. This is done by Gaudet
and Salant (1991, 1992), broadly confirming the conclusions of Salant et al. (1983).



Farrell and Shapiro (1990) interpret mergers as concentration-increasing
transfers of industry-specific capital among firms. These transfers affect in-
dustry structure, therefore inducing changes in the Cournot equilibrium of
the oligopoly market under consideration. Farrell and Shapiro characterise
the conditions under which such transfers raise the market price, and exam-
ine the social and private incentives to merge, accounting for the fact that
mergers alter the distribution of outputs across firms as well as the aggregate
output level. They find that small firms typically have insufficient incentives
to merge, while large firms have excessive incentives to do so. They also show
that a merger is socially more attractive the more concentrated is production
among the non-participant firms.?

The main stream of literature dealing with horizontal merger assumes
Cournot behaviour to model market interaction. Deneckere and Davidson
(1985) consider Bertrand behaviour, and show that any merger is profitable
in such a case, since non-merging firms will match any price increase induced
by the merger, as long as prices are strategic complements (i.e., products are
demand substitutes). Hence, it appears that the nature of market competi-
tion strongly affects the profitability of mergers.?

Notwithstanding the fact that mergers heavily affect the evolution of an
industry over time, mergers have usually been investigated in static settings.

To the best of our knowledge, there exists two relevant exceptions. Relying on

ZSimilarly, McAfee and Williams (1992) show that (i) horizontal mergers are more
likely to be welfare enhancing the more concentrated is the ownership of the nonmerging
firms; and (ii) mergers that create a new largest firm, or increase the size of the largest

firm, reduce welfare.
30n this point, see also Kwoka (1989). Other extensions account for the case of a

non-linear market demand curve. See Cheung (1992), Fauli-Oller (1997) and Hennessy
(2000).



Ericson and Pakes (1995), Gowrisankaran (1999) relates merger decisions to
entry and investment decisions in a dynamic (stocastic) model, showing that
mergers allow firms to better deal with shocks. In a more recent paper, Dock-
ner and Gaunersdorfer (2001) assess the profitability of horizontal mergers in
a dynamic Cournot game with sticky prices, first introduced by Simaan and
Takayama (1978) and then further investigated by Fershtman and Kamien
(1987), inter alia. Dockner and Gaunersdorfer show that any merger is prof-
itable in such a setting, since the anticompetitive effects due to the merger
are strong enough to benefit both the merging and the non-merging firms
alike. From the social standpoint, mergers are always detrimental to welfare.
In general, the existing literature stresses the relevance of capital (or ca-
pacity) in determining whether any given merger is (i) profitable and (ii)
socially efficient, or not. Hence, merger analysis represents a natural field
of application of dynamic games with capital accumulation to build up pro-
ductive capacity over time. We take this approach in this paper, where we
propose two different models based, respectively, on the capital accumula-
tion dynamics introduced by Ramsey (1928) and Solow (1956), respectively.
We show that, indeed, the change in the relative (steady state) size of pro-
ductive plants induced by a merger may play a decisive role in determining
whether such a merger is profitable, or socially efficient. However, unlike the
existing (static) contributions in the same vein, we show that the parameter
sets where, respectively, firms find it convenient to merge, and the merger is
welfare-increasing, do not intersect at all, irrespectively of the capital accu-
mulation dynamics being considered. This points to a clearcut conclusion,
namely, that a regulator concerned with the welfare performance of an in-
dustry should prevent firms from carrying out any horizontal merger.

The remainder of the paper is organised as follows. Section 2 contains



the layout of the trwo models. The Ramsey model is described in section
3, while section 4 investigates the Solow model. Consluding remarks are in

section 5.

2 The setup

We consider two well known dynamic settings. In both models, the market

exists over ¢ € [0, 00), and is served by N firms producing a homogeneous

)
good. Let ¢;(t) define the quantity sold by firm ¢ at time ¢. The marginal
production cost is constant and equal to ¢ for all firms. Firms compete a la

Cournot, the demand function at time ¢ being:

N

p(t)=A-Qt), Q)= a(t) . (1)

i=1
In order to produce, firms must accumulate capacity or physical capital k;(t)
over time. The two models we consider in the present paper are characterised

by two different kinematic equations for capital accumulation.

A] The Ramsey (1928) setting, with the following capital accumulation dy-
namics:

D~ st — ) — om0, )

where f(k;(t)) = y;(t) denotes the output produced by firm ¢ at time
t. Also in this setting, we assume f' = 0f(k;(t))/0k;(t) > 0 and
"= 02f(ki(1))/Ok;(t)? < 0. In this case, capital accumulates as a re-

sult of intertemporal relocation of unsold output ;(t) — ¢;(¢).* This can

be interpreted in two ways. The first consists in viewing this setup as

“In the Ramsey model, firms operate at full capacity in steady state, where any invest-

ment is just meant to make up for depreciation.

4



a corn-corn model, where unsold output is reintroduced in the produc-
tion process. The second consists in thinking of a two-sector economy
where there exists an industry producing the capital input which can
be traded against the final good at a fixed price equal to one. In this

model, the control variable is ¢;(¢), and the state variable is k;(¢).

B] The Nerlove-Arrow (1962) or Solow (1956) setting, with the relevant
dynamic equation being:

Ok (1)
B

= 1i(t) — oky(1) (3)

where [;(t) is the investment carried out by firm ¢ at time £, and 6 > 0
is the constant depreciation rate. The instantaneous cost of investment
is C; [I; (1)] = b[I; (1)]?, with b > 0. We also assume that firms operate
with a non-increasing returns technology ¢;(t) = f(k;(t)), with f/ =
Of (ki (1)) /Oki(t) > 0 and f" = 9% f(ki(t))/0k;(t)> < 0. The demand

function rewrites as:®

PO = A=Y F(0). (@)

Here, the control variable is the instantaneous investment [;(f), while
the state variable is obviously k;(¢). For the sake of tractability, in the
remainder of the paper we will deal with model [B] under the assump-

tion that f (k; (t)) = ki(t).

In both models, the kinematic equation of player i’s state variable is
unaffected by the state and control variables of rivals. That is, strategic

interaction among firms takes place through instantaneous profits only. We

5Again, notice that the assumption ¢;(t) = f(k;(t)) entails that firms always operate
at full capacity.



follow this route in order to keep our models in line with the original formu-
lations of dynamics (2-3). However, the analysis could be easily extended to
account for the interaction between state and control variables of all play-
ers in the state dynamics without significantly changing our conclusions. A
sufficient condition for all the ensuing results to continue to hold is that the
kinematic equations of state variables be additively separable in state and

control variables (see, e.g., Mehlmann, 1988, ch. 4).

2.1 The Ramsey model

Under the dynamic constraint (2), the Hamiltonian of firm i is:

i = {e"[A-q(t) = Q-i(t) — da(t) + XNu(t) [f (ki(t)) — ai(t) — ok;(1)] +
A0 [f(ks(8) = a5(t) — 5’%(75)]} ! (5)
J#
where Q_;(t) = Ej# g; ().

First of all, we would like to briefly highlight a technical feature of the
game, which is discussed in detail by Cellini and Lambertini (2001). The
first order condition concerning the control variable is:

OH;(t)
9g:(t)

Now examine at the co-state equation of firm i calculated for the state vari-

= A—2g;(t) — Q-i(t) —c— X(t) = 0. (6)

able of firm 7 herself, for the closed-loop solution of the game:

; = 8)\5—;@) — pri(t) = (7)
)

OH, (1) OH,(t) Oq;(t
COki(t) 2

= (0 [p+ 06— f(ki(t)]



with 0q;(t)/0k;(t) = 0, as it emerges from the best reply function obtained
from the analogous to (6):

A—c—Q () = Ny(t) |
2 ?

(8)

q;j(t) =

Moreover, (8) also suffices to establish that the adjoint co-state equation:

OH, (1) OH, (1) Ogr (1) Oy (1)
- Oky(1) _%;aqh@) ok~ o Pl )

is redundant since ,uij(t) = \;j(t)e ?* does not appear in firm 4’s first order
condition (6) on the control variable. This amounts to saying that the Ram-
sey game belong to the so-called class of ‘linear state games’ (see Mehlmann,
1988, ch. 4; and Dockner et al., 2000, section 7.3), since the first order con-
dition on the control of firm i does not contain the state variable pertaining
to the same firm or any of her rivals. Therefore, the open-loop solution pro-
duces a strictly time-consistent (or, equivalently, subgame perfect or Markov
perfect) equilibrium, admitting the solution A;(¢) = 0 for all j # ¢ at any
time ¢.
The best reply function (8) can be differentiated w.r.t. time to get

dgi(t) _ — > i(dgi(t)/dt) — dNi(t)/dt
dt 2 '

(10)

Thanks to (7), the expression in (10) simplifies as follows:

sl _ 2 <f’<ki<t>>—p—6m<t>—;dq;—9 o mw

In order to simplify calculations and to obtain an analytical solution, we

adopt the following assumption, based on firms’ ex ante symmetry:

> gi(t) = (N = Dgi(t) (12)

it



so that

dg;(t) (N —1da(t)
Z dt dt

i#i
Thanks to symmetry, in the remainder we drop the index of the firm. As

a further simplification, we also drop the indication of time. Using (12),

together with (8) and (7), we rewrite (11) as follows:

[A—c— (N +1)q]

dq /
- EY—p—236)- 13
yielding the steady state solutions:
A—-c ,
5 = : k) = J. 14

We are now able to draw a phase diagram in the space {k, g}, in order
to characterise the steady state equilibrium. The locus ¢ = dg/dt = 0 is
given by ¢** = (A—¢) /(N +1) and f'(k) = p+ 9 in figure 1. Notice that
the horizontal locus ¢** = (A —¢) /(N 4 1) denotes the usual equilibrium
solution we are well accustomed with from the existing literature dealing
with static market games. The two loci partition the space {k, ¢} into four
regions, where the dynamics of ¢ is determined by (13), as summarised by
the vertical arrows. The locus k = dk/dt = 0 as well as the dynamics of k,
depicted by horizontal arrows, derive from (2). Steady states, denoted by
M, L along the horizontal arm, and P along the vertical one, are identified

by intersections between loci.



Figure 1: Cournot competition

nzal =

A—c M r L
N+ |4 L \‘_l
kp Ef’*l(p—l-é) k

f7H0)

Note that figure 1 illustrates one of five possible configurations, due to
the fact that the position of the vertical line f/(k) = p + 0 is independent of
demand parameters, while the horizontal locus ¢** = (A — ¢) / (N 4+ 1) shifts
upwards (downwards) as A (c and N) increases. Therefore, we obtain one of

the following five regimes:

[1] There exist three steady state points, with ky; < kp < k;, (this is the
situation depicted in figure 1).

[2] There exist two steady state points, with ky, = kp < k.
[3] There exist three steady state points, with kp < kys < k.
[4] There exist two steady state points, with kp < kz; = kr.

[6] There exists a unique steady state point, corresponding to P.



An intuitive explanation for the above taxonomy can be provided, in the
following terms. The vertical locus f'(k) = p + ¢ identifies a constraint
on optimal capital embodying firms’ intertemporal preferences, i.e., their
common discount rate. Accordingly, maximum output level in steady state
would be that corresponding to (i) p = 0, and (ii) a capacity such that
f'(k) = 6. Yet, a positive discounting (that is, impatience) induces producers
to install a smaller steady state capacity, much the same as it happens in
the well known Ramsey model. For this reason, we define this level of &
as the optimal capital constraint, and label it as k. When the reservation
price A is very large (or ¢ and N are low), points M and L either do not
exist (regime [5]) or fall to the right of P (regimes [2], [3], and [4]). Under
these circumstances, the capital constraint is operative and firms choose the
capital accumulation corresponding to P°. As we will see below, this is fully
consistent with the dynamic properties of the steady state points.

Notice that, since both steady state points located along the horizontal
locus entail the same levels of sales. As a consequence, point L is surely
inefficient in that it requires a higher amount of capital. Point M, as already
mentioned above, corresponds to the optimal quantity emerging from the
static version of the game. It is hardly the case of emphasising that this so-
lution encompasses both monopoly (either when N =1 or when D = 0) and
perfect competition (as, in the limit, N — 00). In point M, dm;(t)/dg;(t) = 0,
that is, the marginal instantaneous profit is nil.

The stability analysis of the system {k, q} , based upon the trace Tr and
determinant A of its Jacobian matrix, leads to the following. The trace is
Tr = p > 0, while the determinant A varies according to the point where it

is evaluated:®

SFor further details, see Cellini and Lambertini (1998).
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Regime [1] In M, A < 0, hence this is a saddle point. In P, A > 0, so
that P is an unstable focus. In L, A(Z) < 0, and this is again a saddle

point, with the horizontal line as the stable arm.

Regime [2] In this regime, M Coincides with P, so that we have only two
steady states which are both are saddle points. In M = P, the saddle
path approaches the saddle point from the left only, while in I the

stable arm is again the horizontal line.

Regime [3] Here, P is a saddle; M is an unstable focus; L is a saddle point,

as in regimes [1] and [2].

Regime [4] Here, points M and L coincide. P remains a saddle, while
M = L is a saddle whose converging arm proceeds from the right along

the horizontal line.

Regime [5] Here, there exists a unique steady state point, P, which is also

a saddle point.

We can sum up the above discussion as follows. The unique efficient and
non-unstable steady state point is P if kp < kj;, while it is M if the opposite
inequality holds. Such a point is always a saddle. Individual equilibrium out-
put is ¢** = (A —¢) / (N 4 1) if the equilibrium is identified by point M, or
the level corresponding to the optimal capital constraint % if the equilibrium
is identified by point P. The reason is that, if the capacity at which marginal
instantaneous profit is nil is larger than the optimal capital constraint, the
latter becomes binding. Otherwise, the capital constraint is irrelevant, and
firms’ decisions in each period are solely driven by the unconstrained max-

imisation of single-period profits. It is apparent that, in the present setting,

11



firms always operate at full capacity. When the optimal output is ¢**, per-

firm instantaneous profits in steady state are

w_ (A-0
" (N+1) (15)

[\D

while they are 7% = f (%) { —c—Nf ( )} if optimal output is k.

Now consider the fact that the solution driven by demand and marginal
cost parameters, giving rise to profits (15), exactly replicates the standard
Cournot solution of the static game with the same demand and cost condi-
tions. Therefore, m firms, with m € (1, N], will find it profitable to horizon-

tally merge iff:
(A-o  _(A-op
m(N—-m+2)? " (N+1)*’

which amounts to saying that the following inequality must be satisfied:

(16)

(N+1)>>m(N—m+2)° (17)

that obviously coincides with the condition found in the static model by
Salant et al. (1983).

This, without further investigation, suffices to state the following:

Proposition 1 In the Ramsey model, the profit incentives towards hori-
zontal mergers are the same as in the static Cournot model with constant
marginal cost, as long as optimal output is determined by demand and marginal

cost parameters only, both before and after the merger.

Now examine the case where the Ramsey equilibrium prevails, before as

well as after the merger. In such a case, the merger is profitable iff:

Liycemomins (D)7 (7)> [a-c-ns ()]s () 09

m

12



that is, iff:

(1—m) A—c—(N+1)f(%)}>o. (19)
Notice that the Ramsey equilibrium price is p** = A—c—Nf (%) > ¢ before
the merger, and p** = A—c— (N —m+1) f (%) > ¢ after the merger, with
N+1>N>N-—m+1 for all m > 1. Hence, in line of principle, it is
admissible that A —c < (N +1) f (%) . Therefore, we can state:

Proposition 2 Suppose the Ramsey equilibrium prevails both before and af-

ter the merger. In such a case,
o ifA—c> (N—I—l)f(%) , then

(1 —m) [A—c—(N—I—l)f(E)} <0
always, and no merger is profitable, irrespective of the value of m;
o ifA—c< (N—I—l)f(%) , then
(1—m) [A—c—(N—I—l)f(%)} >0 forallm > 1,
so that any merger is strictly profitable.

There remains a third case, namely, that where the pre-merger equilib-
rium entails an optimal output equal to ¢** = (A —¢) /(N + 1), while the
post-merger equilibrium entails an output equal to f (%) . This situation
may arise if the decrease in the number of firms shifts up the horizontal arm
in figure 1 sufficiently to drive the market equilibrium (point M) to the right
of the Ramsey equilibrium (point P). In such a case, the relevant expression
measuring the profitability of the merger involving m firms is:

%A—c—(N—mH)f(E)}f@)—% (20)

13



or:

Acem 1) £ (B)] [+ 17 (B) —m (- er W+ 1) 7 (R))]
m (N + 1)’

;
1)
which may take either sign, depending upon the shape of f (%) and the size
of k.

It is worth noting that it is not possible for the efficient stable steady
state” to be determined by the Ramsey condition before the merger, and
by the demand and cost parameters after the possible merger. Indeed, the
merger unambiguously leads to an upwards shift of the horizontal arm in
figure 1, so that, if the saddle point lies on the vertical arm before the merger,
it must lie on the vertical arm also after the merger.

In the remainder of the section, we take a social welfare analysis per-
spective. In particular, we compare the steady state social welfare of the
two cases where the horizontal merger has occurred or not. Two points are
worth stressing. First, we confine our analysis to the steady state point.
Second, we keep referring to the two cases as to the pre- (or before-) merger
and post- (or after-) merger, even if we do not adopt a dynamic perspec-
tive where merger occurs over time, but - rather - a comparative statistcs
approach. We consider the sum of the consumer surplus and the individual
profits of the present firms as the appropriate measure of the social welfare

level: SW = C'S + > m. Three cases must be distinguished.

a) If the individual firm’s optimal output is determined by demand and cost
parameters alone, both before and after the merger (i.e., the optimal
steady state point lies along the horizontal arm of figure 1), the merger

is detrimental from a social welfare perspective. Indeed, the aggregate

"Here, of course, “stable” has to be interpreted in the saddle sense.

14



output is lower and the market price is higher after the merger, as

compared to the steady state associated with the pre-merger setting.

b) If the optimal output is determined by the Ramsey condition, both be-
fore and after the merger (i.e., the saddlepoint steady state lies on the
vertical arm of figure 1), the merger is detrimental from a social welfare
perspective. Also in this case, the aggregate output is lower and the
market price is higher after the merger, as compared to the steady state

associated with the pre-merger setting.

¢) If the optimal output is determined by demand and cost parameters before
the merger, while it is determined by the Ramsey condition after the
merger, the social welfare is larger after the merger iff

N(A-¢) ~ 2+ N)(A—-0)
T+ NI+ N —m) <r (k) < I+ N+ N—m)

(22)

This derives from the simple comparison between the pre-merger social
welfare, which is SW?™ = N(2+ N)(A—¢)?/[2(1+ N)?], and the post-
merger social welfare, that is SW?ost = f (%) (14 N—m)[f (%) (—1—
N +4+m) +2(A—¢)].

By comparing the conclusion about the individual profitability of the
merger, as it derives from the analysis of individual profits, and the social

convenience of the merger, we can state the following:

Proposition 3 Under the two cases where either (i) the individually optimal
output is determined by demand and cost parameters alone, both before and
after the merger or (ii) the optimal output is determined by the Ramsey con-
dition, both before and after the merger, then the merger can be individually

profitable, according to appropriate conditions on parameter, but it is socially

15



detrimental. If the optimal output is determined by demand and cost param-
eters before the merger, while it is determined by the Ramsey condition after
the merger, then the merger can be individually profitable or not, depend-
ing on the parameter configuration; likewise, it can be socially convenient or
not, according to the parameter configuration. However, the parameter re-
gion where the merger is individually profitable does not intersect with the

parameter region where the merger improves social welfare.

While the proof of the first part of the Proposition is trivial, the proof
of the second part requires cumbersom though easy calculation. When the
pre-merger setting is associated with the steady state dictated by demand
and cost parameters, while the post-merger setting is associated whith the
Ramsey condition, it is easily checked that the individual profit is larger after
the merger, as compared to the pre-merger situation, iff f (%) € (f1, f2),

while social welfare is larger after the merger, iff f (%) € (fs, fa) ;where:

fi = (A=¢/(1+N)

fr = m(A=¢)/[1+N)(N+1—m)]

fs = NA=)/[(1+N)N+1—-m)] (23)
fi = C+N)A=)/[1+N)N+1-m)]

Note that max(fi, fo) < min(fs, f4), so that the values of f (%) for which
the merger is individually profitable for the firms, are always stricly smaller
than the values of f (%) under which the merger improves the social welfare.

To account for the possibility of price competition, one can extend the
analysis to the case of differentiated products (see Cellini and Lambertini,
1998). In such a case, since there exists a steady state replicating the Nash

equilibrium of the static game, it needs no proof to conclude that the re-

sults obtained by Deneckere and Davidson (1985) holds unmodified in the

16



Bertrand-Ramsey model as well, i.e., any merger is strictly profitable under

Bertrand competition with differentiated products.

2.2 The Nerlove-Arrow-Solow model

When capital accumulates according to (3), the relevant Hamiltonian for firm

7 1s:

A=Ki(t) = k(t) - c] ki(t) — o[ (1) +

Hi = Gpt{

Necessary conditions for the closed-loop memoryless equilibrium are:

(i) G =0~ B D =0 ) =202
L OHu(1) Hi() 013 (1) 0Xa(t)

(%) = Ok, (1) 23# oL,(t) ok, (t) ot " Ault) =
= 240 _ (o5 (0 3h(0) b0~ (4=
o) (D D130 A1)
N0 T oL ok o P

with the transversality conditions:

lim p;;() - k;(t) = 0 for all 4, 5 .

t—o0
Now observe that, on the basis of (25-i), we have:

GIHO
Oki(0)

=0 for all 7,7 .

17
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Moreover, condition (25-i7)

which yields 9\;(t)/0t, is redundant in that
Ai;(t) does not appear in the first order conditions (25-7) and (25-i). There-

3

fore, the closed-loop solution degenerates into an open-loop solution.®

Differentiating (25-i) w.r.t. time we obtain:
il AR A S 28
ot 2b ot (28)
Then, replace (25-7) into (25-i7), to get the following expression for the
dynamics of the costate variable A;(%):

2 = 20(p+0) Li(t) + 2kt )+ k() —¢) (29)

J#i

which can be plugged into (28), that rewrites as:

8git)=(p+5)li(t)+% 2ki(t)+;/€j(t)—(f4—c> - (80)

The discussion carried out so far establishes the Nerlove-Arrow-Solow
game is a linear state game, whose open-loop solution produces a strictly
time-consistent (Markov perfect) equilibrium.®
Invoking symmetry across firms and simplifying, we can rewrite (30):

ol (t) 1

o = 5 26 (0 0) 1) = A+ e+ (N +1)k(1)] . (31)

with the righ hand side being zero at:

A—c— (N+1)k(t)
20 (p +9) ’

1) = (32)

8Note that, however, the open-loop solution does not coincide with the feedback so-
lution, where each firm holds a larger capacity and sells more than in the open-loop

equilibrium (see Reynolds, 1987).
9For further details, and the proof of this result for a generic technology f (k; (t)) with

non-increasing returns, see Cellini and Lambertini (2001).
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while 9k(t)/0t = 0 at:
A—
ks = c . (33)
N+ 1426 (p+0)
Using (3) and (31), it can be verified that the steady state identifies a saddle

point (see Cellini and Lambertini, 2001).

The corresponding pre-merger steady state profits are:

(A= [1—|—b§(2p—|—52)] ' (34)
[N + 14200 (p+9)]

Now consider the perspective of a merger involving m firms, m € (1, N].

58

The post-merger profits are:

(A=) [1+05(2p+0)] (35)
O IN—=m 424200 (p+6)

58

with the merger being profitable iff:
[N+14+206(p+08)° —m[N—m+2+265(p+06)°>0.  (36)

The Lh.s. of (36) is equal to zero at:

3 4N + 5+ 8bo o
m:N+§+265(p+6)i\/ il +2 lo+9) (37)
It is easy to check that m_ < N < m, for all
N > [1+42b6 (p+9)] . (38)

Provided that the above condition is satisfied, the inequality (36) is met
for all m € (m_, N]. Otherwise, if N > [1+2b0(p+9)], m_ > N and
no admissible merger is profitable. Simple comparative statics show the
following properties:

om_ om_ ' om_

v =Y

om_
~0; 2 0. (39)
The foregoing discussion proves:
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Proposition 4 In the Solow-Nerlove-Arrow model, there exists a critical

threshold

VAN +5 +8b0 (p + 9)
2

3
= N+ 5200 (p 4 6) -
with m* < N for all N > [1+ 2b0 (p + )] ,

beyond which the horizontal merger is profitable. Such a threshold s mono-
tonically increasing in {N,b,0,p}. If N < [L+2b0 (p+ )], then no prof-

itable merger can take place.

As far as the social welfare is concerned, let us consider the sum of the
consumer surplus and the total profits as the social welfare index. The con-
sumer surplus is C'S = (nk)?/2, where n is the appropiate number of firms
operating in the market, while the profits are given by equations (34) and
(35). It is simple to compute the social welfare in the steady state, under the
two alternative settings, corresponding to the cases where the merger occurs
(SWPost) or does not (SW?¢). We are interested in evaluating the sign of
the difference DSW = SWPost — STVPre. if it is positive, the merger improves

the social welfare. After simple substitutions and calculations, we obtain:

DSW o (L+N-—m)B+N-—m+2b6(0+2p) N2+ N+2b5(5+ 2p)]
24+ N —m+2b6(6 + p)]? [1+7~+2b5(5+p)]<2
40

which is negative for all 1 < m < N. Consequently, we can state the following:

Proposition 5 In the Solow-Nerlove- Arrow accumulation model, the merger
can be indwidaully profitable or not, depending on the configuration of pa-

rameters, but it is always detrimental from the social welfare standpoint.

It is worth stressing that the above Proposition is in sharp contrast with

the result by Perry and Porter (1985). Moreover, in Cellini and Lambertini
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(2002), it is shown that the Solow-Nerlove-Arrow setting yields the same
steady state outlined above, when one considers direct demand function, a
la Bertrand. This amounts to saying that this setting is the dynamic coun-
terpart of Kreps and Scheinkman (1983). Accordingly, here it is not possible
to properly distinguish between quantity and price competition, as firms’
strategy space is defined over investment efforts only. As a consequence, the
results derived by Deneckere and Davidson (1985) cannot hold in the present

model.

3 Conclusions

In the foregoing analysis, we have taken a differential game approach to study
the individual profitability and the social convenience of horizontal mergers
involving oligopolistic firms. We have taken into account different types
of capital accumulation: the Ramsey model, where capital accumulation
takes place through unsold output (i.e., consumption postponement) and
the Solow model, where capital accumulation requires a costly investment.
The individual profitability and the social efficiency, evaluated at the steady
state points, generally depend on the parameters configuration. However, in
neither model a horizontal merger can simultaneously be both privately and
socially convenient. This is in sharp contrast with the conclusions reached
by the static analysis of the same problem (Perry and Porter, 1985; Farrell
and Shapiro, 1990, inter alia) and suggests that a public agency in charge of

regulating merger behaviour should forbid any such operations.
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