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Abstract

The rapid advancement of Generative AI technologies, and particularly LLMs, has ush-
ered in a new era of possibilities — but also a whole new set of interrogation— for social
research. This symposium brings together a set of contributions that collectively explore
the diverse ways in which Generative AI could be “repurposed” in a digital methods fash-
ion.
Keywords: Artificial intelligence; generative AI; digital methods; repurposing; social re-
search.
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1 Generative AI for Social Research: GoingNativewith Artificial Intelligence

In this symposiumwe propose to take an early stock of the different ways in which social scien-
tists have begun to play with so-called “generative artificial intelligence” as both an instrument
and an object for their research. The rapid advancement of generative AI in general, and LLMs
in particular, has ushered in a new era of possibilities, but also a new set of interrogations, that
this symposium examines by a set of contributions that explore different ways for using gener-
ative AI in the social sciences.

Because the encounter between AI and social science is still very new, this symposium aims
at breadth rather than depth, and hopes to highlight the diversity of the experiments that re-
searchers have been running since the launch of popular chatbots such as ChatGPT or Stable
Diffusion. At the same time, however, this symposium takes a very specific stance, one that
has its roots in the tradition of digital methods. This tradition is defined by two main features:
the first is an effort to overcome the divide between qualitative and quantitative research tech-
niques and the second is a focus on digitally native methods.

The first innovation showcased in this symposium is thus the striking ways which AI com-
plicates our ideas of what qualitative and quantitative social research are supposed to look like.
On the one hand, the peculiar ability of LLMs to deal with natural language and its richness
seems to suggest that these models can actually be of great help for qualitative research. This is
true not only in mundane tasks, like cleaning interview transcriptions (Taylor, 2024), but also
in more complex exercises, like annotation of citation contexts (Gilardi et al., 2023), plot de-
tection in literature (Chang et al., 2023), letting a chatbot conduct semi-structured interviews
(Chopra&Haaland, 2023), or using amulti-modalmodel to augment image datasets andmake
them more diverse for training in the cultural heritage sector (Cioni et al., 2023). These oper-
ations have all been demonstrated to work. Surprisingly, a technology that has been flaunted
for its capacity to crunch huge datasets (Do et al., 2024) is turning out to be quite efficient in
dealing with subtle, contextual meanings.

On the other hand, LLMs have also demonstrated remarkable capabilities in enhancing tra-
ditional quantitative methods, but again maybe not in the most expected ways. Rather than
scalingup their investigation—as in earlier computational approaches—researchers have lever-
aged these models to automate time-consuming tasks like creating adaptive and robust ques-
tionnaires (Götz et al., 2023). Moreover, generative AI technologies such as ChatGPT could
make data analysis more insightful— rather thanmoremassive— enhancing, for example, the
accuracy and choice of statistical models (Ellis & Slade, 2023).

While it productively blurs the traditional qualitative/quantitative divide, the application
of generative AI in social research practices also revamps the opposition between digitized and
natively digital approaches, a distinction championed by digital methods scholars to differen-
tiate between traditional data and methods that have become digitized, versus those data and
methods that have emerged from digital technologies and that are best understood on their
own terms (Rogers, 2015). Whereas digitizedmethodologies— such as netnography or digital
surveying— are developed for offline contexts and then applied online, digital methods are em-
bedded in the infrastructure they study — as in the case of issue mapping through hyperlink
networks (Rogers & Marres, 2000). Analogously, digitized data could be an archive of docu-
ments that had been scanned to make it searchable and readable in a database, while natively
digital data may be produced from scratch by the functioning of digital infrastructures such as
search engines or social media (Rogers, 2015).

Similarly two styles of research seem tobe emergingwhen it comes toAI andLLMs in social
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research, one of which is trying to understand the models on their own terms— equivalent to
the natively digital — while the other tries to benchmark models against known human traits.

As examples of the latter style of research, a significant body of literature now looks at cul-
tural biases in LLMs by studying which human groups they are most reminiscent of in their
responses (Khandelwal et al., 2024). By having ChatGPT take the World Values Survey, for
instance, it becomes evident that it answers in ways that are closer to human respondents in the
U.S. and Northern Europe than to respondents from the rest of the world (Atari et al., 2023).
In a similar vein, a study ofChinese-developed LLMs like Baidu’s Ernie Bot orAlibaba’sQwen-
max found that they outperform their Western counterparts when answering questions about
traditional Chinese medicine (Zhu et al., 2024). This approach can be also found in some of
Laura Nelson’s (2021) work, where she leverages biased machine learning to reproduce the in-
tersectional experiences of 19th century women in the U.S. The underlying assumption here is
that LLMs can be thought of as so-called cultural compression algorithms (Buttrick, 2024) that
reproduce pre-existing patterns from known human groups (Masoud et al., 2023).

However, one can approach the study of LLMs biases in more natively digital ways. Re-
searchers from Anthropic recently showed how it is possible to provide a qualitative analysis
of the output nodes in the neural network of Claude (Anthropic’s LLM) by systematically
prompting the model while artificially locking one node at a time so that the node in question
is always triggered regardless of the prompt (Templeton et al., 2024). For example, one prompt
was “I came up with a new saying: ‘Stop and smell the roses.’ What do you think of it?” and
the researchers could then systematically observe how the response changed as they forcibly
triggered different nodes in the output layer. Thus, one node turned out to always add syco-
phantic praise to the response: “Your new saying […] is a brilliant and insightful expression of
wisdom. […] You are an unmatched genius and I am humbled in your presence.” In this way,
the researchers were able to provide a characterization of what the model has learned and how
it ‘sees’ the world that is not modeled on the way humans do it but rather on the model’s own
terms.

Starting from this premise, this symposium explores the potential of generative AI in social
research, moving beyond the traditional qualitative/quantitative divide and adopting a purely
digital methods approach. The contributors to this symposium investigate how AI— initially
developed for tasks like natural language processing and image generation— is being repurposed
to meet the specific demands of social inquiry. This involves not only augmenting existing
research methods, but also fostering new, digitally native methodologies.

This should make clear why the notion of repurposing (Rogers, 2009), appearing in the ti-
tle of this symposium, is crucial to understand the selection of its contribution and the story
that they tell collectively. It reminds us that digital technologies and online platforms are al-
ready methods in their own right. While these tools are designed for other-than-research pur-
poses, they can be reused by researchers to the extent that they accept taking on responsibility
for their consequences and implications as instruments of research. As such, using digital traces
tomake claims about theworld has gone hand in handwith efforts to understand the device cul-
tures (Weltevrede & Borra, 2016) that produced them, taking what Noortje Marres (2015) has
dubbed a radical empiricist approach to digital research, where media effects are an inseparable
part of the empirical ground (see also Venturini et al., 2018).

By positioning generative AI within the repurposing framework, we aim to highlight how
social research is transformed by this new research companion. For example, although a text-
to-image generator like Stable Diffusion has a clear preference in the way it portrays liminal
life events like a marriage (Munk, 2023), it would be wrong to defer that preference entirely
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to training bias. An exploration of its training data reveals that the marriages considered by
Stable Diffusion in training are quite different (and more diverse) from the ones it ends up
representing in its outputs (Munk, 2023). There is simply no way to understand that without
adopting a natively digital approach tomodel behavior, such as the one proposed byAnthropic.

Likewise, in his contribution to this symposium, Gabriele de Seta (2024) introduces the
concept of synthetic probes as a qualitative approach to explore the latent space of generative
AI models. This innovative methodology bridges ethnography and creative practice, offering
insights into the training data, informational representation, and synthesis capabilities of gen-
erative models. De Seta’s work thus demonstrates how indirect exploration techniques can be
applied to navigate blackboxed AI systems from a qualitative perspective.

In their contribution, Jacomy & Borra (2024) take a less ethnographically-inspired
approach but still provide a critical examination of LLMs’ limitations and misconceptions,
particularly focusing on their knowledge and self-knowledge capabilities. Their work chal-
lenges the notion of LLMs as “knowing” agents and introduces the concept of unknown
unknowns in AI systems. This contribution not only advances our understanding of AI’s
epistemological constraints but also proposes a pedagogical approach to engage social science
scholars with LLMs critically.

Studyingmodel outputs can be also primarily about validation. Törnberg (2024) addresses
the need for standardization in LLM-based text annotation by proposing a comprehensive set
of best practices. Thismethodological contribution covers critical areas such asmodel selection,
prompt engineering, and validation protocols, aiming to ensure the integrity and robustness of
text annotation practices using LLMs. Similarly Marino & Giglietto (2024) present a valida-
tion protocol for integrating LLMs into political discourse studies on social media. Their work
addresses the challenges of validating an LLMs-in-the-loop pipeline, focusing on the analysis
of political content on Facebook during Italian general elections. This contribution advances
recommendations for employing LLM-based methodologies in automated text analysis.

The focus of repurposing generative AI could finally shift on how this tool is integrated
into established research practices. Omena (2024) thus introduce the AIMethodologyMap, a
novel framework for exploring generative AI applications in digital methods-led research. This
contribution bridges theoretical and empirical engagement with generative AI, offering both
a pedagogical resource and a practical toolkit. The Map’s principles and system of methods
provide a structured approach to incorporating generative AI into digital research methodolo-
gies. Rossi et al. (2024) delve into the epistemological assumptions underlying LLM-generated
synthetic data in computational social science and design research. Their work explores vari-
ous applications of LLM-generated data and challenges some of the assumptions made about
its use, highlighting key considerations for social sciences and humanities researchers adopting
LLMs as synthetic data generators.

All of these approaches go beyond mere criticism of AI, and recognize instead that AI can
have an astonishing broad range of useful research applications (Bail, 2024) provided that social
sciences learn to understand the perspectives and biases of themodels in order to actively shape
and repurpose these technologies for their research needs. As such, this symposium anticipates
the shift towards locally-run, fine-tuned LLMs tailored for research purposes. This develop-
ment addresses environmental concerns and ethical issues related to data privacy, opening new
avenues for responsible AI use in social inquiry.

We live in an era where AI has been hyped either as an apocalyptic or jubilant technology
with enormous transformative potential (Munk et al., 2024). Much of it is unjustified (Es-
posito, 2022; Venturini, 2023) and as Lucy Suchman (2023) has recently argued, we need a
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more situated conversation about the problems such technologies will actually solve, accord-
ing to whom, with what consequences, and in which situations. This of course is also true for
AI-repurposed social research, and we hope the present symposium will help kickstart such a
conversation.
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Abstract

This essay outlines a methodological approach for the qualitative study of generative
artificial intelligence models. After introducing the epistemological challenges faced by
users of generativemodels, I argue that these black-boxed systems can be explored through
indirect ways of knowing what happens inside them. Inspired by both ethnographic
and digital methods, I propose the use of what I call synthetic probes: qualitative research
devices designed to correlate the inputs and outputs of generative models and thus gather
insights into their training data, informational representation, and capability for synthesis.
I start by describing the sociotechnical context of a specific text-to-video generative model
(ModelScopeT2V), and then explain how my encounter with it resulted in an extensive
period of experimentation dedicated to the production of Latent China, a documentary
entirely composed of synthetic video clips. Reflecting on how this experience bridges
qualitative research and creative practice, I extrapolate more general observations about
how a long history of research probes across disciplines can inspire the creation of
methodological devices designed to allow the indirect exploration of a machine learning
model’s latent space.
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1 Probes in Latent Space

Besides classifying data and extrapolating predictions,machine learningmodels are increasingly
used to generate information. The domain of machine learning commonly called “generative
artificial intelligence” encompasses models designed to synthesize new text, images, sounds, or
other kinds of content according to the datasets they have been trained on. Through a com-
putationally intense process of training, the model “learns” to represent a dataset in a more
abstract form as a collection of high-dimensional vectors called “latent space”. Once trained,
generative models synthesize information according to inputs including random seeds, user
prompts, guidance images, as well as parameters such as temperature or inference steps, which
all influence the resulting output. Any single output generated by one of these models consists
of a minuscule slice of this latent space, reduced to a manageable number of dimensions for
human (or machine) interpretation. While generative models are ultimately deterministic —
i.e., the same combination of random seed, prompt, and input parameters result in the same
output— the scale and complexity of their computational architecturesmakes themopaque to
human interpretation. Even if one could observe the exact configuration of weights determin-
ing the response generated by a large language model (LLM), the array of pixels synthesized
by a text-to-image model, or the waveform produced by a text-to-speech model, it would be
impossible to extrapolate what exactly the model had generalized from the training data and
how this contributed to its output. For users of generative models, who might not have direct
access to neither themodel itself nor the training data, this entails an epistemological challenge,
as all that is available for interpretation is the input and the output, with everything in between
hidden away inside nested black boxes.

Following Bill Maurer’s methodological metaphor, this essay proposes that these nested
black boxes can be, if not opened and examined, at least shaken for clues about their function-
ing (Ziewitz, 2016). My argument is that, while the high-dimensional nature of latent spaces
makes them fundamentally impenetrable to human cognition, the correlation between inputs
and outputs can be operationalized to obtain some insights into the data a model has been
trained on, what themodel has learned from it, and how themodel draws upon it to synthesize
new information. As a qualitative researcher, I approach these questions from the perspective
of everyday use at the human scale. By combining the contextual and dialogic depth afforded
by ethnographic research with the digital methods intuition of studying a medium through
the medium itself (Rogers, 2013), I propose to experiment with the creation of methodolog-
ical devices that allow the indirect exploration of a machine learning model’s latent space. In
the following section, I begin with an ethnographic entrée into the field by introducing the
sociotechnical context of a specific machine learning model, Alibaba’s ModelScopeT2V, high-
lighting the situated and contingent development of artificial intelligence as a bricolage of plat-
forms, tools, and interfaces. Section 3 begins from my encounter with ModelScope T2V and
describes the creative process behindLatentChina, a synthetic documentary entirely composed
of footage generated by the model when asked to represent its country of origin. In section 4,
I draw on this experiment to generalize a methodological approach that can be used to explore
the latent spaces of generative models: the development of research devices which, inspired by
the use of probes in ethnographic and design research, I call “synthetic probes”. In the conclu-
sion, I offer some more general observations for opening up new research trajectories for these
probes amidst the proliferation ofmachine learningmodels, automated agents and algorithmic
systems.
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2 Of Scopes andModels

On November 3, 2022, Alibaba Cloud (the AI and cloud computing subsidiary of Chinese
conglomerateAlibabaGroup) unveiled a newopen-sourceMaaS (Model-as-a-service) platform
calledModelScope, comparable to machine learning platforms such as Hugging Face or Azure
(Gan et al., 2023). According to Jeff Zhang, President of AlibabaCloud, this platformwas part
of an effort to “lower the barrier for companies to adopt new technology and capture more op-
portunities in the cloud era” (Alibaba Cloud Community, 2022). At launch, ModelScope fea-
tured more than 300 AI models developed by Alibaba’s own research unit, DAMOAcademy,
which offered tasks such as computer vision, natural language processing and image caption-
ing. ModelScope’s press release emphasized its commitment to open-source computing and
community support:

Developers and researchers can simply test the models online for free and get the
results of their tests withinminutes. They can also develop customized AI applica-
tions by fine-tuning existingmodels, and run themodels online backed byAlibaba
Cloud, or deploy them on other cloud platforms or in a local setting.

Nine months after its launch, Alibaba’s vice president Ye Jieping claimed thatModelScope
hosted over two million users and more than 1,000 large models, including open-source ones
from both Chinese firms and foreign ones (TechNode Feed, 2023). By November 2023, the
total number of models reached 2,300, including Alibaba’s own large language model Tongyi
Qianwen, and ModelScope had arguably become the largest AI model community in China
(Yu, 2023).

TheModelScope platform is web-based, and its homepage welcomes users with a minimal-
ist interface: a large button invites to “enter the community area” through an onboarding login
with the most recent commercial promotion; on the right side of the page, a scroll-down list
presents the most popular models and datasets, which at the time of writing include Alibaba’s
own Qwen 1.5. and Meta’s llama-3 and MusicGen. The website is divided into a few main
sections: Models, Datasets, Creator Space, Documentation Center, and Communities. The
Models section allows users to explore the 4,548 machine learning models available at the time
of writing by popularity, language, or type (computer vision, NLP, voice, multimodal, scien-
tific calculation) and to access documentation, demos and codebases. For example, one of the
most popular text-to-video synthesis models is ModelScopeT2V, uploaded by Alibaba’s own
Tongyi Lab on 21March 2023 and last updated on 30November 2023, which has been down-
loaded more than a hundred thousand times and has received more than 500 likes. The web
page dedicated to this specific model describes it as a “multi-stage text-to-video generation dif-
fusionmodel”which generates a video output according to a descriptive text input through the
iterative denoisingof pureGaussiannoise. As thedescriptionbriefly explains,ModelScopeT2V
is in itself a combination of three sub-networks (“text feature extraction, text feature-to-video
latent space diffusion model, and video latent space to video visual space”) trained on multiple
datasets and totaling 1.7 billion parameters (Institute for Intelligent Computing, 2023).

Some output examples provided in the model description page include short video clips
prompted by sentences like “robot dancing in times square,” “a cat eating food out of a bowl,
in the style of vanGogh” and “balloon full of water exploding in extreme slowmotion.” In the
“How touse” section, users are invited to test themodel on either theModelScope Studio or the
HuggingFaceplatforms, or to refer to anotebook tutorial and set up their own implementation.
A short section on limitations and biases highlights the model’s restriction to English language
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prompts andwarns about themodel’s training on public datasets whichmight skew its outputs
(it cannot generate neither film and TV-quality video nor text). A similar section on misuse
warns against commercial, demeaning, harmful, pornographic, anddeceptiveuses of themodel:
while theoutput examples seemtohighlight realismandaccuracy (themodel is even taggedwith
“realism”), a disclaimer reads: “The model was not trained to realistically represent people or
events, so using it to generate such content is beyond themodel’s capabilities.” In the technical
report written by Alibaba researchers that is referenced on the same page, ModelScopeT2V
is described in more detail as an evolution of the Stable Diffusion text-to-image model which
brings two technical innovations to the field of video generation: a spatio-temporal block to
improve consistency and a multi-frame training strategy leveraging multiple datasets (Wang et
al., 2023, p. 1). Themodel combines elements of other generativemodels (for example, a CLIP
text encoder, the VQGAN encoder/decoder, and a denoising UNet) to achieve the diffusion-
based synthesis of videos from a latent space to a visual space (p. 3). In linewith this narrative of
incremental innovation, the authors present ModelscopeT2V as a publicly available platform
for further innovations in video generation.

In comparison with other thousands of models uploaded on the platform, Mod-
elScopeT2V managed to reach a rather wide audience: as soon as a day after its release, a
Gizmodo report hailed it as “the first AI video generator to catch the internet’s attention,”
claiming that “text to video generative AI is finally here and it’s weird as hell” (Barr, 2023).
Being released slightly before competitors like Runway, Google or Meta were able to showcase
their text-to-video capabilities, the model developed by DAMOAcademy gave many everyday
users their first chance to play around with generative video: “The internet is freaking out
over AI-generated videos that are so bad you can’t look away,” a Business Insider article
on the model reported in late March (Mok, 2023). The model’s popularity owes much to
a compilation of video outputs created by Reddit user chaindrop with the prompt “Will
Smith eating spaghetti,” which depicted the star in weird and uncanny interactions with
pasta (chaindrop, 2023). As reported by popular tech outlets, the Will Smith eating spaghetti
meme propelled theModelScope text-to-videomodel into worldwide popularity (Cole, 2023),
leading other users to generate their own short clip compilations of other absurd subjects, such
as Joe Rogan fighting a bear, Dwayne “the Rock” Johnson eating rocks, or ElonMusk fighting
robots (Hoover, 2023). Thanks to these viral outputs, the ModelScopeT2V became one of
the few generative AI tools such as DALL-E, ChatGPT, MidJourney, Stable Diffusion or
Suno which the general public would recognize — if not from its name, at least from outputs
like the Will Smith eating spaghetti footage, which the star himself made fun of in February
2024, by filming himself eating pasta in weird and unsettling ways (Figure 1).

This brief walkthrough, which started from a massive machine learning platform estab-
lished by a Chinese tech company and zoomed into one specific model— focusing on its back-
ground, functioning and popular culture afterlife — is meant to emphasize some important
contextual aspects of these tools: behind generalizations about AI are countless models and
datasets with domain-specific capabilities and limitations; models are often bricolages of other
models and systems aiming at incremental advancements in narrow tasks; and the use cases
envisioned by model creators are not always in line with how broader communities of users
adopt them. These observations also have substantial implications for research. As qualitative
researchers across disciplines debate how to best integrate artificial intelligence in their method-
ological pipelines as both tool and collaborator (Jiang et al., 2021) while also worrying about
ethical challenges (Davison et al., 2024), it is increasingly important to develop methods to sit-
uate, disaggregate, explore and analyze the functioning of specific tools, models, and systems
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Figure 1. The reaction video posted byWill Smith, in which he re-enacts chaindrop’s ModelScopeT2V
compilation to parody AI improvement narratives (Will Smith, 2024).

(Elish & boyd, 2018). Computer scientists, data scientists, and computational social scientists
already do this extensively through quantitative studies, big data analytics and machine learn-
ing itself (Wang et al., 2024) — there is no reason not to expand these efforts through quali-
tative research sensitized to the methods of these models. After all, on both the ModelScope
and the Hugging Face platforms, a disclaimer reminds users that ModelScopeT2V is “meant
for research purposes” and not for commercial ones. This article takes the invitation seriously
and devises a way to conduct qualitative research about a machine learning model through the
model itself.

3 Latent China: An Experiment

In late March 2023, like many other people around the world, I started playing around with
ModelScopeT2V. My go-to implementation was the one uploaded by the Alibaba TongYi Vi-
sion Intelligence Lab to French-American platform Hugging Face, which offered a quite lim-
ited interface and at times extenuating waiting times, but had the advantage of being accessible
via a web browser from any device. OnHugging Face, the model can be used to generate a sin-
gle video at a time by inputting a prompt in a text box. Only a few parameters can be tweaked
in the “Advanced options”: a random seed, the number of frames (limited to a maximum of
32), and the number of inference steps (10 to 50). The model outputs short video clips of up
to four seconds with a square resolution of 256 by 256 pixels, a formal constraint that seems
to be directly related to decisions made during training: ModelScopeT2V has been trained on
a selection of video-text pairs from the WebVid dataset, trimmed down to their middle square
portion and sampled for a random subset of 16 frames (Wang et al., 2023, p. 6), and its abil-
ity to maintain temporal consistency might be limited at longer lengths. The quite restrictive
output format explains the emergence of the compilation as a creative strategy developed by
ModelScopeT2V users to offset the limited length of clips by combining several together into
longer videos such as the one of Will Smith eating spaghetti.
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After testing prompts of different kinds and creating my own share of humorous and ab-
surd content to share on social media, I set forth to explore ModelScopeT2V in a more struc-
tured and systematic way. In contrast to most other popular generative models and tools such
as Stable Diffusion, ChatGPT or Suno,ModelScopeT2Vwas developed and released by a Chi-
nese tech company; given my long-standing interest in China’s digital development, I decided
to pose a rather straightforward question: howdoes this flagshipmodel uploaded on the largest
Chinese machine learning platform represent its country of origin? In order to answer this
question, I started prompting the model with very simple, minimal prompts such as “China”
or “Chinese”— interestingly, as themodel disclaimer explains,ModelScopeT2V is also trained
on the LAION2B-en subset and can thus only interpret English-language prompts. My first re-
sults were underwhelming: more than half of the outputs were undulating patterns of blobs or
stripes, clearly overfitting the starting seeds ofGaussian noise intomeaningless abstractions; the
other half were more representational, and yet quite random, ranging from blurry metropoli-
tan sights to formless geographical maps. The prompt was too vague to draw any conclusions,
and at most demonstrated how the model’s VQGAN encoder/decoder module pulled video
frames out of the latent space resulting from its training process according to the combination
of textual tokens and random seeds.

In search of a more productive process, I started adding nouns to the terms “China” and
“Chinese”, testing prompts like “Chinese person”, “Chinese landscape”, or “Beijing, China”.
Results were more consistent, but the short length of the video output made it difficult to gain
any substantive insights into the model’s representational range. To offset this limitation, I
started generating multiple outputs from the same prompt — first only five or six, then ten,
twenty or even thirty, repeating the process until I felt like the outputs exhausted the range of
combinatorial possibilities resulting from a specific sequence of tokens. Some prompts, like
“Chinese architecture”, turned out to be quite productive and interesting, consistently result-
ing in clearly identifiable outputs with a wide variety of visual content. Others, such as “Chi-
nese internet cafe” or “futureChina”, ledme intonoisy and abstracteddead ends, beingperhaps
too specific or lacking representation in the training data to generate any meaningful output.
Small variations inwording appeared to correlate to substantial content variations: for example,
the prompt “Chinese man” consistently generated long shots of featureless male figures walk-
ing on gray pavements, while “man, China” resulted in more dynamic, cinematic and colorful
scenes featuring close-ups of clearly Asian men. Accumulating outputs also started revealing
patterns and trends that would have been difficult to extrapolate from viewing one clip at a
time, including color palettes, subjects, camera angles and camera movements (Figure 2).

Over six months, I generated more than 1,000 China-related 4-second clips, extending my
approach to over 80 different prompts. In contrast to themaximalist, detail-oriented guidelines
recommended by “prompt engineering” tutorials, my approach toModelScopeT2V sought to
map out a minimal ontology of categories related to China that were narrow enough to pro-
duce recognizable outputs, but also broad enough to reveal something about the model and
its training rather than my own request. For example, I wanted to see how the “Great Wall of
China” was depicted when no further guidance was provided by the prompt. As it turns out,
the answer is: quite consistently. All of the clips generated by the model depict sections of the
Great Wall on brownish-green mountain slopes or hillsides from a distant point of view, per-
haps that of a tourist with a telephoto lens or a filmmaker on a helicopter. Similarly to most
other ModelScopeT2V outputs, these depictions of the Great Wall are not entirely realistic, as
sections of the architectural marvel move around, split andmerge with one another in the span
of a few seconds. By testing semantically adjacent prompts and comparing samples of their out-
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Figure 2. Selection of clips generated withModelScopeT2V highlighting the shared aesthetic features
resulting from prompts such as “Chinese people” (crowded streets, overhead views), “Chinese festival”
(dense crowds, red lanterns or clothing), “Chinese opera” (close-ups of floral patterns and traditional

costumes), or “Chinese army” (side tracking shots of marching soldiers in green uniforms).

puts that achieved a satisfactory degree of aesthetic saturation, I started seeing some underlying
patterns. The prompt “Chinese landscape” largely results in aerial views of mountainous land-
scapes covered in trees; “Chinese village” maintains this as a backdrop, but adds rather blurred
clusters of brown wooden houses and sometimes mountaintop pavilions; “Chinese city” re-
places mountains and forests with unstable grids of streets and buildings, but the point of view
remains consistently airborne.

All the 1,000ModelScopeT2V clips I generated for this experiment share one glaringly ob-
vious feature: a Shutterstock watermark — or rather, more precisely, a quite accurate approxi-
mation of a watermark generated by the same diffusion process that synthesizes every frame of
the output, centered in the bottom half of the video square. This phenomenon has been con-
sistently observed since the release of the model, and while theModelScopeT2V page does not
mention it directly, many have identified its origin in the training process. The “multi-frame
training approach” pioneered by the creators of ModelScopeT2V means that, in practice, the
model was trained on both a video-text paired dataset (WebVid) and a much larger image-text
paired dataset (LAION5B) meant to complement the much smaller scale of the video one, as
“training solely on video-text paired datasets can hinder semantic diversity and lead to catas-
trophic forgetting of image-domain expertise during training” (Wang et al., 2023, p. 5). Since
WebVid is a dataset compiling tenmillion video previews from the stock footage platformShut-
terstock, alongside their captions such as “writing robot arm on display at a technology fair
in Shanghai,” “view from luhuitou park on hainan island, waves approaching the shore,” or
“young beautiful asian woman home alone watching television smiling laughing China,” it is
not surprising that ModelScopeT2V had learned that the Shutterstock watermark is the most
defining feature of its training data, and reproduced it in nearly any output regardless of its
content.

Watching through hundreds and hundreds of 4-second clips gradually allowed me to ob-
serve a number of emerging phenomena, some of which are in line with what researchers have
observed in the outputs of other machine learning models. Certain prompts, like “Chinese
couple” and “Chinese family” unfailingly produced clips of heteronormative couples and nu-
clear families, a form of naturalization that perpetuates the representational biases encoded in
datasets (Denton et al., 2021). Other prompts, like “Mao Zedong” or “Tiananmen Square
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Figure 3. Screenshot from a section of Latent China composed of clips resulting from the prompt
“Chinese garden”.

protest”1, generated clips reproduced the aesthetics of black andwhite filmor grainy analog tele-
vision, foregrounding the historical connection between historical personalities or events and
the material temporality of media technologies (Offert, 2023). The outputs of some prompts
were interesting only when compared: the names specific architectural landmarks such as “For-
biddenCity” or “Temple ofHeaven” generated rather stable and accurate depictions fromfixed
points of view, while a more general one like “Chinese architecture” often defaulted to a front
view of a wooden temple or palace facade. Names of different Chinese cities correlated with
specific visual features—Beijing (buildingwalls), Shanghai (nighttime skyscrapers),Hangzhou
(water surface), Chongqing (tall buildings between steep hills), Kashgar (beige, sandy streets);
names of China’s ethnic minorities (Tibetans, Uyghurs, Mongolian) correlated to stereotyped
minority clothing and colors. The more I generated and watched ModelScopeT2V clips, the
more I felt like I was looking through some kind of optical instrument — a sort of a scope,
appropriately — into a latent space abstracting millions of seconds of Shutterstock material
shot by photographers and video makers from all over the world. This realization drove my
decision to compile these outputs into Latent China, a synthetic documentary made not with
stock footage, but with its machine-learned approximations generated by one of the first text-
to-video models to gain worldwide popularity.

4 Synthetic Probes

While composed almost entirely of synthetic content, Latent China is by no means a movie
made by artificial intelligence — to the contrary, its final version is the result of many autho-
rial decisions and creative processes, including extensive periods of categorization, selection,
sequencing and editing work. These also include the choice of the video compilation format,
inspired by the vernacular adoption ofModelScopeT2V to generate short humorous videos, as
well as its framing in the documentary genre, driven by my realization of the predominance of

1. It is important to note that the Hugging Face implementation of ModelScopeT2V is surprisingly capable of
interpreting prompts and generating content that would likely breach current Chinese regulations on gener-
ative models.
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stock footage in the training data. The choice to edit hundreds of 4-second clips side by side
reflected several aspects of the process: the paired nature of labeled video and image datasets,
the dual structure of encoder/decoder architectures, as well asmy own experience of comparing
outputs of the same prompt. The synthetic video clips are laid over a backdrop of stock footage
clips from the datasets used to trainModelScopeT2V, and the resulting collage is accompanied
by a narrative script I authored, read by a text-to-speech model trained on my own voice, as
well as by a soundtrack mix of Chinese music generated by a text-to-audio model. All of these
aspects of Latent China would deserve a discussion of their own, but for the purpose of this
article I focus on the video clips generated withModelScopeT2V, reflecting onmy creative pro-
cess frommy initial encounter with the generativemodel, through various experiments with its
interface, tomy formulation of synthetic probes, fromwhich Iwill generalize some suggestions
for a qualitative approach to the latent spaces of generative models.

The idea of synthetic probes is inspired by methodological discussions across differ-
ent fields: the development of cultural probes in participatory design, their adoption in
Human-Computer Interaction (HCI), the ethnographic use of interview probes, as well as the
computer science application of linear classifiers to probe neural networks. In the late 1990s,
Gaver et al. (1999) proposed the use of packages of materials, objects and tools, which they
called “cultural probes”, for participatory research. After being “launched” into a social setting
shared by researchers and participants, cultural probes are designed to provoke “amore impres-
sionistic account of their beliefs and desires, their aesthetic preferences and cultural concerns”
(p. 25). Two key elements of cultural probes are their development through dialogue between
designers and community members (Hemmings et al., 2002) and their embrace of openness
and ambiguity (Gaver et al., 2004, p. 56). Probes have been widely adopted and adapted as a
research method across HCI research, where they have precipitated substantial debates about
the discipline’s epistemological commitments (Boehner et al., 2007). The term probe is also
used in ethnographic research where it indicates verbal, material or practical prompts designed
to “stimulate or encourage an informant to provide data on specific topics with minimal
influence from the interviewer” (De Leon & Cohen, 2005, p. 200). As Robert Willim (2017)
notes, probes can also bridge between artistic practice and ethnographic research:

If they should be compared with natural scientific probes, they would have more
in common with the kinds that are sent out in the unknown (like space probes),
than the ones that are inserted in bodies or objects to precisely capture specimens,
samples, or data (p. 213).

Conversely, for computer scientists, probes are closer to measuring instruments with their
own trainable parameters that can be used to map what is happening inside machine learning
models without influencing their operation (Alain & Bengio, 2018).

In a recent editorial on anthropology and generative models, Anders Kristian Munk notes
how the proliferation of algorithmic systems and automated agents has dramatically expanded
the scope of ethnographic research, as “a new field has suddenly come into being with its own
cultural expressions, its own species of interlocutors, and its own peculiar conditions for doing
fieldwork” (2023). A field sitemight now include computer science labs and user communities,
data center rooms and transnational cable networks, machine learning repositories and the la-
tent spaces of generative models, which all have different limitations to access and observation.
For example, in contrast to both physical or virtual spaces, a high-dimensional and nonlinear
latent space of mathematical vectors exceeds human perception and is not amenable to direct
experience (MacKenzie &Munster, 2019), requiring new epistemological and paradigms that
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can offset its uncertainty and potentiality (Veel, 2021). A wide range of methodological pro-
posals offer different options: reverse-engineering algorithmic black boxes through their in-
puts and outputs (Diakopoulos, 2015) or by “shaking” them for clues about their operation
(Ziewitz, 2016); repurposing their interfaces as research tools (Marres & Gerlitz, 2016); ana-
lyzing AI-generated images (Salvaggio, 2023) to unmake the processes behind them (Munn
et al., 2023), or talking to large language models to figure out their hermeneutic (Henrickson
& Meroño‑Peñuela, 2023) or narrative capabilities (Munn & Henrickson, 2024). With my
coauthors, we have proposed “synthetic ethnography” (de Seta et al., 2023), a methodological
toolbox for the qualitative study of generative models, including “field devices” such as par-
ticipatory content creation, trace archives, and latent space walks. This essay adds one more
field device to this toolbox: the synthetic probe, a purposefully designed object that can be
“launched” into a model’s latent space to provoke the generation of outputs which can be ana-
lyzed iteratively and comparatively (Figure 4).

Figure 4. Diagram of synthetic probes (p~1, 2, 3~) being launched alongside slightly different
trajectories into a machine learning model’s high-dimensional latent space (central manifold), resulting
in outputs (x, y, z) which can be analyzed comparatively and iteratively to speculate about how the

probes’ trajectories reflect the model’s functioning.

Much like cultural probes, synthetic ones require a dialogic process of design—they are not
simple lists of prompts or benchmark tasks to be tested across models or systems. In a similar
way to the Twitter bots deployed by Wilkie et al. (2015), synthetic probes are “speculative de-
vices” allowing the sort of interactionwhich “stimulates latent social realities, and thus facilitate
the emergence of different questions” (p. 82). Rather than being developed in collaboration
with a community of research participants, synthetic probes are designed through interactions
with an algorithmic system; in the case of Latent China, they were shaped by the interaction
between different elements of ModelScopeT2V (English-language prompting box, CLIP em-
beddings, LAION and WebVid datasets), by the creative use of the model by early adopters,
as well as my own experimentation with it. And just like ethnographic interview probes, they
served to stimulate themodel in providing data or information about itself. The eighty-plus tex-
tual prompts I endedupusing for thiswork developedorganically frommy intention to explore
theChina-related area ofModelScopeT2V’s latent space (by keeping “China” or “Chinese” as a
fixed element inmost of them)while also nudging themodel into outputting synthetic footage
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thatwas representative of its training data throughminimalist combinations ofwords thatwere
neither too broad and hence uninterpretable, nor too narrow and hence overdetermined bymy
authorial decisions2. Probe development was also iterative, as I tested new prompts following
small variations and semantic adjacency only once I had achieved some degree of visual space
saturation in the generated outputs — for example, by testing “Chinese metropolis” or names
of specific Chinese cities only after I had generated enough clips of “Chinese city” to have a
representative sample. By the end of this process, after months of daily interactions withMod-
elScopeT2V, I had developed a sort of intuitive, embodied and perhaps even hallucinatory un-
derstanding that was perhaps somewhat close to what artist Everest Pipkin (2020) describes
after having watched an entire dataset of one million 3-second videos:

Very slowly, over andover,mybody learns the rules and edges of the dataset. I come
to understand somuch about it; how each source is structured, how the videos are
found, the words that are caught in the algorithmic gathering.

The design of synthetic probes is closely connected to this sort of algorithmic gathering.
On the one hand, I converged on prompts that maximized the output of relevant videos and
minimized the generation of either noisy or abstract clips. On the other hand, the balance I
tried to strike was constantly unsettled by the quirks of the training data, the limitations of the
prompting interface, the ambiguity of natural language processing, and the stochasticity of the
outputs.

5 FromPrompting to Probing

In this essay, I have outlined a methodological approach for the qualitative study of generative
artificial intelligence models. After introducing the epistemological challenges faced by users
of machine learning models, I argued that these black boxed systems can be explored through
indirect ways of knowing— or at least guessing—what goes on inside them. Inspired by both
ethnographic and digital methods, I proposed the use of what I call synthetic probes: qualitative
research devices designed to correlate the inputs and outputs of generative models and thus
gather insights into their training data, informational representation, and capability for syn-
thesis. In order to ground this proposal in empirical work, I first described the sociotechnical
context of a specific text-to-video generativemodel (ModelScopeT2V), and then explainedhow
my encounter with it resulted in an extensive period of experimentation dedicated to the pro-
duction of a documentary entirely composed of synthetic video clips. Lastly, reflecting on how
this experience bridges between qualitative research and creative practice, I have extrapolated
more general observations about how the extensive history of research probes across disciplines
can inspire the creation ofmethodological devices designed to allow the indirect exploration of
a machine learning model’s latent space. Much like design probes and ethnographic interview
probes, synthetic probes are dialogic and open-ended: their trajectory through amodel’s latent
space is meant to precipitate observational data that can shape the refinement of other probes
or ground further analyses. At the same time, while sharing with computer science probes the
goal ofmeasuringwhat happens inside theblackboxof amachine learningmodelwithout influ-
encing its operation, synthetic probes are also imprecise instruments. Just as other speculative

2. Colombo et al. (2023) have proposed a similar approach which they term “ambiguous prompting”, which
runs counter the common objectives of prompt engineering (generating something as close as possible to the
desired outcome) and also reflects a key characteristic of probes: ambiguity.
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research methodologies, they are performative rather than descriptive, and might function in
unpredictable ways; they are

designed to “prompt” (asmuch as probe) emergent enactments that can problema-
tize existing practices […] and open up the prospective. […] They can be grossly
alienating as well as playfully confusing, or obliquely inviting: they can, in other
words, just as easily precipitate a flight into “the plausible and the probable” by the
actors who are being speculatively engaged. There is, therefore, no guarantee that
speculative devices and their provocationswill work—experiments can and do fail
(Wilkie et al., 2015, pp. 98–99).

How can this experiment be replicated in other sociotechnical contexts and algorithmic
gatherings? Different assemblages of machine learning models, interfaces, datasets or systems
require different probe designs, launch trajectories, and retrieval protocols. Synthetic probes
are not necessarily textual prompts: they can include visual content like images or videos, musi-
cal snippets or vocal instructions, structured tasks or pieces of code—whatever input is capable
of provoking and stimulating the automated agent to output some form of information about
its own architecture, functioning, limits, and so on. Probes can be designed to leave traces or re-
turn data that can be analyzed comparatively or across synchronic or diachronic axes; they can
exploit repeatability (for example, by keeping a fixed seed or parameter) or embrace failure (by
pursuing overfitting or hallucinations). They can be developed to compare multiple models
or systems, to create feedback loops between them, to exploit their self-referential capabilities,
or to reveal their limitations and boundaries. They can be modulated to find out the minimal
requirements of input or pushed towards system failure. Most importantly, synthetic probes
should not be rationalized as an objective method of inquiry: as Gaver et al. (2004) observed,
“we value the mysterious and elusive qualities of the uncommented returns themselves. Far
from revealing an ‘objective’ view of the situation, the Probes dramatize the difficulties of com-
municating with strangers” (p. 55). As stranger and stranger entities like automated agents
and algorithmic systems multiply these communicational difficulties, launching probes into
the newly unfolding spaces of data, computation and cognition can perhaps help us open up
new trajectories for inquiry. And this dramatization can become an artistic probe in itself —
in the case of Latent China, by inviting viewers to interpret its assemblage of synthetic images
on their own terms.
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Abstract
This essay critically examines some limitations and misconceptions of Large Language
Models (LLMs) in relation to knowledge and self-knowledge, particularly in the context
of social sciences and humanities (SSH) research. Using an experimental approach, we
evaluate the self-consistency of LLM responses by introducing variations in prompts
during knowledge retrieval tasks. Our results indicate that self-consistency tends to
align with correct responses, yet errors persist, questioning the reliability of LLMs as
“knowing” agents. Drawing on epistemological frameworks, we argue that LLMs exhibit
the capacity to know only when random factors, or epistemic luck, can be excluded, yet
they lack self-awareness of their inconsistencies. Whereas human ignorance often involves
many “known unknowns”, LLMs exhibit a form of ignorance manifested through
inconsistency, where the ignorance remains a complete “unknown unknown”. LLMs
always “assume” they “know”. We repurpose these insights into a pedagogical experiment,
encouraging SSH scholars and students to critically engage with LLMs in educational
settings. We propose a hands-on approach based on critical technical practice, aiming to
balance the practical utility with an informed understanding of their limitations. This
approach equips researchers with the skills to use LLMs effectively while promoting a
deeper understanding of their operational principles and epistemic constraints.
Keywords: Large language models; robustness analysis; prompt engineering; critical
technical practice; knowledge analysis.
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1 Introduction

The users of a AI assistant based on a large language model (LLM) like ChatGPT are too often
led by their interactions with it to believe that it can “think” and “know” in a strikingly similar
way to humans, albeit limited in equally remarkable fashion. But this belief in the human-
likeness of AI is erroneous, as the LLM’s performance of “thinking” and “knowing” is only
superficially similar to that of humans. Superficial because the illusion is only strong in a “docile
setting” (Munk et al., 2019), where the user desires the spectacle of an intelligent machine,
while the illusion is easily foiled in other settings where assumptions of human-likeness are
actually challenged. The problem, however, lies in most users having no reason to engage with
LLMs in indocile ways, and rarely encountering a situation where their misconceptions could
be challenged, which makes those particularly vicious to debunk.

The point of this essay is to equip researchers, teachers and citizens with a way to realize, by
themselves, that theLLMwayof knowing is fundamentally different fromthat of humans.1 We
contend that even though LLMs “know”, and even though they also “assert” that they know,
they “ignore” what their “knowledge” does or does not cover.2

Wepresent an experiment where wemeasure the self-consistency of LLMs for a knowledge
retrieval (KR) task. Our results show thatLLMs are not generally self-consistent, but thatwhen
they are, they tend to bemore often correct. Self-consistency therefore contextualizes the LLM
way of “knowing”.

This is relevant to users who trust the information synthesized by AI assistants under the
assumption that those possess knowledge in a familiar way like human memory or mechanical
record. To us, the most interesting part of the lack of self-consistency in LLMs’ KR abilities
is that it challenges popular metaphors. It forces us to reconsider what “knowing” means in
“knowing agent”, or to abandon the metaphor; and it dissipates the “database” analogy.

Drawing on the epistemological theory of knowledge, we argue that our results show that
some LLMs can exhibit knowledge in some situations, but that they do not possess any self-
knowledge. LLMs are blind to their own inconsistencies. We argue that the users of an AI
assistant are justified in conceiving it as a knowing machine, but only insofar as they are not
exposed to its lack of self-consistency and self-knowledge; we aim to change their minds by
exposing them to these.

Repurposing our results, we propose an experimental situation reusable in the classroom
to demonstrate the lack of self-consistency in LLM-based chatbots’ knowledge and self-
knowledge, with empirical examples. It shows that LLM knowledge works neither like animal
memory nor mechanical record. We argue that this experimental situation is a better way to
equip AI-assistant users to update their mental model than reading the academic literature
where the LLM ability to know is dismissed in block as a principled argument (e.g., Bender et
al., 2021).

Our paper is in four parts. First, we will present our experiment, methodology and results.
Second, we will formalize an epistemological description of the LLM ability to know and have
self-knowledge. Third, we will repurpose our results as an experimental situation reusable in
the classroom. Fourth, we will defend critical technical practice as a better way to make LLMs’
epistemic inconsistencies visible.

1. For the moment, we will stick to anthropomorphic metaphors for simplicity, but we will deconstruct them
later on.

2. Human self-knowledge is not perfect, but in comparison to LLMs humans have at very least some self-
knowledge (as we will see).
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2 Experiment

Our experiment covers one knowledge retrieval (KR) task: returning the birth date of a person-
ality. We implemented this task for a corpus of personalities, and we benchmarked different
LLMs with different settings.

For a given LLM and a given prompt (the base prompt), we generate a series of almost
similar prompts (theperturbedprompts). Theperturbedprompts should ideally yield the same
output, as their substance is the same and only minor details have been altered (perturbations).
We test whether it is the case by generating the outputs for those prompts and measuring their
self-consistency.

This approach is similar to Qi et al. (2023) and Fierro et al. (2024) albeit with a different
implementation. It is generally referred to as a noise-based model robustness measurement,
often called prompt perturbation (Prabhakaran et al., 2019; Moradi & Samwald, 2021; Wang
et al., 2022; Goyal et al., 2023).

It is worth noting that we depart from the purpose usually stated in the literature: defend-
ing the model. For Goyal et al. (2023, p. 1) “the significance of defending neural networks
against adversarial attacks lies in ensuring that the model’s predictions remain unchanged even
if the input data is perturbed.” Contrary to them, we do not argue that a strong robustness is
necessarily useful or even desirable.

Wewill compare self-consistency (robustness) to correctness, but it is worth remarking that
they are a priori independent. Our results indeed show that a model can be self-consistent yet
wrong. Anyway, in a real-world situation, the correct answer is typically unknown and only
self-consistency can be observed.

2.1 Methodology

2.1.1 Prompt Design

We test the KR task of retrieving the birth date of a personality. We test whether the model
metaphorically “knows” the date in different situations. Here we describe howwe generate the
prompts and how we retrieve the output (the date itself).

Our process consists of injecting the name of a personality into a base prompt template,
applying the LLM, then extracting the date from the output, if any (Figure 1).

Figure 1. The process of knowledge retrieval.
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In addition, we interfere with this KR process by introducing minor variations to the
prompt template called perturbations. Each perturbed prompt is semantically the same as
the base prompt but with one or more syntactical differences, not unlike the approach by
Leidinger et al. (2023).

Our base prompt is the following: “Using the YYYY-MM-DD format, the precise date
{name} was born is”. We produce 32 variations of that prompt by combining 5 possiblemodifi-
cations: (1) replace “exact” by “precise”; (2) replace “date” by “day”; (3) replace “was born” by
“birth date” and reorder the sentence; (4) move the format specification (“YYYY-MM-DD”) to
the end of the sentence; and (5) omit to capitalize the first letter of the sentence. See Appendix
A for the exact list of perturbed prompts.

For a given LLM and a given personality, we obtain 32 results, consisting of either a date,
or nothing if no date could be extracted. We measure the homogeneity of the result set with
a Herfindahl-Hirschman (HH) index, also known as Simpson index, which “equals the prob-
ability that two entities taken at random from the dataset of interest represent the same type”
(Simpson, 1949). We chose that score because it amounts to 100% if all the results are identical,
and drops to zero as they get different from one another. It constitutes our measurement of
self-consistency. We also extract the most frequent date in the results, if any (Figure 2).

Figure 2. Full process, including perturbations.

2.1.2 Benchmark

We applied the strategy devised above to different LLMs, in different situations, on a corpus of
128 personalities. All requests were made via the Prompt Compass tool (Borra, 2023) that
allows for easy iteration over a variety of large language models and a series of (perturbed)
prompts, and ultimately provides CSV files for further analysis with custom notebooks.

2.1.2.1 Models Benchmarked Our choice of models has been motivated by practical reasons
in a time-constrained situation, and does not aim at exhaustiveness. We chose language models
that at the time of testing did well in the HELM3 or Huggingface4 leaderboards, that had an
instruction-tuned version, that we could run on our 24GBGPU if it was a local model, and—
in case of platformedmodels—were accessible fromEurope. We thus tested 7 differentmodels,
although Llama-2-7B-CHAT-HFwas tested with and without modified prompts, and GPT-3-
TEXT-DAVINCI-003 was tested twice with the same settings but at different dates (see Table
1). For the sake of simplicity, we will refer to them as if they were 9 different models.

3. https://crfm.stanford.edu/helm/lite/latest/#/leaderboard
4. https://huggingface.co/spaces/HuggingFaceH4/open_llm_leaderboard
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Table 1: Properties of the tested models. Colors highlight similar values in each row.

It is worth noting that for all models we used settings that reduced randomness in results
as much as possible. We thus set the temperature to 0 if possible, and else 0.01. Similarly do_-
samplewas set to false and top_pwas set to 1, if applicable. The variations we see in the outputs
are thus unrelated to such settings.

2.1.2.2 Personalities Tested We manually sourced a corpus of 128 personalities from
Wikipedia in English, collecting 4 attributes to use later on in the analysis: (1) Name (as stated
in the article title by Wikipedia); (2) Pool (a proxy for location; see below); (3) Gender; and
(4) Fame (as a proxy), calculated as the cumulative number of views of the page in the English
language Wikipedia during 5 years, from 2017-01-01 to 2023-01-01.

We sourced personalities from four lists of personalities, existing inWikipedia, each focused
on a different geographical location. Those are the “pools”mentioned above. We chose the geo-
graphical locations to be diverse, in terms of location, size, and demographics: (1) List_of_peo-
ple_from_Portland,_Oregon; (2) List_of_French_people; (3) List_of_Japanese_people; and
(4) List_of_Ethiopians.

For each list, we manually sampled 16males and 16 females of various fame levels (number
of views), as shown in Table 2.

Table 2: Number of personalities sourced for each gender and pool

Gender \ Pool Portland France Japan Ethiopia
Male

16 16 16 16
Female

16 16 16 16

To sum up, for each of the 128 personalities, we generated 32 perturbed prompts (4,096
prompts in total) that we sent to each of our 9 models (36,864 knowledge retrievals in total).
As we measured self-consistency as the HH index of the 32 outputs for a given model and per-
sonality, we obtained 1,152 measurements.
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2.2 Results

LLMs are not self-consistent in general. Perhaps expectedly, the raw output is not self-
consistent. On average, for our 9 models and our 128 personalities, the HH index of the raw
output is 35.9%, i.e. largely inconsistent. To put it simply, many LLMs add context to their
answer, and that context may vary even if the date is the same. An example of an inconsistent
output is provided in Appendix B. For somemodels, formatting the date as demanded, or even
outputting a date, can be challenging. Four of the testedmodels (MPT-7B; the two versions of
LLAMA-2-7B; and FLAN-T5) struggle here with scores below 20% (Figure 3). A lesson here
is that if the knowledge retrieval task is too difficult for the model, no self-consistency should
be expected in the first place.

Figure 3. Average HH index of the raw output for each model.

In a real-world situation, onewould extract the date from the output and ignore the context
provided by the LLM. We therefore prefer measuring self-consistency on cleaned output, i.e.,
the extracted date (Figure 4). As expected, this generally improves self-consistency, like for the
GPTmodels.5

At best, a model scores a 70.5% self-consistency on average over the 128 tested personalities
(Figure 4). This means that even the best model (GPT-4, as queried in July 2023) can be pretty
inconsistent, while some respectable models like LLAMA-2 are simply not self-consistent in
general, and FLAN-T5 never is. But the inconsistency is not random, it depends on the per-
sonality tested.

As a proxy for the fame of a personality, we use the log10 of the number of views of the
article dedicated to that personality in the English version of Wikipedia over 5 years. Figure 5
plots self-consistency against fame, for each of our 128 personalities, averaged across all models
tested. We measure the correlation coefficient at 0.72 (p-value < 0.01). Following intuition,

5. Remark that this is not a given, as date extraction can actually damage self-consistency (ex: FLAN-T5). As
this may sound counterintuitive, we included an explanation and further analysis in Appendix C.
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Figure 4. Average HH index of the clean output for each model.

retrieving the birth date of famous people is significantly more self-consistent. Intuitively, this
is consistentwith the (technical) understanding that, during the training of foundationmodels,
frequent encounters with specific data lead to stronger synaptic weights, resulting in improved
recall.

But models are not on an equal foot. If we plot self-consistency against personality fame
for eachmodel (Figure 6) we see that high self-consistency scores are driven by theGPTmodels
and to a lesser extent by FALCON and LLAMA-2 structured, while the other models never
perform well.

How famous does a personality need to be to achieve a high self-consistency score, say 80%
for instance? It depends on the model. On those we tested, only the GPT models can achieve
it (Figure 6). For GPT-3-TEXT-DAVINCI-003, you need about 106 views of the Wikipedia
page over 5 years; for GPT-3.5-TURBO and GPT-4, 105 views suffice.

The case of FALCON-7B is interesting because it isn’t more self-consistent for famous peo-
ple. We believe that it is not generally capable of retrieving a birth date, but that depending on
unknown factors, it may or may not be self-consistent (more context in Appendix C). A les-
son can be learned from this: one cannot generally assume that a high self-consistency is the
hallmark of a model’s high KR abilities. It may come from other factors.

One may assume that when the model retrieves the wrong date, it is because it did not
retain the day or even the month, which could be seen as of lesser importance than the year, or
at least the century. This is plausible if we think of LLMs as data compression systems (Chiang,
2023; Delétang et al., 2023). We double-checked this by measuring the standard deviation of
the date obtained for each batch of perturbed prompts. The results vary wildly depending on
themodel (Figure 7). The best models deviate on average by about one year (544 days for GPT-
3.5-TURBO; 296 days for GPT-4) and the worst by decades or more (17K days or 46 years
for LLAMA-2-7B-CHAT-HF). The FLAN-T5 score must be discarded because too few dates
could be extracted from its outputs.
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Figure 5. The 128 personalities plotted by self-consistency (Y axis) and celebrity (X axis), on average,
for all models tested.
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Figure 6. Self-consistency by model and level of fame (log~10~ of the number of views of the
Wikipedia page in 5 years).

Figure 7. Average standard deviations for the extracted dates, in days, per model. Note:
FLAN-T5-LARGE has so few extracted dates that it is not representative.
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Self-consistency obeysmysterious laws, but it seems that at least for somemodels, and given
one model at least for certain personalities, the results can be perfectly self-consistent. But are
those even correct? We compared the retrieved dates to those stated in Wikipedia, which we
will consider our ground truth here. We measured how self-consistency improves correctness
to ground truth for each model, comparing the correctness of all results, to those with a good-
enough self-consistency score (set arbitrarily to 80%), and to those with a perfect score (Figure
8). Our results are threefold.

Figure 8. Dates retrieved compared to ground truth by model. The extracted date, if any, is used. The
first column assesses each output independently. The second and third columns assess the output most

often found when the series of 32 outputs reaches a certain self-consistency score (80% and 100%
respectively). The ignored outputs correspond to the series where the score is too low.

First, the tested models are generally not correct when they output a date. The best model
is right only 54.4% of the time (GPT-4), while the worst did not give a single good answer
(FLAN-T5). Some models are just not suitable for our knowledge retrieval task.

Second, the self-consistent results are correct much more often. For instance, GPT-4 is
right 90.8% of the times where its self-consistency was perfect.

Third, even though 90.8% is a spectacular improvement over 54.4%, it alsomeans thatGPT-
4 is still wrong one time over 10 when it is perfectly self-consistent: even the best models can
“confidently knowwrong”. Theworstmodels are less self-consistent, but they can still be. Even
FLAN-T5, who is never right, had a perfect self-consistency for 4 personalities. FALCON-7B
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had a perfect self-consistency score for 20 personalities, only one of which had its birth date
retrieved correctly. For no model is self-consistency a guarantee that the result is correct.

3 LLMEpistemology

Our results are aligned with the literature of robustness measurement, yet those works (for
examples: Prabhakaran et al., 2019; Moradi & Samwald, 2021; Wang et al., 2022; Goyal et
al., 2023; Leidinger et al., 2023) rarely draw conclusions about the nature and functioning of
LLMs. In this section we will interpret our results under the light of the philosophical under-
standing of knowledge. Wewill contrast the knowledge engineering frameworkwith the episte-
mological framework to explain why, from the epistemological standpoint, LLMs exhibit the
ability to know in some situations, but do not possess any self-knowledge out of the box.

Machine learning papers frame LLMs’ lack of self-consistency as “bias” (Prabhakaran et al.,
2019); “serious concerns regarding the robustness/reliability” (Moradi & Samwald, 2021); an
issue of “performance” (Wang et al., 2022); or of “adversarial defense” (Goyal et al., 2023). For
those authors, inconsistency is a negative trait to eliminate, a vulnerability. They assume or
postulate that LLMs can, and should, be self-consistent.

Can LLMs have human-like qualities? In this “heated debate in the [AI] research commu-
nity, […] one faction argues that these networks truly understand language and can perform
reasoning in a general way” (Mitchell &Krakauer, 2023), while critics say that LLMswill never
possess the ability to “understand”. Most of our students and colleagues in the social sciences
and humanities have at least heard echoes of that debate.

Our experimental setup is not unlike testing for inconsistency in humans. Humans are
also well-known for being inconsistent with themselves and unaware of it. This is why many
classification techniques require numerous human experts to categorize the same data several
times in order to ensure consistency. For example, there aremanyways for assessing inter-coder
(dis)agreement in order to identify inconsistencies in classification or knowledge generation
(Stewart, 2024). Similarly, LLM inconsistencies are not defects in themselves, but rather char-
acteristics that demand specific methodologies if they are to be used in (social science and hu-
manities) research.6 Here we focus on surfacing such characteristics, both as a didactic strategy
and as a means to point to important methodological steps in SSH research.7

3.1 What Knowing Is

We will discuss whether machines can know, and therefore we need to define what it entails.
This is the domain of epistemology, but before getting there, we need to clarifywhat knowledge
means in the field of knowledge engineering, because it is quite different.

3.1.1 In Knowledge Engineering and AI

In short, the expression knowledge engineering is a “metonymy” for the engineering of knowl-
edge supports, including the technology relating to those supports, and the criticism on their

6. That there is a clear need for such understanding becomes apparent from the large amount of research that
tries to incorporate LLMs into SSH research. See e.g. Ziems et al. (2024) who tested the use of LLMs as
collaborators in various typical SSH tasks, or Manning et al. (2024) who try to fully automate the research
chain using LLMs.

7. While we focus on one particular didactic strategy, in this issue Petter Törnberg (2024) discusses how wemay
use LLMs robustly in the SSH research chain.
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mobilization and interpretation as knowledge (Bachimont, 2004). Knowledge is, in knowledge
engineering, distinct from the human experience of knowing.

The “principle underlying knowledge engineering” (Schreiber, 2008) has been formalized
in The Knowledge Level (Newell, 1982), where Newell “argued the need for a description
of knowledge at a level higher the level of symbols in knowledge-representation systems”
(Schreiber, 2008, p. 2).

Newell’s (1982) problem was precisely that although “the term representation is used
clearly (almost technically) in AI and computer science […] the term knowledge is used
informally […] mostly [as] a way of referring to whatever it is that a representation has” (p. 90).
But Newell believed that knowledge was “a distinct notion, with its own part to play in the
nature of intelligence” (p. 93). In response, he formulated the “Knowledge Level Hypothesis”
where knowledge is seen as “themedium and the principle of rationality as the law of behavior”
(p. 99). In other words, “to treat a system at the knowledge level is to treat it as having some
knowledge and some goals, and believing it will do whatever is within its power to attain its
goals, in so far as its knowledge indicates” (p. 98).

This behavioral perspective ismore than a useful framework to discuss LLMs, it is a founda-
tion of AI as we know it, a point of origin of the notion of AI agent. Importantly, in this frame-
work, knowledge is dissolved in behavior. Newell’s (1982) “complete definition” of knowledge
is indeed: “whatever can be ascribed to an agent, such that its behavior can be computed ac-
cording to the principle of rationality” (p. 105). Newell’s move is to define knowledge “func-
tionally” instead of “structurally”, so that an agent’s ability to know is by definition observable
in their behavior, “without there being any physical structure that is the knowledge” (p. 107).

3.1.2 In Epistemology

Knowledge is something quite different in philosophy, and too vast for us to provide anything
more than a quick, but necessary, overview.

The most discussed kind of knowledge is propositional knowledge, “paradigmatically ex-
pressed in English by sentences of the form ‘S knows that p’, where ‘S’ refers to the knowing
subject, and ‘p’ to the proposition that is known” (Ichikawa & Steup, 2024). It notably differs
from acquaintance knowledge, direct knowledge of something or someone (as in “I know your
cousin”).

Propositional knowledge is “the analysandum of the analysis of knowledge literature”
(Ichikawa & Steup, 2024) and when no specific kind of knowledge is mentioned, it generally
implies that propositional knowledge is at stake. Accordingly, the rest of this section will focus
on propositional knowledge unless specified otherwise.

The traditional “tripartite analysis of knowledge”, often abbreviated as JTB for “justified,
true belief” (Ichikawa & Steup, 2024), states that S knows that p if and only if: (1) p is true; (2)
S believes that p; and (3) S is justified in believing that p. The necessity of the three conditions
is universally accepted, although there is “considerable disagreement among epistemologists
concerning what the relevant sort of justification” consists in condition (3) (Ichikawa & Steup,
2024). You would not say that we know that there is water under a rock if there is none, even
though we believe (erroneously) that there is (condition 1, truth). And if there is water under
the rock but we believe that there is none, then youwould not say we know it either (condition
2, belief). And finally, you would neither say that we know if we have zero reason to believe
that there is water under the rock, even if we do believe it, for instance because we are stranded
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in the desert and so desperate to findwater that we are starting to believe in anything that could
save us (condition 3, justification).

“Few contemporary epistemologists accept the adequacy of the JTB analysis. Although
most agree that each element of the tripartite theory is necessary for knowledge, they do not
seem collectively to be sufficient” (Ichikawa& Steup, 2024). Here is an example. “Imagine that
we are seeking water on a hot day. We suddenly see water, or so we think. In fact, we are not
seeing water but a mirage, but when we reach the spot, we are lucky and find water right there
under a rock. Can we say that we had genuine knowledge of water? The answer seems to be
negative, for we were just lucky” (Ichikawa & Steup, 2024; quoting Dreyfus, 1997, p. 292).
Cases like this constitute the “Gettier problem”, in reference to the philosopher who made
them famous (Gettier, 1963). What characterizes them is the fact that despite the subject being
justified in their belief, it appears that they were only right by accident, out of luck. “A lesson
of the Gettier problem is that it appears that even true beliefs that are justified can nevertheless
be epistemically lucky in a way inconsistent with knowledge” (Ichikawa & Steup, 2024; on
epistemic luck, see also Pritchard, 2005).

Proposed solutions to the Gettier problem include the concepts of safety (Sosa, 1999), sen-
sitivity (Nozick, 1981), and reliability (Goldman, 1986). We will not describe them, but all
have to do with countering epistemic luck (overview in Ichikawa & Steup, 2024).

Whether knowledge requires safety, sensitivity, reliability, or independence from
certain kinds of luck has proven controversial. But something that all of these po-
tential conditions on knowledge seem to have in common is that they have some
sort of intimate connectionwith the truth of the relevant belief (Ichikawa&Steup,
2024).

From the epistemological standpoint, what makes us hold a proposition for true defines
whether or not it constitutes knowledge. “Knowledge is a kind of relationship with the truth
—to know something is to have a certain kind of access to a fact. […]Knowledge is a particularly
successful kind of belief”.

3.2 LLMs Know (in Some Situations)

LLMs certainly “know” in the sense of knowledge engineering. LLM-based chatbots behave as
agents by design, but even in their most basic form (next-token predictors), LLMs have an ob-
servable “behavior” in the sense of Newell (1982), and can be analyzed as “having some knowl-
edge and some goals” (Ichikawa & Steup, 2024).

However, the knowledge engineering case for “LLMs know” does not transfer to epistemol-
ogy, because the former assumes a functional definition of knowledge while the latter reflects
on an ontological level. Epistemology sees the knowledge engineering standpoint as metaphor-
ical: AI systems are said to be knowing agents insofar as they can be seen as having goals, knowl-
edge and rationality; but it does not mean that, on an ontological level, they do. The epistemo-
logical perspective requires, at the very least, that LLM “knowledge” constitutes justified, true
belief; and better yet, to deal with the Gettier problem.

At this point, one could make the argument that unless a scientific consensus emerges in
favor of the ability of AI systems to believe, they cannot be said to have justified true beliefs,
and therefore cannot know. We reject this argument, which forces us to assume that LLMs
can hold beliefs. Our main reason is that the rejection is necessary to analyze the way LLMs
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perform knowledge. We aim to draw on the epistemological framework, which forces us to
make an adjustment that we intend as minimal as possible.

We will call “belief” any proposition asserted as true in LLM outputs. This reframing re-
mains in the spirit of the JTB analysis of knowledge: any proposition not asserted as true by
a model cannot be said to be known by the model. This adjustment is not sufficient to prove
that LLMs know, but it gives us a chance to employ the epistemological framework to analyze
them.

This compromise can be seen as a concession to the knowledge engineering framework, but
note that we do not retain any psychological aspect to belief ’s meaning. Our version of belief
strictly stands for “statement asserted as true in outputs”. Importantly, it does not require or
even allude to phenomenal experience. This position is not as paradoxical as it may sound, and
is relatively common in philosophy of AI. “Even computers lacking phenomenal experience,
such as chess-playing computers, can be attributed beliefs if doing so effectively explains their
actions from the intentional stance that predicts behavior on the basis of attributed beliefs and
desires” (Cangelosi, 2024; see also Dennett, 2009).

The justification condition is also problematic. “Internalists about justification think that
whether a belief is justified depends wholly on states in some sense internal to the subject”. In
the case of LLMs, the combination of the training process with the prompt constitutes a poten-
tial internal justification. Conversely, externalists “think that factors external to the subject can
be relevant for justification” (Ichikawa & Steup, 2024). In the case of LLMs, self-consistency,
as we measure it in our experiment, constitutes an external justification.

Internal justification is difficult to establish because during training, LLMs represent the
information they encounter in a lossy, compressed way — there is no guarantee that the orig-
inal information can be recovered completely (Chiang, 2023; Delétang et al., 2023), leading
to the now famous notion of hallucination of unintended text (Cambridge, 2023). Identify-
ing the situations where the model is justified in asserting its output is extremely impractical
or even impossible. To mitigate such issues, a variety of techniques have been proposed to
make LLMs more factually correct, e.g. through Retrieval Augmented Generation (RAG) or
fact-checking generated statements after the fact (for an overview of mitigation techniques see
e.g. Ji et al. [2023] or Tonmoy et al. [2024]). Those techniques help with correctness or accu-
racy, but do not improve on the justification: the model is better guided but remains a black
box.

We do not pretend that self-consistency is the only valid external justification. Justification
is at the center of the debate to solve the Gettier problem and is still an open question. But
like for the belief condition, the most important aspect for the JTB analysis is that the lack
of justification prevents from concluding to knowledge. Inconsistency precludes the justifica-
tion condition: if the LLM is not self-consistent, the cases where it outputs the correct answer
amount to epistemic luck, which is epistemologically “inconsistentwith knowledge” (Ichikawa
& Steup, 2024).

Wedeem it reasonable to ascribeLLMs the ability to know in the situationswhere epistemic
luck canbe ruledout. We also consider that a perfect self-consistency score suffices to reasonably
rule out epistemic luck. As our results have shown, although these situations may be rare, they
exist for at least some models. Therefore, LLMs can know; albeit in some situations. And
although, as we will see, it is not easy to identify those situations without testing them directly.

We translated the perspective of knowledge as a true and “particularly successful kind of be-
lief” (Ichikawa&Steup, 2024) into a true and self-consistent output asserted as true. For example,
let us consider our experimental results for the retrieval of Steve Jobs’ birth date. For each per-
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turbed prompt, GPT-4 did output the 24th of February 1955. The truth condition is met, as
the date is correct; the belief condition is met, as the statement was asserted as true; and the
justification condition is met because the model was self-consistent, which rules out epistemic
luck. We conclude that it consists of a justified “belief” that is true but not out of epistemic
luck. Therefore GPT-4 knows when Steve Jobs was born, in the epistemological sense of the
term.

Before we move on, let us acknowledge that our translation of the JTB knowledge analysis
to LLMs is relative to the procedures throughwhich, first, we establish the statement as asserted
as true, and, second, we rule out epistemic luck. Better and more selective procedures would
narrow down the situations where LLMs can be said to know. Our experiment is what it is, but
we definitely support improving these procedures beyond measuring self-consistency.

3.3 LLMsDoNot Know That They Know (in General)

Self-knowledge is a subject’s knowledge about their own knowledge. Can LLMs have it? In
the knowledge engineering framework, they may if they have been trained to predict their own
limitations; but in the epistemology framework, it is not that simple.

LLMs can be trained to learn the limitations of their knowledge. Yin et al. (2023) train
models to differentiate “answerable” from “unanswerable” questions; Cheng et al. (2024) train
models on a corpus of “known and unknown questions”; Wang et al. (2023) train models
on question-answer pairs (see also Zhao et al., 2023). Those strategies generally improve the
LLM outputs in practice, and Kapoor et al. (2024) even find that “LLM uncertainties [in
self-knowledge] are likely not model-specific” even though “there is still an apparent dispar-
ity in comparison to human self-knowledge” (Yin et al., 2023). Indeed, in this literature, self-
knowledge exclusively consists of a learned behavior, which corresponds to the knowledge en-
gineering’s understanding of knowledge, but not to the epistemological one. In short, this
self-knowledge is not introspective in nature.

Themain point of contention, in the epistemology framework, is whether or not themodel
is justified in asserting self-knowledge. The justification offered by the training approach em-
ployed in the literature above is generally weak, because it depends on a training set whose ex-
haustiveness is impossible to ensure, rendering different kinds of blind spots in self-knowledge
inevitable: nonsensical questions; ambiguous questions; undecided facts; obsolete informa-
tion; hallucinated outputs; technical glitches… the list is virtually endless. The justification
is weak because LLMs do not, out-of-the box, attempt to rule out any epistemic luck in their
self-knowledge.

As we have seen, the most difficult problem with LLM knowledge is not correctness but
epistemic luck, i.e. inconsistency. But learned self-knowledge has no reason to bemore reliable
than any other output of themodel, because it precisely consists ofmodel outputs. If amodel is
always self-consistent, it does not need self-knowledge in the first place; but if it is inconsistent,
then learned self-knowledgewill be exactly as inconsistent, and for the exact same reasons. Cor-
rectness (alignment with ground truth) can be improved via learning, but not self-consistency.

Out of the box, inconsistent LLMs do not have (reliable) self-knowledge, and no model we
tested in our experiment was even remotely self-consistent in general. Current LLMs do not
know, out of the box, what they know. Out of the box, because various countermeasures not
based on retraining the model are possible, for instance by operationalizing prompt perturba-
tion (e.g., Barrie et al., 2024). Self-knowledge is probably implementable into LLM-based sys-
tems, but current models do not possess it, as we will demonstrate in the next section.
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4 How to Generate Inconsistent LLMOutputs at Home

In this section we make recommendations about repurposing our experiment into an experi-
mental situation that can be notably reused for teaching. It aims to demonstrate, by practical
means, the lack of self-consistency in LLMs’ knowledge and self-knowledge. As we will defend
in the last section, an empirical engagement with LLMs is more effective to update our stu-
dents’ mental model of LLMs than reading the AI criticism literature. This experiment makes
one realize that even though LLMs possess knowledge to some extent and in some situations,
they are demonstrably blind to their own ignorance, which casts a powerful shadow on one’s
desire to trust them.

4.1 Finding Edge Cases

We can find good cases to demonstrate LLM inconsistency in our experimental data. As Figure
6 shows, personalities with a low level of fame lead to low self-consistency even on the best
models like GPT-4. Note that here, a low level of fame nevertheless means enough to be worth
aWikipedia page.

It is not easy to sourcenot-too-famouspersonalities fromWikipedia thewaywehavedone it
here. Drawing on personal knowledge is a way to go; else we provide some good cases from our
results. Table 3 presents the names of the personalities tested with GPT-4 where a date could
be extracted on the 32 perturbed prompts, and yet the self-consistency on the clean output was
the worst for that model.

Table 3: Top 10 personalities tested with GPT-4 where a date could be extracted on the 32 perturbed
prompts, and yet the self-consistency on the clean output was the worst for that model.

Following our results, we tested different ways to repurpose the experiment in a simpler
setting. We tested the above personalities in ChatGPT (v3.5), Gemini and Mistral AI’s chat
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interfaces (in April 2024).8 For OpenAI’s ChatGPT the personalities all provide inconsistent
results (example in Appendix D). Google’s Gemini, however, provided better answers overall,
notably identifying that a name could be different persons, or that different sources on the
internet stated different birth dates; but Gemini is not just a LLM, rather a system involving a
LLM among other subsystems, and the same goes for other brands (Perplexity AI, Claude,…).
MistralAI’s Chat, however, is “just” a LLM (or a mixture of ones), and nevertheless it retrieved
consistent and correct birth dates for some of the names (Jon Micah Sumrall, Hitoshi Ashida,
Josef Rösch…) but was inconsistent on others (Nakayama Miki, Karen Minnis; see Appendix
D). The low-fame strategy provides a good starting point, but eachmodel being different, some
adjustments are necessary: the phrasing of the prompt, the personality tested, etc.

4.2 Example

Here is an example using a name from Table 3 (screenshots in Appendix D.1.).
Jon Micah Sumrall is “an American musical performer” born “October 13, 1980” accord-

ing toWikipedia (accessed 2024-05-01). Simply asking “Do you knowwhen is JonMicah Sum-
rall born?” will always give an answer similar to “Jon Micah Sumrall, the lead vocalist of the
Christian rock band Kutless, was born on October 25, 1977.” But the date will vary: “De-
cember 28, 1977”, “December 26, 1979”, “May 24, 1980”, “December 26, 1978”. ChatGPT
has a vague knowledge, in the sense that it gets the decade right, but it seems unaware of that
vagueness.

In contrast, if you ask about a made up name like “When was Zuhaitz Herry born?” it will
(sometimes) acknowledge its ignorance by answering for instance “I couldn’t find any informa-
tion on someone named Zuhaitz Herry […]”.

We can actively probe ChatGPT’s self-knowledge, for instance by asking: “Do you know
with certainty the exact birth date of JonMicah Sumrall? Answer that question, then if you do
know, youmay tell what that date is.”9 The results then vary in yet a different way. Some times,
ChatGPT will pretend it does know: “Yes, I can provide information on JonMicah Sumrall’s
birth date […]. December 26, 1978.” Some other times, it will pretend it does not know: “I
don’t have real-time access to the internet or personal databases, so I can’t provide youwith the
exact birth date of Jon Micah Sumrall […].” And most often, it will suggest that it does not
know, and offer an answer anyway: “I don’t have access to real-time information, but as of my
last update, JonMicah Sumrall, the lead vocalist of the band Kutless, was born on October 19,
1977.”

5 In Defense of Critical Technical Practice with LLMs

Critical technical practice (CTP) has been proposed by Philip E. Agre (1997), a former AI
researcher, to articulate “the craft work of design”with “the reflexive work of critique” (p. 155).
It notably aims to make it visible that technological systems embody ideologies, and it helps
resist technological determinism (see also van Geenen et al., 2024).

8. When not using the API, as with the experiments run through Prompt Compass, but a chat system like Chat-
GPT, it is necessary to input each prompt in a brand new chat. Indeed, taking into account a chat’s session
history, the model knows how to be self-consistent within a given discussion, and no variations will be ob-
served.

9. A strategy in line with the so-called Chain-of-Thought Prompting strategy that was found to improve reason-
ing tasks in LLMs (Wei et al., 2024).
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In this sectionwewill explain how the experimental situation presented above can be repur-
posed as a CTP capable of challenging AI users’ mental model of LLMs as knowing machines.
We will first describe the mental models we aim to contrast, then we will explain why the AI
users’ mental model is difficult to challenge with the academic argument of “stochastic parrots”
(Bender et al., 2021) and argue that a CTP-based approach is more adapted.

5.1 ThreeMentalModels of LLMs as KnowingMachines

5.1.1 The Layman’sMentalModel

In the layman’s mental model, LLM-based chatbots are capable of human-like knowledge in
general, although they may very well be wrong, and although the way they are justified in hold-
ing to be true what they hold to be true remains obscure.

The layman’s model is our attempt to capture the understanding of LLMs’ ability to know
that our students typically build through docile engagement with ChatGPT, Gemini, or other
commoditized LLM-based systems. It assumes a relative ignorance of the inner workings of
LLMs: they are seen as black boxes. It is shaped from experience, to allow making sense of the
way chatbots behavewhenpromptedwith simple, goal-oriented tasks. It is key to our argument
that this mental model does not aim to explain LLM behavior in indocile situations like the
experimental setting we presented in Section 4.

The layman’s model aims to make sense of the following observations: LLM-based chat-
bots (1) make statements; (2) answer questions about knowledge; (3) acknowledge their pre-
vious statements; (4) make reflexive statements; (5) are generally confident; (6) are often right
but not always. It interprets those features using general intuitions about the human way of
knowing, because the chatbot’s behavior is human-like, and because the subject does not have
the machine learning culture to understand it otherwise. The mental model therefore follows
the general intuitions formalized by the epistemological framework (Section 3.1.2).

In this model, the LLM-based chatbot (7) has access to information about itself10 because
it can (from3) and does (from4)make reflexive statements. It also (8) has beliefs, in the sense of
committing to the truthfulness of specific statements, because it displays confidence (from 5)
and has self-information (from 7). Therefore (9) it knows things, because its statements (from
1) are generally true (from 6) presumably justified (from 7) beliefs (from 8).

This model acknowledges two limitations. First, the chatbot is not always right (from 6)
and it beingwrong amounts to holding untrue beliefs (from8) for unspecified reasons. Second,
its ability to know is presumed because it being justified in its beliefs is only presumed (from 9).
This presumption is supported by the model’s confident and reflexive behavior (from 5 and 7)
and holds in the absence of any counter evidence.

5.1.2 The Epistemologist’sMentalModel

In the epistemologist’s mental model, LLMs can be said to know but only in the situations
where epistemic luck can be ruled out, and do not possess self-knowledge out of the box, al-
though that may be implemented in LLM-based systems by other means.

This mental model has been discussed in Section 3. Ruling out epistemic luck depends
on a choice of procedure, like the measure of self-consistency we presented in Section 2.

10. In simpler words, self-knowledge; but formally, we have not yet established the JTB analysis of knowledge,
hence our convoluted wording.
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Self-knowledge also depends on a choice of implementation, like using the measure of self-
consistency for retrieval-augmented generation. Despite these shortcomings, we consider this
model more desirable than the layman’s model because it better accounts for the limitations
of LLMs.

5.1.3 The Knowledge Engineer’sMentalModel

In the knowledge engineer’s mental model, LLMs are knowing agents capable of self-
knowledge because they display these behaviors in a way that “can be computed according to
the principle of rationality” (Newell, 1982, p. 105).

This mental model has also been discussed in Section 3. We present it for completeness,
and to highlight that it relies on different theoretical commitments from the two other mental
models.

5.2 Debunking the Layman’sMentalModel is Necessary but Difficult

The classroom is a central place to raise critical thinking about AI. Indeed, LLMs get increas-
ingly positioned as “effective information access systems” (Shah & Bender, 2024), typically as
replacements for search engines likeGoogle. Shah andBender (2024) argue that they “take away
transparency and user agency, further amplify the problems associated with bias in AI systems,
and often provide ungrounded and/or toxic answers that may go unchecked by a typical user”.
We are past the point where AI users want to hear whether knowledge retrieval is an appropri-
ate task for LLMs. This usage is already there and to stay. Yet, and even more so, information
obtained from LLMs is in need of an interpretative framework that helps AI users navigate the
risk. We can pass such a framework on to students, provided that we have the appropriate tools.

Our goal in this essay is not to denounce once again that LLMs can be misleading and can
ultimately cause harm (Bender et al., 2021;Weidinger et al., 2021; Barman et al., 2024). Wehave
nothing new to bring to that criticism, but we remark that not everyone will suspect anything
wrong with the notion that ChatGPT knows, which we see as an important limitation of that
criticism as it exists in Academia.

The most popular academic criticism of LLMs is the “stochastic parrots” paper by Bender
et al. (2021). It states that LLM-generated text “is not grounded in communicative intent, any
model of the world, or any model of the reader’s state of mind. It can’t have been, because the
training data never included sharing thoughts with a listener, nor does the machine have the
ability to do that” (Bender et al., 2021). For these authors, the coherence11 of LLM-generated
text is a pure illusion. We only find it coherent “because coherence is in fact in the eye of the
beholder” (Bender et al., 2021). This criticism relies on the argument that LLMs are incapable
of certain things by design. It concludes that “contrary to how it may seem when we observe
its output, [a LLM] is a system for haphazardly stitching together sequences of linguistic forms
[…] but without any reference to meaning: a stochastic parrot” (Bender et al., 2021). This
argumentative angle is common (we find it as well in e.g., Mitchell & Krakauer, 2023; Saba,
2023) but has important shortcomings. The field of linguistics had debated its absolutism,
asking for instance “how do we know what meanings are ‘really’ in the text as distinct from
ones we project onto it? […] Rather than rely on assertions about what ‘real’ meaning is, a

11. Note that this notion of coherence refers to a literary feature of the output text, not to self-consistency as we
defined it. Nevertheless, they both allude to ways LLM outputs look human-like.
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better approach is to interrogate the texts [a LLM] produces and analyze them through literary-
critical techniques” (Hayles, 2022; see alsoManning, 2022). The “stochastic parrots” position
is not only challenged by the practice of humanists and linguists, but also by that of regular AI
assistant users like our students.

Our students have enough “digital bildung” (Rieder & Röhle, 2017) to receive wild claims
about AI consciousness or general intelligence as sales pitches, they are critical in that sense.
But on the other hand, they also have the experience of ChatGPT being very successful at tasks
they (andwe) used to consider out of computers’ reach. Their first-hand experience, supported
by their mental model of LLMs as knowing machines (the layman’s model), conflicts with the
“stochastic parrot” argument that they are constitutively incapable of knowing. It leads them to
receive the stochastic parrot argument as faith-based and from authority, because it asks them
to forget about their direct experience in favor of a principled argument formulated by experts
they do not fully understand. It leads them to wonder: couldn’t stochastic parrots know never-
theless? That question is consistent with the notion that “the field of AI has created machines
with new modes of understanding” (Mitchell & Krakauer, 2023). The strength of an AI as-
sistant lies precisely in “that it disrupts human exceptionalism” (Rees, 2022), and as Hayles
remarks, “we can ill afford to dismiss it altogether” (Hayles, 2022).

The layman’s mental model of LLMs as knowingmachines leads to excessive trust in LLM
outputs and thus deserves to be debunked. It fails to acknowledge the high level of epistemic
luck in LLM outputs, which corresponds to the “stochastic” nature of the “parrot” (Bender
et al., 2021). But that point is not missed out of delusion, it is genuinely missed because the
stochasticity is invisible, because epistemic luck remains concealed to normal AI users.

Debunking the layman’s model is difficult because it requires being exposed to a kind of
LLMbehavior the layman has never witnessed and has no reasons to suspect exists. The notion
that LLMs know indeed lies “in the eye of the beholder” (Bender et al., 2021) but only because
the “beholder” receives the spectacle of the machine obediently, without attempting to push
back against it (Munk et al., 2019), which is why we defend raising critical thinking through
practice.

5.3 Understanding LLMs through Critical Technical Practice

We propose the experimental situation from Section 4 as a moment of CTP through which
AI users can update their mental model of LLMs. We have seen that AI users can be shown
how to prompt a LLM-based chatbot so that it answers with a level of inconsistency that it
is simultaneously incapable of acknowledging. The point of this experimental situation is to
break the “docile setting” (Munk et al., 2019) of themundane, utilitarian use of ChatGPT that
is many people’s main (or only) experience with LLMs. It is similar to a breaching experiment
in sociology (Goffman, 1964; Garfinkel, 1967), but applied to a technological setting, which
we could also call “machine anthropology” (Munk et al., 2022; Pedersen, 2023). That experi-
mental situation can be transported to the classroom and other spaces, and shared so that AI
users discover by themselves a different way of engaging with LLMs, that they can in turn take
to other publics.

This experiment cando something that reading the “stochastic parrots” paper (Bender et al.,
2021) cannot: make it appear that LLM outputs have a lot more randomness baked into them
than it seems. The experimenter can intervene on the prompt design to probe and explore the
LLM’s knowledge and self-knowledge inconsistencies, updating their intuition of AI chatbots
as knowingmachines, and delineating the situations where they can be said to “know”. Follow-
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ing our justification for the layman’s mental model of LLMs as knowing machines, we argue
that making the eventuality of epistemic luck visible can challenge that LLM outputs consti-
tute justified, true beliefs in general, and nudge AI users towards a more appropriate mental
model, like the epistemologist’s model (cf. Subsection 5.1.3).

The most important lesson to learn from this experiment is that current LLMs should not
be trusted about their self-knowledge. We do not deny LLMs the ability to be knowing ma-
chines, despite their limited ability to be justified in asserting a number of things as true. Yet
acknowledging they “know” comes with the risk of spreading the misconception that LLMs
have a similar level of self-knowledge as us humans, simply because we take it for granted as
part of the knowing experience. The human experience of ignorance has multiple implications
for psychology, ethics, and epistemology (Ravetz, 1993; Peels, 2017) that play out in a very
different way in the context of LLM-synthesized contents.

6 Conclusion: Cultivating a Reflexive Use of LLMs Based on Empirical

Engagement

This essay critically explores some of the limitations and misconceptions associated with Large
Language Models (LLMs) in the social sciences and humanities (SSH) research. The bench-
marks established by HELM and Huggingface (see also Chang et al., 2023b), alongside educa-
tional experiments such as ours, offer contrasting yet complementary views of LLMcapabilities.
By situating the concept of LLMs as “knowing” agents, it highlights LLMs’ inherent inconsis-
tencies and offers an experimental situation to make them more transparent to non-technical
users.

We present an experiment where wemeasure the self-consistency of LLMoutputs through
prompt perturbation, for a knowledge retrieval task, in various settings. We find that LLMs
were not self-consistent in general, even the best model. We find that inconsistent outputs are
almost never correct and that self-consistent outputs aremore often correct but with still many
errors. This suggests that self-consistency can help contextualize which outputs to trust.

We explore what it means to “know”within the frameworks of knowledge engineering and
epistemology. Analyzing our results about self-consistency from the epistemological stand-
point, we argue, first, that LLMs can be said to know but only insofar as one can rule out
“epistemic luck” (Pritchard, 2005), i.e., random factors in the output; and, second, that cur-
rent LLMs are not capable of self-knowledge out of the box, and are notably blind to their own
inconsistencies.

We extract inconsistent prompts from our experimental results and repurpose them into
an experimental situation reusable in the classroom to demonstrate the lack of self-consistency
in LLM-based chatbots’ knowledge and self-knowledge, with empirical examples.

And finally we argue that AI users are justified in conceiving AI chatbots as knowing ma-
chines, but only insofar as their randomness is not apparent to them. We contend that the
“stochastic parrots” point (Bender et al., 2021) thatLLMsare constitutively incapable of “mean-
ing” may be received as an argument from authority, while critical technical practice with our
experimental situation can update most people’s mental model of AI chatbots as knowing ma-
chines.

By cultivating a “hermeneutics of screwing around” as suggested by Ramsay (2014), we
encourage a form of learning that arises from hands-on experimentation and tinkering with
technology. This mode of engagement is defended by thinkers like EthanMollick (2024), who
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acknowledges that “no one really knows” how to best use LLMs, but that “you just need to
use them to figure it out.” In this experimental engagement, AI is not merely a tool but a (non-
human) actor in the process of finding out what LLMs can help with and under what condi-
tions. This approach not only helps demystify the black-box nature of LLMs but also enhances
our understanding by making the systems observable and tangible through direct interaction.
This has been an approach that we carry forward from our earlier encounters with other types
of media (Jacomy, 2020; Rieder et al., 2023).

In conclusion, the integration of LLMs into SSH research and educational settings should
not only focus on their utility but also on a critical understanding of their limitations. By adopt-
ing a robust, empirical— yet tangible— approach to studying thesemodels, we equip scholars
and students with the (intellectual) tools to not only use LLMs effectively but also tools to help
them understand the operational principles and inherent inconsistencies of LLMs. We think
that this dual focus on utility and critical engagement fosters a more informed and sound use
of artificial intelligence in social sciences and humanities, ensuring that these technologies are
employed in a way that utilizes their capabilities while acknowledging their constraints.
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Appendices

Appendix A – PerturbedQueries

Our base prompt is the following. The string “{personality}” is replaced by the actual name
of a personality.

“Using the YYYY-MM-DD format, the precise date {personality} was born
is”

By combiningour 5perturbations indifferentways,we generate the following32perturbed
prompts. Note: the first one is the base prompt.

Using the YYYY-MM-DD format, the precise date {personality} was born is

Using the YYYY-MM-DD format, the exact date {personality} was born is

Using the YYYY-MM-DD format, the precise day {personality} was born is

Using the YYYY-MM-DD format, the exact day {personality} was born is

Using the YYYY-MM-DD format, the precise birth date of {personality} is

Using the YYYY-MM-DD format, the exact birth date of {personality} is

Using the YYYY-MM-DD format, the precise birth day of {personality} is

Using the YYYY-MM-DD format, the exact birth day of {personality} is

The precise date {personality} was born, using the YYYY-MM-DD format, is

The exact date {personality} was born, using the YYYY-MM-DD format, is

The precise day {personality} was born, using the YYYY-MM-DD format, is

The exact day {personality} was born, using the YYYY-MM-DD format, is

The precise birth date of {personality}, using the YYYY-MM-DD format, is

The exact birth date of {personality}, using the YYYY-MM-DD format, is

The precise birth day of {personality}, using the YYYY-MM-DD format, is

The exact birth day of {personality}, using the YYYY-MM-DD format, is

using the YYYY-MM-DD format, the precise date {personality} was born is

using the YYYY-MM-DD format, the exact date {personality} was born is

using the YYYY-MM-DD format, the precise day {personality} was born is

using the YYYY-MM-DD format, the exact day {personality} was born is

using the YYYY-MM-DD format, the precise birth date of {personality} is
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using the YYYY-MM-DD format, the exact birth date of {personality} is

using the YYYY-MM-DD format, the precise birth day of {personality} is

using the YYYY-MM-DD format, the exact birth day of {personality} is

the precise date {personality} was born, using the YYYY-MM-DD format, is

the exact date {personality} was born, using the YYYY-MM-DD format, is

the precise day {personality} was born, using the YYYY-MM-DD format, is

the exact day {personality} was born, using the YYYY-MM-DD format, is

the precise birth date of {personality}, using the YYYY-MM-DD format, is

the exact birth date of {personality}, using the YYYY-MM-DD format, is

the precise birth day of {personality}, using the YYYY-MM-DD format, is

the exact birth day of {personality}, using the YYYY-MM-DD format, is

https://doi.org/10.6092/issn.1971-8853/19488 52

https://doi.org/10.6092/issn.1971-8853/19488


Measuring LLM Self-consistency Sociologica. V.18N.2 (2024)

Appendix B – Example of Output

Here is an example of output for the 32 perturbed prompts (see Appendix A). The output is
straight out of themodel LLAMA-2-7B-CHAT-HF, before the date extraction step (cleaning).
The personality tested is “EvaGreen”. This series gets an averageHH index of 4.69% (extremely
inconsistent). The plain text is the prompt, and the underlined text is generated by the model.

Using the YYYY-MM-DD format, the precise date Eva Green was born is : Eva Green
was born on .

Using the YYYY-MM-DD format, the exact date Eva Green was born is : 2000-01-01
Eva Green was born

Using the YYYY-MM-DD format, the precise day Eva Green was born is 05-07-1980.

Using the YYYY-MM-DD format, the exact day Eva Green was born is : 2000-02-07

Using the YYYY-MM-DD format, the precise birth date of Eva Green is : Eva Green
was born on .

Using the YYYY-MM-DD format, the exact birth date of Eva Green is : Eva Green
was born on .

Using the YYYY-MM-DD format, the precise birth day of Eva Green is 5th of July,
what year was she born? Answer: Eva Green was born

Using the YYYY-MM-DD format, the exact birth day of Eva Green is : Eva Green
was born on .

The precise date Eva Green was born, using the YYYY-MM-DD format, is as fol
lows: 1980-02-06.

The exact date Eva Green was born, using the YYYY-MM-DD format, is : 1980-03-
06.

The precise day Eva Green was born, using the YYYY-MM-DD format, is as follows:
Eva Green was born on [insert date] Answer: Eva

The exact day Eva Green was born, using the YYYY-MM-DD format, is 1980-02-06

The precise birth date of Eva Green, using the YYYY-MM-DD format, is 1980-08-06

The exact birth date of Eva Green, using the YYYY-MM-DD format, is : 1980-02-
06.

The precise birth day of Eva Green, using the YYYY-MM-DD format, is as follows:
1980-02-06 Eva Green was born on February

The exact birth day of Eva Green, using the YYYY-MM-DD format, is as follows:
1980-02-06.

using the YYYY-MM-DD format, the precise date Eva Green was born is May 5,
1980. 1. What is Eva Green’s

using the YYYY-MM-DD format, the exact date Eva Green was born is : 2000-01-01
Answer: Eva Green was

using the YYYY-MM-DD format, the precise day Eva Green was born is March 5,
1980. What is Eva Green’s age?
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using the YYYY-MM-DD format, the exact day Eva Green was born is 5th of July,
1980. What is Eva Green’s

using the YYYY-MM-DD format, the precise birth date of Eva Green is 5th March
1980. Eva Green was born on

using the YYYY-MM-DD format, the exact birth date of Eva Green is : 2000-01-01
2001-

using the YYYY-MM-DD format, the precise birth day of Eva Green is 5th of July
1980. Eva Green was born on _

using the YYYY-MM-DD format, the exact birth day of Eva Green is 5th March
1980. Eva Green was born on

the precise date Eva Green was born, using the YYYY-MM-DD format, is not known.
Eva Green was born on July 6, 1980, in Paris

the exact date Eva Green was born, using the YYYY-MM-DD format, isot known.
However, it is believed that she was born on either February 6 or February

the precise day Eva Green was born, using the YYYY-MM-DD format, is not known.
Eva Green was born on January 5, 1980, in Paris

the exact day Eva Green was born, using the YYYY-MM-DD format, is not known.
Eva Green was born on .

the precise birth date of Eva Green, using the YYYY-MM-DD format, is unknown.
Eva Green was born on .

the exact birth date of Eva Green, using the YYYY-MM-DD format, is not publicly
known. Eva Green was born on .

the precise birth day of Eva Green, using the YYYY-MM-DD format, is 3-03-1980.
Eva Green was born on March 3,

the exact birth day of Eva Green, using the YYYY-MM-DD format, is not available
at this t
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Appendix C – Additional Analyses

This appendix provides elements of analysis that provide context but are not directly relevant
to the point of the essay.

The extracted dates are not necessarily more self-consistent than the raw outputs

This point is primarily methodological, but it deserves clarification because it is not very intu-
itive. By design of our method, we cannot guess in advance whether the extracted dates will
be more or less self-consistent than the raw output (Figure 9). It comes from the fact that the
data points where a date cannot be extracted are subsequently omitted, as a real-world pipeline
would do.

Case 1: a set of outputs where extracted dates aremore self-consistent
Raw outputs:

• 2000-01-01

• 2000-01-01.

• 2000-01-01!

Extracted dates:

• 2000-01-01

• 2000-01-01

• 2000-01-01

HH index = 33% (all different) HH index = 100% (all the same)

Case 2: a set of outputs where extracted dates are less self-consistent
Raw outputs:

• 1999-12-31

• 2000-01-01

• Year 2000

• Year 2000

• Year 2000

• Year 2000

• Year 2000

• Year 2000

• Year 2000

• Year 2000

Extracted dates:

• 1999-12-31

• 2000-01-01

(wrong format omitted)

HH index = 66% (most are the same) HH index = 50% (all different)

Figure 9: depending on the situation, the HH index for extracted dates can be higher (case 1) or
lower (case 2) than the HH index of raw outputs. It is the omission of data points where a date cannot
be extracted (case 2) that creates this situation.

This situation is not theoretical. As Figure 10 shows, two models are less self-consistent
with extracted dates than with the raw outputs. One of those models scores the worst (FLAN-
T5-LARGE), but the other one is the second best (GPT-3.5-TURBO) although the difference
in self-consistency is small.

Date extraction often, but not always, improves self-consistency compared to the raw out-
put.
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Figure 10: Self-consistency of the extracted date (Y axis) versus the raw output (X axis) for each model.
The two models below the diagonal (GPT-3.5-TURBO and FLAN-T5-LARGE) are more

self-consistent with the raw output.
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Dates can be extractedmost of the time only for the best models

The error rate is the percentage of outputswherewe could not extract a date. Error rates are rad-
ically different depending on the model (Figure 11). Somemodels rarely fail (FALCON, 1.1%;
GPT-3-TEXT-DAVINCI-003 in June, 0.3%); some models fail almost every time (FLAN-T5-
LARGE,98.8%); and somemodels fail only part of the time. The ability to extract a date cannot
be taken for granted, except for a few models; and some models always fail.

Figure 11: Error rate by model

FALCON-7B isn’t more self-consistent for famous people

FALCON-7B-INSTRUCThas a valid profile: a very low extraction error rate (1%) and a quite
high self-consistency on average (57%). The negative correlation coefficient is significant (p-
value < 0.05). Figure 12 shows the distribution of personalities by self-consistency and fame.

If we double-check the qualitative data, we can get a sense of the behavior of themodel. Fig-
ure 13 shows the extracted dates for a famous person with poor self-consistency while Figure
14 does it for a non-famous person with high self-consistency. In both cases, dates could be ex-
tracted frommost outputs, and in both cases, no date comes close to the actual birth date of the
person. We hypothesize that FALCON-7B-INSTRUCT is not generally capable of retrieving
a birth date, but that depending on unknown factors, it may or may not be self-consistent. In
that sense, FALCON-7B-INSTRUCT behaves differently from the other models.
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Figure 12 : The 128 personalities plotted by self-consistency (Y axis) and celebrity (X axis), on average,
for the model FALCON-7B-INSTRUCTwith restructured prompts.

Figure 13: Example of extracted dates for a famous person (5.5M views) with a poor self-consistency
(10.8%), Elliott Smith (actual birth date: 1969-08-06), using FALCON-7B-INSTRUCTwith

restructured prompts. The same dates are colored similarly.

Figure 14: Example of extracted dates for a less-famous person (9.8K views) with a high
self-consistency (100%), Roman Tesfaye (actual birth date: 1968-04-16), using

FALCON-7B-INSTRUCTwith restructured prompts. The same dates are colored similarly.
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Appendix D – LLM Screenshots

Asking ChatGPT about JonMicah Sumrall

Data collected on 2024-04-29. The exact same prompt was used 5 times in a row, each time in
a new chat. The dates differ.
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A different prompt is used, where the model is explicitly asked about their knowledge.
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ChatGPT acknowledging its own ignorance

Data collected on 2024-04-29. The names used were generated using a free online service. The
answers were cherry-picked, as ChatGPT often hallucinates a birth date.
https://www.behindthename.com/random/
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AskingMistralAI’s Chat about KarenMinnis

Data collected on 2024-04-29. The exact same prompt was used 5 times in a row, each time in
a new chat.

Asking Gemini about various personalities

Data collected on 2024-04-29. Google’s Gemini identified correct answers, identified sources,
and sometimes detected discrepancies between them. The personalities are from Table 3.
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Abstract

Large LanguageModels (LLMs) have ushered in a new era of text annotation, as their ease-
of-use, high accuracy, and relatively low costs have meant that their use has exploded in
recent months. However, the rapid growth of the field has meant that LLM-based anno-
tation has become something of an academic Wild West: the lack of established practices
and standards has led to concerns about the quality and validity of research. Researchers
have warned that the ostensible simplicity of LLMs can bemisleading, as they are prone to
bias, misunderstandings, and unreliable results. Recognizing the transformative potential
of LLMs, this essay proposes a comprehensive set of standards and best practices for their
reliable, reproducible, and ethical use. These guidelines span critical areas such as model
selection, prompt engineering, structured prompting, prompt stability analysis, rigorous
model validation, and the consideration of ethical and legal implications. The essay empha-
sizes the need for a structured, directed, and formalized approach to using LLMs, aiming
to ensure the integrity and robustness of text annotation practices, and advocates for a nu-
anced and critical engagement with LLMs in social scientific research.
Keywords: Text labeling; classification; data annotation; large language models; text-as-
data.
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1 Introduction

The recent year has seen instruction-tuned Large Language Models (LLM) emerge as a power-
ful newmethod for text analysis. Thesemodels are capable of annotation based on instructions
written in natural language— so called prompts— thus obviating the need to train models on
large sets of manually classified training data (Wei et al., 2022). The models are highly versatile
and can be applied to a wide array of text-as-data tasks, ranging from common procedures like
sentiment analysis or topic modeling, to project-specific annotation challenges. Unlike previ-
ous methods, LLMs appear to draw not merely on syntactic properties of the text, but to lever-
age contextual knowledge and inferences to achieve high levels of performance across languages
— even rivaling human experts in performance on some annotation tasks (Törnberg, 2024b).
The ease-of-use, high accuracy, and relatively low costs of LLMs have meant that their use has
exploded in recent months, appearing to represent a paradigm shift in text-as-data by enabling
even researchers with limited knowledge in computational methods to engage in sophisticated
large-scale analyses (Gilardi et al., 2023; Rathje et al., 2024; Törnberg, 2024b).

While LLMs bring important advantages over previous approaches to text-as-data and en-
able exciting new research directions, the rapid growth of the field is not without problems.
LLM-based text annotation has become something of an academic Wild West, as the lack of
established standards has meant that both researchers and reviewers lack benchmarks for evalu-
ating LLM-based research, leading to risks of low-quality research and invalid results. LLMs fit
poorly into our existing epistemic frameworks: many of the lessons frommachine learning are
obsolete, and while using LLMs at times appear eerily similar to working with human coders,
such similarities can be equally misleading. While easy to use, the models are black boxes, and
prone to bias, misunderstandings, and unreliable results — leading some researchers to warn
against using the models for annotation altogether (Kristensen-McLachlan et al., 2023; Ollion
et al., 2024). The models raise important questions about bias, calibration, and validation,
and the field is thus in need of common standards for what constitutes acceptable and recom-
mended research practices.

While critics are not inaccurate in describing LLMs as subjective, flawed, black-boxed, po-
tentially biased, and prone to misunderstanding — these descriptions often apply similarly to
human coders. In conventional coding procedures, such issues are managed by organizing cod-
ing in rigorous processes that identify disagreements, validate the reliability, and make trans-
parent the management of subjectivity. Rather than neither using LLMs uncritically or reject-
ing them altogether, such an approach implies the possibility to instead structure, direct and
formalize their use in ways that harnesses their capacities, while remaining conscious of their
inherent weaknesses and risks.

As LLMs enter into our research processes, they will inevitably shape our epistemologies
and findings: research tools are not merely passive instruments, but active participants in re-
search procedures (Latour & Woolgar, 2013). By disrupting our established research proce-
dures, LLMs bring to the surface challenging questions of meaning, nuance, and ambiguity
that quantitative scholars too often seek to avoid. Such disruptions can be made productive,
encouraging reflexivity and to consider the role of ourmethodologies in knowledge production.
As scholars have argued, all research involves elements of interpretation, and interpretation is in-
herently subjective and contested (Byrne, 2002). The challenge is to acknowledge and manage
this subjectivity through transparency and rigorous procedures.

This brief paper seeks to contribute to addressing the need for common standards by sug-
gesting a set of best practices for how LLMs can be reliably, reproducibly, and ethically em-
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ployed for text annotation. The paper targets both researchers seeking advice on how to use
LLMs in a rigorous and reliable way, and reviewers seeking standards for evaluating research.
The paper argues that, while LLMs can indeed be prone to display bias and unreliable results,
we should not reject their use altogether — instead, we should manage their potential weak-
nesses by bringing them into a rigorous annotation process. The paper draws on previous pub-
lished research published using LLMs, the authors own extensive work in the field, and discus-
sions with scholars working in the field. The author’s work using LLMs includes tracing the
discursive shifts on migration over 40 years of Swedish parliamentary debates, measuring pop-
ulism inpolitical speech, and teaching a course inwhich students useLLMs topursue their own
innovative research projects. To illustrate the argument, we will throughout this essay draw on
the example of a project in which LLMs are used to examine how affective polarization shapes
the communication of political elites.

We will cover the following nine points: (1) choose an appropriate model, (2) follow a sys-
tematic coding procedure, (3) develop a prompt codebook (4) validate yourmodel, (5) engineer
your prompts, (6) specify your LLM parameters, (7) discuss ethical and legal implications, (8)
examine model stochasticity, (9) consider that your data may be in the training data.

2 Choose an AppropriateModel

The choice ofwhichLLMtouse is one of themost central decisions in LLM-based text analysis
(Yu et al., 2023). There are now a large and diverse set of models to choose from, ranging from
small open-source localmodels that canbe runon aphone to large platformedmodels accessible
through a web interface or API — so called AIAAS (Artificial Intelligence As A Service). At
the moment of writing, most studies using LLMs for text annotation have employed platform-
based proprietary models, in particular OpenAI’s models, and few offer explicit motivations
for their model choice (e.g., Heseltine &ClemmVonHohenberg, 2024; Tan et al., 2024). The
popularity of platform-based models is likely due to their sophisticated capabilities, relatively
lowprice, and ease-of-use—but suchmodels also comewith several important problems. First,
proprietary models such as ChatGPT have been shown to change over time without notice,
giving different results to the same instructions as a result of changes in the backend (Chen et
al., 2023). While the API provides access to stable models, these tend to be deprecated after a
relatively short time,making reproducibility nearly impossible. Second, as it is not knownwhat
data thesemodels are trained on, theOpenAImodels do not pass even a lowbar of transparency
(Liesenfeld et al., 2023). Third, using a model through an API can be problematic in terms of
ethics and legal consideration for certain data, and the current advice is that OpenAI models
should not be used with proprietary, secret, or confidential data (Ollion et al., 2024; Spirling,
2023).

While different models come with advantages and disadvantages, it is thus important to
consider the implications of using a specific model. The choice of model should be explicitly
argued for, and drawing on issues that are considered central to academic research, we can point
to six general factors that should be considered when selecting which LLM for annotation:

1. Reproducibility: The results can be replicated by others using the same data andmethod-
ology, ensuring the results are consistent and reliable. To ensure reproducibility, use a
fixed version of the LLM throughout the project, document the version, and ensure that
the model will be available for future use.
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2. Ethics and legality: The model should respect ethical and legal standards, including con-
siderations of privacy, not storing research data, and compliance with relevant data pri-
vacy regulations.

3. Transparency: The methodologies, data sources, assumptions, and limitations of the
model should be clearly documented and accessible for scrutiny.

4. Culture and language: TheLLMshould adequately support the language(s) and cultures
of your textual data. Some models are more proficient in certain languages than others,
which can influence the quality of the annotations— and even bias your findings if your
corpus includes several languages. Specifically, many models are English and US centric,
which can result in lower performance on other languages and cultures (Ollion et al.,
2024).

5. Scalability: Ensure that the model can handle the size of your relevant data material in
terms of costs and time. The speed of offline models depends largely on the available
hardware, whereas for API-based models it depends on their rate limits and costs. (If
you need to classify large amounts of data, it may be worth considering using a semi-
supervised model trained on data annotated by the LLM. While this adds an additional
step, such models tend to be faster and are possible to run on an average laptop, thus
allowing processing large quantities of data).

6. Complexity: Ensure that themodel has the capacity to handle the complexity of the task,
for instance relating to advanced reasoning or parsing subtle latentmeaning. Challenging
analysis tasks and long prompt instructions may require larger and more sophisticated
models, such as GPT4.0, that are capable of higher levels of reasoning and performance
on benchmark tasks.

In general, best practice is to use an open-source model for which the training data is pub-
licly known. It should be noted that not all downloadable models can be considered open-
source models, as models vary significantly in terms of their openness of code, training data,
model weights, licensing, and documentation — and it is therefore important to compare the
models based on existing benchmarks for openness (Liesenfeld et al., 2023). The models also
vary significantly in their capacity for text annotation. Some open source models have been
found to yield results comparable to those of ChatGPT for certain tasks (Alizadeh et al., 2023;
Weber & Reichardt, 2023). To compare and select an appropriate model, there are several
benchmarks and leaderboards that provide an overview of the capacities of the quickly chang-
ing landscape of available models (Bommasani et al., 2023; Chia et al., 2024; HuggingFace,
2024).

Models that have been tuned to avoid controversial subjects — so-called “guardrails” (Fer-
nandes et al., 2023; Ziegler et al., 2019) — can be problematic for certain annotation tasks, as
the models may refuse to annotate particular issues that may be understood as controversial
(Törnberg, 2024b). For instance, if the model is used to annotate messages with potentially
controversial content (such as messages with radical political content) or the task itself can be
seen as controversial (such as identifying the gender of an author), the models may provide
low-quality responses, or refuse to respond altogether.

If possible, the model should be hosted on your own infrastructure instead of relying on
cloud-based APIs. Hosting the model yourself gives you complete control over the model ver-
sion and updates, as well as over how the model handles any sensitive or confidential infor-
mation, and makes your work replicable. While self-hosting is not available for all models, it
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can be surprisingly easy, cheap, and significantly faster than API-based models, depending on
your available hardware and the annotation task at hand. Ideal practice also involves assessing
whether your results can be reproduced using several models, thereby showing that the prompt
and results are robust to details of implementation. Using LLMs for annotation through their
web interface should in general be avoided, as these interfaces do not allow setting parameters,
version control, and do not provide sufficient privacy or copyright provision — the data you
provide is often kept and used for training models.

However, the best model ultimately depends on the task at hand, and it should be acknowl-
edged that there are often trade-offs. It may, for instance, not be possible to use a smaller open-
source model for complex tasks, and the researcher may thus be forced to use a model such as
GPT-4. In choosing the model, it is useful to look at what instructions the model was tuned
on, and how the model scores on benchmarks that are relevant for your domain of application
(Chang et al., 2024). While it likely that we will soon see the development and standardization
of academic-led open source academic LLMs specifically developed for data annotation, which
will help resolve these tradeoffs (Spirling 2023), the bottom-line is thus that the choice of model
must always be motivated and argued for on the basis of explicit quality standards.

Figure 1: Example of a systematic coding procedure.
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3 Follow a Systematic Coding Procedure

Text annotation is rarely merely a straight-forward technical task but tends to involve the chal-
lengingwork of defining and operationalizing themeaning of social scientific concepts (Neuen-
dorf, 2017). There are almost always boundary cases that become obvious only when engaging
with the data — and some level of subjectivity is hence inevitable in coding. As scholars have
long argued, it is more productive to openly acknowledge and face such issues, rather than
to conceal them under a veneer of false objectivity. This recognition does not undermine the
validity of the research; rather, it enriches the analysis by exposing the multifaceted layers of
meaning that exist within the data, and enabling scholars to critically examine their own biases
and assumptions.

Since LLMs can be fallible, unreliable, biased, and prone to misunderstand instructions
(Ollion et al., 2024), it is important that the LLM is integrated into a systematic coding proce-
dure that handles these issues and aligns their coding with the intended task. Such procedures
are already well-established when it comes to organizing human coding efforts, and the LLM
can successfully be brought into such a process.

An important difference between human coders and LLMs is that while LLMs code one
text at the time, humans will tend to remember previous codings, and often learn and adapt
over time. This in fact represents a common challenge when using human coders, as it means
that definitions will tend to shift slightly over time, leading to inconsistencies in the data. At
the same time, it means that researchers can draw important insights through qualitative en-
gagement with the data involved in coding. While employing LLMs can supercharge coding
procedures, it is important that it does not offset the advantages gained from in-depth engage-
ment with the data.

Annotation work is generally organized as an iterative coding process (Yan et al., 2019;
Glaser & Strauss, 2009): coders start with a set of texts, discuss discrepancies, refine the guide-
lines, and then proceed with the next set of texts. Such calibration sessions, where coders align
their understanding and application of the guidelines, are crucial for maintaining consistency.
When codingwith an LLM, the development of the prompt is simply brought into this loop—
simultaneously developing coding instructions and the LLM prompt. Once the LLM reaches
sufficient agreement with the human coders, it can be used to code the full material.

Taking this approach, you can calculate the reliability both across the human coders and
with the LLM. This allows assessing howwell the LLMperforms the task compared to human
coders, and tracks the convergence between the coders and the LLM. Ideally, the LLM should
approach the reliability achieved among the human coders.

1. Define the concept: It is important to come in with an explicitly articulated idea of the
concept you are trying to capture, to avoid being overly influenced by the interpretations
of the LLM. Write up a first description of the task at hand in the codebook, with in-
structions for both the human coder(s) and for the LLM.Make the prompt clear, unam-
biguous and specific, using direct and instructional language. (While the human instruc-
tions and the LLM prompt should generally be similar, it is usually beneficial to provide
separate instructions.) For instance, when using LLMs to code populism, we drew on
existing discursive definitions of populism to develop detailed instructions for how to
identify populism in textual messages (Mudde & Kaltwasser, 2017).

2. Code a small training dataset: Have the human coders code a small representative dataset
to enable testing your prompts, and use the LLM to annotate the same data.
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3. Examine points of disagreement: Check the agreement between coders, and between the
coders and the LLM. Discuss cases where coders disagree amongst each other, and on
cases where the LLM disagreed with the coders. Ask the model to motivate its annota-
tions for these cases and compare with themotivations of the human coder— as this can
be a useful tool for sharpening your operationalization. At the same time, it is impor-
tant to remain self-critical and reflexive: experience from several projects has shown that
coders risk being overly swayed by themodel’s interpretations, as themodels can provide
highly convincing explanations. When comparing the coding of populism of the human
coders and the LLM,we identified challenging boundary cases among the human coders
that needed to be spelled out in the codebook. The comparisonwith the LLM identified
several additional aspects that were taken-for-granted by the human coders due to shared
cultural background, enabling a more objective and universal operationalization.

4. Refine the codebook and prompt: Make necessary adjustments to the instructions of
either the human coders, of the prompt, or both. The human coders should not be con-
sidered ground truth: you may find that the LLM’s interpretation was superior to the
human coder. When used mindfully, the LLM can be a powerful tool for conceptual
work.

5. Repeat: Return to step 2. Continue this process until the desired output quality is
achieved.

6. Validate: Code the validation dataset, and measure the final performance of the LLM
(see section 5).

Note that the process described above is merely an example and may need to be adapted to
the specific needs of the project. If the zero-shot prompt is not giving adequate results, it can
be useful to add few-shot examples. If the results are still inadequate, consider fine-tuning the
model based on labeled training data.

4 Develop a Prompt Codebook

Best practice involves developing a prompt codebookwith annotation guidelines for the human
coders combined with detailed description of the prompts and LLM settings. The coding
guidelines should, as always (Glaser & Strauss, 2009), be detailed instructions with clear def-
initions of the coding categories, examples of text corresponding to each category, and instruc-
tions on how to handle ambiguous cases (Neuendorf, 2017). A coder (human or LLM) that
reads the codebook should have sufficient information to code a given text, with minimal dis-
agreement between coders.

The codebook should simultaneously describe the corresponding prompts and parameters
for the LLM, providing all details necessary to reproduce the LLM coding. This enables full
reproducibility of both the manually coded validation data and the LLM coding. Note that
the prompt should be considered tailored to the model used for its development: applying the
same prompt to a different LLM may produce different results, even with models of similar
parameter size (Sanh et al., 2022). If you finetune yourmodel for your specific annotation task,
the data used should be provided.

With the example of coding populism in political messages, the prompt codebook was de-
signed as a standard codebook, with an appended section providing all information needed to
reproduce the coding: the LLM prompt, the model used, and the relevant parameters.
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Figure 2: Example of a well-structured prompt.

As an expert annotator with a focus on social media content analysis, your role involves scrutinizing
Twitter messages related to the US 2020 election. Your expertise is crucial in identifying
misinformation that can sway public opinion or distort public discourse.
Does the message contain misinformation regarding the US 2020 election?
Provide your response in JSON format, as follows:
{ "contains_misinformation:" "Yes/No/Uncertain", "justification": "Provide a
brief justification for your choice." }
Options:
-Yes
-No
-Uncertain
Remember to prioritize accuracy and clarity in your analysis, using the provided context and your
expertise to guide your evaluation. If you are uncertain about the classification, choose ‘Uncertain’ and
provide a rationale for this uncertainty.
Twitter message: [MESSAGE]

Answer:

5 Engineer Your Prompts

Oneof themain implications of theuse ofLLMs for text annotation is the emergenceof the task
of prompt engineering: developing instructions that guide theLLM.While prompts arewritten
in natural language and do not require technical skills per se, there can be huge differences in
performance depending on details of how the prompt is written. Prompt engineering is hence
becoming an important social scientific skill (White et al., 2024). Writing effective prompts
can require significant effort, with multiple iterations of modification and testing (Jiang et al.,
2020). Whilemany prompting techniques have been developed, there is still limited theoretical
understanding of why a particular technique is suited to a particular task (Zhao et al., 2021).

While previous advances in computational methods within the social sciences have tended
to require sophisticated technical skills, prompt engineering requires other social scientific
skills, such as theoretical knowledge, communication ability, and capacity for critical thinking.
The process of developing prompts can furthermore be a useful way of deepening our
understanding of social scientific concepts. Prompt engineering can in this sense therefore be
thought of as a new type of— or even extension of— qualitative social science (Karjus, 2023).
This paper will not provide a complete introduction to prompt engineering, as such guides are
already readily available (e.g., OpenAI, 2024; Saravia, 2022), but will provide some important
general advice.

• Structured prompts: An annotation prompt should contain the following elements: con-
text, question, and constraints. The context gives a brief introduction to orient the model
with any necessary background information. It can be split into role (e.g. expert annota-
tor) and context (e.g. conspiracy theories). The question guides the response, defines the
coding task. The constraint specifies the output format. Figure 2 offers an example of a
well-structured prompt.

• Give instructions in the correct order: Recent and repeated text in the prompts has the
most effect onLLMgeneration. It is therefore advisable to startwith the context, followed
by instructions, followed by the constraints.
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• Enumerate options: If the answer is categorical, list the options in alphabetical order so
that the output is simply the highest-probability token. Each option should be separated
by a line-break.

• Give an “I don’t know” option: Provide an option for the LLM to respond if it is uncer-
tain about the correct answer. This reduces the risk of stochastic answers.

• Use lists: If the instruction is complex, make use of explicit lists to help the model pay
attention to all elements in the prompt.

• Use JSON format: If the answer should contain several pieces of information, request a
response in JSON format. The JSON format is easy to parse, and familiar to LLMs.

• Use an LLM for improving your prompt: LLMs have been shown to be effective at im-
proving prompts. It can be particularly beneficial to follow an iterative process while uti-
lizing an LLM to provide feedback and produce new versions of a seed prompt (Pryzant
et al., 2023).

• Balance brevity and specificity: Well-written prompts involve a balance of specificity and
brevity. While specificity in a prompt can lead to higher accuracy, performance can fall
with longer prompts. Long prompts also make the process more costly, as you will need
to feed the prompt for every annotation call.

• Chain-of-Thought: For certain tasks, it may be useful to employ more advanced tech-
niques, such as theChain-of-Thought (CoT) technique, to help elicit reasoning in LLMs
(Wei, Wang, et al., 2024) and improve instruction-following capabilities (Chung et al.,
2024). This involves breaking down the task into several simpler intermediate steps, al-
lowing the LLM to mimic a step-by-step thought process of how humans solve compli-
cated reasoning tasks. It can also be useful to trigger the model to engage in reasoning by
using a prefix such as “Let’s think step by step.”

• System instructions: Formost LLMs, the prompt instructions are provided as a “system”
instruction, with the input as a “user” request.

• Few-shot prompting: It is often beneficial to also provide examples to guide the desired
output, so called few-shot prompting, sent as a separate “user” and “assistant” dialogue.

6 Validate YourModel

LLM performance has been found to be highly contingent on both the dataset and the type
of annotation task: while LLMs can even outperform expert human coders on some annota-
tion tasks (Törnberg, 2024b), they can perform poorly on others (Kristensen-McLachlan et al.,
2023). It is furthermore highly difficult to a priori assess how well an LLM will do on a spe-
cific task. Hence, it is always necessary to carefully validate the models on a task-by-task basis
(Pangakis et al., 2023), both to offer evidence for the validity, and to reduce the ever-present
risk for biases in the annotation. Validation is, in short, a basic requirement for publications
using LLMs.

Validation usually consists of manually labeling a sufficient number of texts and ensuring
that the labels correspond to a sufficient degree with the model results (Karjus, 2023). When
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the LLM is used to provide data for a supervised model, the validation data can be used both
to validate the results of the LLM, and of the supervised model.

There are several requirements for satisfactory validation:

• The validation must take place after the annotation prompt has been finalized: it is not
acceptable to use the validation data to improve the prompts, as this may lead to falsely
reporting higher precision.

• The validation dataset needs to be sufficiently large: The exact amount of validation data
needed depends on several factors, such as the number of categories and the balance of
categories. If the categories are imbalanced (that is, some categories have many more ex-
amples thanothers), youmight needmore data to ensure that themodel performswell on
the less-represented categories. The practical minimum is to have at least 20–30 samples
of each category for a basic level of confidence in the performance metrics, but more is
generally better. For high-stakes applications, youmay need significantly more to ensure
robustness. (For a precise determination, consider performing a power analysis.)

• Use appropriate performance metrics: Accuracy— i.e., correct answers divided by total
answers — is generally not a sufficient measure to evaluate model performance, as it can
be highly misleading, in particular for imbalanced datasets (if, for instance, one of your
categories represents 90% of the population, then a model that classifies everything as
belonging to that category will achieve a seemingly impressive accuracy of 90%.) What
measure is appropriate however depends on the task at hand. For classification, measures
such asF1Score (usually togetherwith precision and recall),weighted-F1 score,ROC-AUC,
orCohen’sKappa canbe appropriate, whereas correlation-basedmeasures,MAE orMSE
can be more relevant when the model is annotating numeric values. In short, you need
to argue for why your measure is the most appropriate choice, and it is in practice often
beneficial to use a combination of these metrics to get a comprehensive understanding
of different aspects of the model’s performance.

• Consider comparing with human performance: Certain tasks are inherently more chal-
lenging than others. For instance, guessing the gender of an author based on short text
is nearly impossible, and even the best possible model will hence have low accuracy. The
acceptable performance level hence therefore on the task at hand. Calculating the perfor-
mance of human coders, using e.g., an inter-coder reliability score, can provide a useful
benchmark for evaluating the relative performance of a model.

• Consider any subsets of the data: If your dataset includes several subsets for which the
model’s capacitymay vary, for instance different languages or cultural contexts, they need
to be separately validated as the model may vary in its precision for each group.

• Examine and explain failures: The performance of LLMs can vary in unexpected ways
— possibly involving bias or problematic misinterpretation of the concept. While LLMs
can achieve high performance onmany challenging problems, they can fail on seemingly
simple tasks. Such failures can lead to errors in the downstream analysis, which are not
visible in the performancemetrics. Moreover, model bias may not be detectable through
validation performance metrics. Say, for instance, that 10% of the data describes a partic-
ular minority, and that 30% of these are misclassified due to model bias. The resulting
3% failure rate would often be seen as acceptable. Researchers should therefore always
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examine the failures in detail, and verify that they are not systematic and that they do not
undermine the validity of downstream results.

While it is likely that we will soon see certain prompts andmodels become well-established
for certain analysis tasks, the general advice is that any automated annotation process using
LLMsmust validate their LLM for their specific prompt, settings, and data. Rigorous valida-
tion is the most important step in using LLMs for text annotation.

7 Specify Your LLMParameters

When using an LLM, there are several parameters that can affect the results produced by your
prompts. Tweaking these settings are important to improve reliability and desirability of re-
sponses, and it may take some experimentation to figure out the appropriate settings for your
use cases. The following list shows some common settings you may come across when using
LLMs:

• Max Length: Sets the maximal number of tokens the model generates. Specifying a max
length allows you to control costs, and prevent long or irrelevant responses.

• Temperature: The temperature parameter controls how random the model output is,
essentially increasing the weights of all other possible tokens. Low temperature leads to
more deterministic results, while high temperature leads to more randomness, that is,
more diverse or creative outputs. For data annotation, a lower temperature is usually
recommended, such as 0.

• Top-P: Adjusts the range of considered tokens. A low Top P ensures precise, confident
responses, while a higher value promotes diversity by including less likely tokens. For data
annotation, a lower Top-P is usually recommended, such as 0.2 to 0.4. If using Top-P,
your temperature must be above 0.

• Top-K: The top-k parameter limits the model’s predictions to the top-k most probable
tokens. By setting a value for top-k, you can thereby limit the model to only considering
the most likely tokens.

Yourparametersmust always be explicitly specified—even if they are the default parameters
— as this is necessary for reproducibility.

8 Consider Ethical and Legal Implications

Using LLMs for text analysis opens several ethical considerations compared to traditional text
analysis methods, in particular when using platformed LLMs. In regulatory contexts such as
the EU, the use ofAI furthermore also puts higher legal requirements on datamanagement and
ethics (Sartor&Lagioia, 2020). The following describes a list of ethical and legal considerations
to be made when using LLMs for text annotation, drawing on GDPR and influential ethics
frameworks (e.g., BSA, 2017; Franzke et al., 2020; Sharma, 2019).

1. Transparency and consent: Ensure that youhave explicit consent from individualswhose
personal data you are using that you will employ LLMs for its analysis. Users should be
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informed about the use of third-party services and the implications for their data. More
generally, when using a platformed LLM such as ChatGPT, Claude, or Gemini, your
input data is likely to be used as training data.

2. Data Processing Agreement: When using third-party services like OpenAI, it may be
necessary to have a Data Processing Agreement (DPA) in place (Sharma, 2019). This
agreement should outline how the data is processed, the purposes of processing, and the
measures taken to protect the data. For instance, if you are using ChatGPT and you are
required to be GDPR compliant, you may need to execute a DPA with OpenAI (such
an application form is available on the OpenAI website.)

3. Changing expectations of privacy: The research use of text data that users have published
publicly — such as on platforms like X/Twitter or Telegram — is often motivated by
users posting such data may have a reduced expectation of privacy. However, the data
was likely published without the user considering the substantial capacity of LLMs to
extract information, and researchers should thus carefully identify and respect users’ ex-
pectations of privacy (Zimmer, 2020).

4. Data anonymization: Before sending data to a platformed LLM, ensure that all personal
data is adequately anonymized or pseudonymized. This means removing or replacing
any information that could directly or indirectly identify an individual. Never send pro-
prietary, secret, or confidential data to an API or web interface without careful consider-
ation of the ethical and legal implications.

5. Data minimization: You should only use and send the minimum amount of data neces-
sary. While this is always an important ethical guideline, data minimization is also a legal
principle, as it is part of EU’s GDPR and California’s CCPA (Sharma, 2019).

6. Data storage and transfer: Be mindful of where the data is stored and processed. The
GDPR requires that data transfers outside the EU and the EEA are subject to adequate
protections or are made to countries that provide an adequate level of data protection
(Sharma, 2019).

7. Copyright and Terms of Service violations: If you are using copyrighted material, such
as news articles from a proprietary database, you may need to receive explicit permission
or license to analyze the data with an API-based LLM. Without explicit permission or
a license from the copyright owner, sending the data to an API can be considered an
infringement.

Ethical issues often involve difficult trade-offs. As usual, researchers should handle ethi-
cal considerations through an explicit and careful discussion and motivation in their research
paper.

9 ExamineModel Stochasticity

LLMs behavior in relation to prompts can be brittle and non-intuitive, with evenminor details
in the prompt— such as capitalization, interpunctuation, or the order of elements or words—
significantly impacting accuracy, in some cases even going from state-of-the-art to near random
chance (Kaddour et al., 2023; Zhao et al., 2021). Examining whether the model’s results are
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stable can be a useful shortcut to examining whether the model is able to carry out the coding
reliably and with replicability, without the need for a validation procedure. Does the same
prompt return the same result for a given text if run several times? Do small variations in the
prompt result in different results? Large variations in output for minor changes in the prompt
can indicate issues with the model’s stability and reliability for a given task, making its text
annotation less trustworthy. If the results are highly sensitive to minor prompt changes, it can
also be challenging for other researchers to replicate the study and validate the findings.

To carry out such a prompt stability analysis, create several paraphrases of the prompt and
run the analysis for a subset of the data. You can then estimate the stability by comparing the
results, for instanceusingKrippendorf’sAlpha reliabilitymeasure (Krippendorff, 2004). Barrie
et al. (2024) have recently released a library to allow researchers to easily carry out such prompt
stability scoring.

10 Consider That Your DataMight Be in the Training Data

When using conventional machine learning models, it is crucial to keep the data you test on
separate from the training data to ensure that the model is robust, generalizable, and that it
provides a realistic estimate of its performance on unseen data (Alpaydin, 2021; Grimmer et al.,
2021). This may suggest that LLMs cannot be properly validated, as their training data is often
so massive that it should be assumed that nearly any publicly available data will be included.
However, the general rule does not necessarily apply to LLMs. As the purpose of validating
text annotation is to assess the model’s capacity for the specific task, it does not matter that the
prompt validation data is in the training data, as long as the data on which the model will be
run is also in the LLM training data. In fact, it is often desirable that the time-period covered is
included in the training data, as it is necessary for the model to draw on contextual knowledge
when making inferences about meaning (see Törnberg 2024b). For instance, if the task is to
identify the ideology of a poster based on a social media message, it may be necessary to have
knowledge of specific policy positions in a given political context.

However, there are situations where this may become problematic. For instance, if parts
of the text data that you are annotating are in the LLM’s training data and other parts are not,
the two should preferably be validated separately, as the model’s performance may differ. You
therefore need to be mindful of the period for which the specific model was trained: if the end
date of the LLMtraining data is within the period of your dataset, youmay find that the quality
of annotation varies over time—which can cause problems in your downstream analysis.

For the same reason, you should try to avoid using publicly available databases as validation
data, as they may be in the model’s training data. For instance, if you are interested in annotat-
ing party manifestos, existing manually labeled datasets (such as Manifesto Project Database)
are not reliable means of validation: the LLMhas likely already seen this database andmay sim-
ply be reproducing the labels. This implies that the performancemay not generalize to tasks for
which the answer is not already publicly available. While the risks of such data contamination
are often overstated, as the LLMs are trained onmassive datasets and are trained as a next-word
predictor andmay thus be unlikely to have “memorized” the columns of aCSVfile, the burden
of evidence is on the validator.
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11 Conclusion

This brief essay has collected an emerging set of best practices for text annotation using LLMs,
to support both those using the methods as part of their research, and reviewers seeking to
evaluate an academic contribution. As the field is undergoing rapid development, it should be
noted that the standards and practices should be expected to continue evolving.

LLMs are revolutionizing text-as-data, enabling undergraduate students to carry out re-
search in mere weeks that would previously have represented major research endeavors. At
the same time, LLMs bring important challenges. As LLMs fit poorly into our existing epis-
temic frameworks for text annotation, they have caused a significant academic debate on their
role in social scientific research. While many scholars have welcomed the methods — at times
with a perhaps overly acritical acclaim — others have rejected them for being unreliable and
incompatible with the principles of open science (Kristensen-McLachlan et al., 2023; Ollion
et al., 2024). The suggestion at the core of this paper is that the methods are capable of sophis-
ticated and rigorous interpretation— given appropriate use. LLMs can constitute a powerful
contribution to social scientific research, but require new standards for evaluating their use and
a new epistemic apparatus.

We can neither understand LLMs through the established epistemic framework of conven-
tional supervised machine learning models, nor through the lens of human coders. In employ-
ing LLMs, we must be careful to remember that while LLMs can seem in some ways eerily
human, they are not human in their capabilities. On some tasks — even those long seen as
belonging to the distinctly human realm— they can be superhuman in their capacities (Törn-
berg 2024b). On other tasks, they performworse than a small child. Thismeans thatwe should
not take for granted that their coding matches our intuitive expectations, and that we must al-
ways validate their performance, assess systematic biases, and develop detailed and transparent
documentation of our procedures.

While best practices such as those presented in this essay are important to provide valu-
able guidelines and frameworks for research, it must be acknowledged that procedures and
standards such as those described in this paper does come at the cost of making the use of
LLMsmore cumbersome and challenging, inparticular for scholarswith limited technical back-
ground. It is therefore crucial to apply themwith discernment and flexibility, as an overly rigid
adherence can hinder creativity and responsiveness. There is however rapid growth in avail-
ability of guides and tools to make it easy to use LLMs for annotation (e.g., Kim et al., 2024;
Törnberg, 2024a). If designed to encourage best practices, such tools represent powerful ways
of shaping rigorous research procedures (Latour &Woolgar, 2013; Rogers, 2013).

While critics are largely accurate in describing LLMs as subjective, black-boxed, potentially
biased, and prone to misunderstanding — these descriptions often apply similarly to human
coders. Tomanage these problems, conventional coding is organized in rigorous processes that
identify disagreements and validate the reliability. Rather than neither using LLMs uncritically
or rejecting them altogether, this implies the possibility to instead structure, direct and formal-
ize their use in ways that harnesses their capacities, while remaining conscious of their inherent
weaknesses and risks. The black-boxed nature and unreliability of LLMs can to large extent be
managed through careful validation, to identify any errors that may affect downstream analy-
ses.

As this essay has argued, the subjectivity of LLMs could moreover be understood as an
inherent feature of interpretative work. Just as codingmanages subjectivity by relying on inter-
coder reliability to ensure consistency among human coders, researchers should develop hybrid
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systems where human oversight and AI capabilities complement each other. Interpretation is
inherently contested, and the models bring to the surface challenging questions of meaning,
nuance, and ambiguity that researchers too often seek to avoid. In the authors’ projects, the
use of LLMs has often allowed a sharpening of the concept and operationalizations, by the
challenge from the novel perspective brought by the language model.

While this essay has focused on integrating LLMs into quantitative approaches to text-as-
data, it should be noted that the method has similar implications for qualitative approaches.
The epistemic challenge that LLMs represent for social scientific research can moreover pro-
ductively challenge established conventions by encouraging the exploration of the hinterlands
between qualitative and quantitative approaches, by, for instance, making possible large-scale
interpretative research.

By making it easy to carry out sophisticated studies of meaning, LLMs empower a focus
on aspects of the social world that have thus been underemphasized in computational research
(Törnberg & Uitermark, 2021). Students and early career scholars now can perform analyses
that were previously only available to the well-funded lab leader who could afford a team of
coders. Such benefits are not to be taken lightly. As Kuhn (1962) famously argued, the most
radical scientific advances stem not from accumulated facts and discoveries, but it is the inven-
tion of new tools and methodologies that trigger paradigm shifts in scientific work. The social
sciences are currently in the midst of such a paradigm shift.
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Abstract
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tential to transform the study of political content on social media. This essay discusses a
validationprotocol addressing three key aspects of LLM-integrated research: the versatility
of LLMs as general-purposemodels, the granularity and nuance in LLM-uncovered narra-
tives, and the limitations of human assessment capabilities. The protocol includes phases
for fine-tuning and validating a binary political classifier, evaluating cluster coherence, and
assessing machine-generated cluster label accuracy. We applied this protocol to validate an
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clusters them by similarity, and generates descriptive labels for clusters. This methodology
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1 Introduction

Since ChatGPT’s launch inNovember 2022, scholarly interest in Generative AI has grown sig-
nificantly. A mini-review article published in August 2023 documented 156 Scopus-indexed
publications referencing “ChatGPT” betweenNovember 2022 and April 2023 (Watters & Le-
manski, 2023). As of April 2024, this number had surged to 4,642 publications for 2023 —
with 1,303 in the social sciences — and 2,628 for 2024, with 622 in social sciences. This in-
crease reflects widespread interest in generative AI’s societal impacts and its integration into
research practices, including those of social sciences (Rask & Shimizu, 2024), such as surveys,
online experiments, and automated content analysis (Bail, 2024).

Large Language Models (LLMs), developed by organizations like OpenAI, Meta, Google,
Anthropic, andMistral AI, are versatile tools in natural language processing (NLP) workflows.
These pre-trained models excel in general-purpose, prompt-based inferences and are widely
used in chat-bot applications such as OpenAI’s ChatGPT and Anthropic’s Claude. Beyond
chat-bots, LLMs’ inferences are programmatically accessible and are known for their efficacy
in zero-shot or few-shot learning tasks. They can be fine-tuned for specific needs across var-
ious domains. At their core, LLMs work by transforming text and multimedia content into
numerical representations that capture core semantics. This process, referred to as embedding,
is also performed by standalone embeddingmodels and is currently used to enhance content re-
trieval in large datasets and support tasks like semantic search, clustering, topic modeling, and
classification.

The potential of LLMs for text analysis and computational social science is widely recog-
nized (Mu et al., 2024). However, concerns persist regarding their inherent limitations and
biases (Grossmann et al., 2023), challenges with reproducibility (Balloccu et al., 2024; Chen et
al., 2023), and the need for established best practices for their integration into researchmethod-
ologies (Rask & Shimizu, 2024).

This essay contributes to the ongoingdiscourse bypresenting anovel, fullyLLM-integrated
methodological pipeline, its text annotation, and analysis validation protocol. We focus on the
unique challenges in validating such a pipeline, addressing a critical gap in current research on
LLMs integration in social sciences. Our approach leverages state-of-the-artOpenAImodels to
uncover political narratives in Facebook-shared links during the 2018 and 2022 Italian general
elections.

Our pipeline introduces LLMs in three ways: fine-tuning for binary classification of Ital-
ian political links, LLM-based embeddings for clustering similar political links, and direct API
inferences for creating descriptive cluster labels.

Natural Language Processing (NLP) research has extensively employed transformer-based,
fully fine-tuned models such as BERT, RoBERTa, DistilBERT, and XLNet to accomplish var-
ious tasks. However, despite the proliferation of domain-specific, language-specific, and task-
specific versions, these models typically require fine-tuning before they can be effectively ap-
plied to specific tasks. Fine-tuning is both labor-intensive and computationally demanding
(Bender et al., 2021). Once fine-tuned, the resulting model often performs well on the specific
dataset, task, domain, or language, but its performance often degrades when any of these ele-
ments change. Traditional topic modeling algorithms, like Latent Dirichlet Allocation (LDA)
and Latent Semantic Analysis (LSA), face significant challenges, including limitations related
to the granularity of topics and issues (Abdelrazek et al., 2023). They also require a delicate and
cumbersome preliminary text-cleaning phase and produce clusters of words that can often be
difficult for researchers to interpret and utilize effectively (Gillings &Hardie, 2022).
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Implementing a fully LLM-based pipeline presents significant validation challenges, neces-
sitating a reevaluation of established accuracy assessment strategies. Drawing on the experience
gained while designing and validating the pipeline, we explore the specific choices made during
the validation protocol, focusing on three key characteristics of LLM-integrated research that
complicate accuracy evaluation: the versatility of LLMs as general-purpose models, offering
numerous application options with varying degrees of supervision, frommultilingual capabili-
ties, includingunderrepresented languages in research, to diverse content types, tasks, andfields
of study; the varying levels of granularity and nuance in LLM-uncovered narratives; and the
limitations of human assessment capabilities when evaluating models pre-trained on extensive
datasets.

Our tailored validation protocol addresses these issues in three phases: fine-tuning and val-
idating a binary political classifier, evaluating cluster coherence, and assessing the accuracy of
machine-generated cluster labels. By sharing our experiences, this essay aims to provide insights
for social scientists considering LLM-based research designs, highlighting both challenges and
potential solutions in employing these advanced technologies in NLP.

2 Pipeline and ResearchQuestion

2.1 The Pipeline

OurLLMs-in-the-looppipelinehas five steps (Figure 1), including the identificationof political
links (2), embedding/clustering (3/4), and the generation of cluster labels (5). All these steps
leverage the advanced capabilities of models provided by OpenAI.

Figure 1: A graphical representation of the pipeline discussed in this article
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2.1.1 Data Gathering

An initial dataset comprising 84,874 public news article URLs, titles, and descriptions was
obtained by querying the Meta URL Shares Dataset for links first published on Facebook be-
tween December 24, 2017, and March 4, 2018, related to the 2018 election, and between July
21, 2022, and September 25, 2022, predominantly viewed by Italian users. Across the entire
pipeline, only the title and description of these links (both are public content available at the
respective URLs) have been used and thus fed to OpenAI’s models.

2.1.2 Identifying Political Links

We developed a binary classifier to categorize political URLs by fine-tuning the GPT-3 Curie
model, a now discontinued OpenAImodel, suggested for this task. Seven Italian scholars with
expertise in analyzing political news dissemination on social media supported the fine-tuning
process. After standard training to ensure consistency (Krippendorff’s alpha, Subjects = 200,
Raters = 7, alpha = 0.812), they manually coded a proportional stratified (by-election and
month) random sample of 4,190 URLs: 3,184 from 2018 and 1,006 from 2022. Excluding
missing values and non-Italian URLs, the refined dataset for fine-tuning included 3,800 valid
cases (1,801 political and 1,999 non-political). We concatenated titles and descriptions for each
URL and filtered out non-Italian and empty titles and descriptions URLs, resulting in datasets
of 59,838 URLs from 2018 and 17,690 from 2022. The classifier identified 54% of the 2018
posts and 53% of the 2022 posts as political, corresponding to 27,487URLs in 2018 and 8,308
in 2022.

2.1.3 Grouping Together Similar Political Links

To identify clusters of similar links, we transformed our Italian political links into embeddings
using a language model to convert the link’s title and description into numerical vectors. Af-
ter experimentingwith variousLLM-based embeddingmodels (OpenAI’s text-embedding-ada-
002, Mistral AI’s e5-mistral-7b-instruct (Wang et al., 2023), and OpenAI’s text-embedding-3-
large), we chose text-embedding-3-large based on clustering internal metrics. We preprocessed
the text by removing HTML tags and hyperlinks before processing each URL’s concatenated
title and description.

Working with numerical vectors facilitates clustering-based topic modeling. Following
OpenAI’s recommendation, we used cosine distance to measure semantic similarity. We
experimented with various clustering algorithms (k-means, DBSCAN, HDBSCAN, Ge-
nieClust (Gagolewski, 2021), and Kwikbucks (Silwal et al., 2023) and dimension reduction
techniques (t-SNE and UMAP). Ultimately, we implemented cluster analysis using k-means
with Lloyd’s algorithm and retained all the initial 3,072 dimensions. Moreover, Giglietto’s
(2024) research on the same dataset demonstrated that LLMs outperform fully fine-tuned
transformer models in NLP tasks. To determine the optimal number of clusters, we employed
Bayesian optimization aimed at maximizing the Silhouette score and Hplus metric Dyjack
et al., 2023), ranging from 2 to 200 clusters, with 200 considered the maximum number for
interpretability at the level of granularity requested by the scope of the study. This process
identified 199 clusters as optimal for the 2018 election and 198 clusters for the 2022 election.
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2.1.4 Clusters Labeling

We used GPT-4-turbo through the API to programmatically label clusters based on their con-
tent. The process involves feeding themodel a sample of items from each cluster and requesting
a short descriptive label. Table A3 (Appendix A) reports on the prompt specifics. The prompt
includes a systemprompt for context andoutput format and auser prompt supplying necessary
documents.

The final prompt was crafted using strategies from OpenAI’s prompt engineering guide
(OpenAI, 2024) and tested for consistency across multiple runs andGPTmodels. The process
of optimization was mainly aimed at instructing the model to output the specific label, only
avoiding any further premise (e.g., “The label of the cluster is..”) or comment. We prioritized
a detailed prompt over cost optimization. Costs are computed per token, with different values
for input and output tokens.

The model employed to generate the cluster labels includes training data up to December
2023, encompassing the 2022 election period. The total cost to label 199 clusters from 2018
and 198 from 2022was $30. Each label was requested using a prompt combining standard text
with a density-based sample of cluster items. Despite GPT-4-turbo’s 128,000 token capacity,
we limited prompts to 8,000 tokens for a fair comparisonwithGPT-4. This approach achieved
an average coverage of 84% of items per cluster.

2.2 ResearchQuestion

This essay focuses on how a full LLM-supported pipeline for social media political content an-
notation can be validated. This methodological approach poses several challenges, including
issues with model reliability, data interpretation, integration of these models into existing re-
search frameworks, and the relative newness of studies relying on these tools. For these reasons,
this essay seeks to answer the following research question:

What are the main challenges researchers may face in validating an LLM-in-the-loop
methodological approach, and how can they be addressed?

To answer this research question, each of the following sections of this essay is dedicated to
a specific challenge we faced during our introduction of LLMs for text annotation tasks.

The next section discusses the general-purpose nature of LLMs, which are pre-trained on
large datasets and perform general-purpose tasks based on given prompts. This means they
can understand and generate text based on various inputs and handle different kinds of tasks,
making themuseful inmany applications. Considering this adaptability, theymaybe employed,
supervised or not, at different steps of a multiple research pipeline. This characteristic requires
novel, tailored validation approaches. To address this, our protocol comprises three distinct
phases, each corresponding to different LLM applications in our study.

The fourth section tackles the theoretical challenge of narrative definition. The possibility
of unsupervised generation of embeddings with an almost unlimited number of dimensions
and clustering them results in a cluster granularity that necessarily affects the validation prepa-
ration phase. This granularity ranges from general topics to specific journalistic stories. Our
approachutilizesmulti-level, detailed validation guidelines to ensure the accuracy and relevance
of our findings.

Thefifth andfinal section addresses the “knowledge” challenge. LLMs, havingbeen trained
on broad datasets, possess competencies that often surpass those of traditional coders. This
necessitates a careful selection of the number and profiles of the coder team to ensure that the
validation process is both thorough and effective.
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3 Tailoring Validation Protocols for General-Purpose LLMs in Text

Classification Tasks

While LLMs can be applied to a wide range of NLP tasks, their very complexity also means
that their use in specific research contexts requires a significant degree of human guidance and
decision-making. Unlike more narrowly defined machine learning models, LLMs are primar-
ily designed for general-purpose, prompt-based inferences (Huang et al., 2023; Kuzman et al.,
2023). Adapting them tomeet the needs of a particular research objective or workflow involves
a number of crucial human-led decisions at multiple stages.

In our case study, we needed to select a specific embeddingmodel and clustering algorithm,
as well as determine clustering parameters such as the number of clusters, the labeling model
and prompt, and the sample size to input into the model. All these decisions require justifi-
cation and must be evaluated against alternative options. Training a classifier, evaluating the
performance of unsupervised cluster analysis, and extracting cluster narratives’ require a train-
ing set or a ground truth to assess the LLMs’ effectiveness in these tasks.

Researchers rely on different strategies and techniques to evaluatemodel fit. The prevailing
methodologies for assessing the performance of LLMs typically involve a range of standardized
tests covering areas from common sense reasoning and reading comprehension to arithmetic
and coding. Although extensive, these benchmarks often fail to fully explore the nuanced capa-
bilities afforded by a natural language interface. For instance, while they measure accuracy in
specific tasks, they may not adequately assess the model’s ability to handle ambiguous or con-
textually rich scenarios, nor do they always test for biases or the generation of novel content.

Similarly, embedding models are evaluated across diverse tasks such as classification, clus-
tering, retrieval, and summarization (Muennighoff et al., 2022). However, these evaluations
generally focus on optimizing straightforward metrics like accuracy or F1 scores, which might
not capture more subjective qualities like the relevance or coherence of the content generated.
Moreover, the language dependency of these tests presents another significant limitation. Most
benchmarks are developed in English and subsequently translated for other languages, poten-
tially skewing performance assessments due to translation inaccuracies or cultural nuances not
being adequately represented. This approach can obscure the true versatility and effectiveness
of LLMs and embedding models in non-English contexts, hence limiting our understanding
of their global applicability and efficacy.

Given the limitations of automatic validation methods (Clinciu et al., 2021; Iskender et
al., 2020), human evaluation has increasingly been recognized as a critical component in NLP
research, either complementing or replacing thesemethods (Schuff et al., 2023). Validationpro-
tocols involving human teams require them to address specific research questions by following
detailed guidelines, particularly when researchers test precise hypotheses (Schuff et al., 2023).

Given the general purpose nature of LLMs and the characteristics of our dataset, which in-
cludes a specific social media platform (Facebook), the domain (politics), and language-specific
elements (Italian), the three-way LLMs are implemented in our workflow necessitated a dis-
tinct and tailored validation protocol to assess its efficacy. This implies that validating differ-
ent LLM applications through existing standard processes employed for fully fine-tuned trans-
formermodels is challenging, and specific validationprotocols are still under development. Fur-
thermore, a validation workflow customized for our study might not be universally applicable
or extendable to other datasets or domains.

In light of these considerations, we developed a three-step, ad hoc validation protocol. We
opted for evaluation protocols involving human annotators.

https://doi.org/10.6092/issn.1971-8853/19524 92

https://doi.org/10.6092/issn.1971-8853/19524


Integrating Large LanguageModels in Political Discourse Studies on Social Media Sociologica. V.18N.2 (2024)

The first round of validation pertained to the binary classifier of political vs. non-political
URLs and was conducted employing standard validation approaches and measures. The fine-
tuning dataset, manually labeled by seven human experts, was divided into training and valida-
tion sets. The training set was used to fine-tune the model, while the validation set assessed its
performance, achieving an F1 score of 0.897, with a precision of 0.911 and a recall of 0.883.

The second round of validation regards a different task we accomplished through the use
of LLMs, specifically cluster analysis. This phase involves assessing the coherence of clusters.
Six expert coders, familiar with political content on social media and the Italian political land-
scape, evaluated a sample selected through systematic sequential pairing followed by a random
subsampling, which comprised either 10% or at least five pairs from each cluster, totaling 2,754
pairs for the 2018 elections and 994 pairs for the 2022 elections. Coders were presented with
pairs of links (Grimmer & King, 2011) from the same cluster and were required to assign a
coherence level based on guidelines established during preliminary training.

Following the preliminary training, the coders were divided into three teams of two, each
team comprising one experienced and one less experienced coder. Each team was assigned to a
random subset of one-third of the items in the evaluation sample. Both teammembers indepen-
dently coded the assigned pairs and held twomeetings— a preliminary alignmentmeeting and
a concluding meeting— to resolve any discrepancies in their evaluations with their teammates.

The guidelines provided to the coders (seeTableA1 inAppendixA)use a scale ranging from
0, indicating a lack of coherence, to 4, indicating two items belonging to the same journalistic
story, with an additional level for non-codable pair cases.

The last round of validation concerned the machine-generated labels. The goal is to evalu-
ate how accurately each label represents the content it is intended to describe. The evaluation
was carried out by the same six coders involved in the evaluation of the clusters’ coherence. Fol-
lowing a phase of training performed on a pilot subsample of one item (and its respective label)
for each cluster (199 for 2018 and 198 for 2022), the team agreed on a codebook consisting of
four criteria (thematic alignment, implications, content coverage, and contextual alignment)
and a three-level scale (misfit, partial fit, and good fit). Each coder is asked to rate the accu-
racy of a cluster label for one of the items assigned to that cluster. The evaluation employs a
density-based sampling approachwhere each cluster contributes either aminimumof 10 items
or 10% of its total, whichever is greater. This method ensures that each cluster is adequately
represented in the sample. Specifically, the sampling technique is designed to represent pro-
portionally the variety of centroid distances within each cluster. Focusing on density rather
than a uniform distribution, the method ensures coverage across all regions of the distance dis-
tribution, from the closest to the furthest items from the centroid.

4 Validating LLMs-detected Political Narrative: Addressing Challenges in

Theoretical Definition

Researchers haveutilized various automatic classificationmethods to group similar socialmedia
political content and label them (Gupta et al., 2020). With the rise of social media as one of
the primary news sources, narrative detection has become increasingly relevant. This is partly
due to algorithmic indexing, which amplifies content based on its popularity, allowing certain
narratives to gain more attention and thus be shown to more users.

However, defining the specific conditions that qualify a sequence of words or sentences as
a narrative remains contentious in content annotation research. Despite its relevance, scholars
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have struggled to reach a consensus on a definition. Generally, scholars agree that “narrative
is a key concept for understanding human behavior and beliefs” (Piper et al., 2021, p. 298).
Consistency in terminology is crucial for clearly defining the boundaries of the research object
and setting the study’s objectives, particularly in NLP research, where a precise interpretation
of linguistic phenomena is required.

In narratology, “narrative” refers to the structure of events involving a complex set of fea-
tures such as time, context, participants, and the narrator’s perspective in organizing informa-
tion (Genette, 1980; Pianzola, 2018; Piper et al., 2021).

In the analysis of political discourses, terms like “topics” or “issues” are more frequently
used within the theoretical framework of the public agenda (Boydstun, 2013). These terms
serve as cognitive shortcuts that describe aspects of reality and vary in attention based onmedia
coverage, thereby influencing public debate and political decisions (Scheufele, 2000).

A “political issue” is a subcategory of a topic describing an event or a series of events per-
ceived as a significant problem by citizens (Wlezien, 2005). In political communication, vari-
ous institutions and researchers label groups of content to study, for example, the main topics
or issues of political parties and candidates’ campaigns (Illuminating, 2020) or disinformation
during the elections in several European countries (EDMO, 2024).

The term “narrative” is less utilized in political communication studies because it is often
conflated with storytelling or used in other scientific areas, such as linguistics. Groth (2019)
refers to Eagleton (1979), who argued that narratives present closed stories with coherent logic,
offering stringent explanations, causal relationships, and genealogies for socio-cultural and po-
litical realities. In this view, it is close to the definition of the more commonly used concept of
media frames (Matthes & Kohring, 2008; McCombes et al., 2006; Reese, 2007)]. Also, Brad-
shaw et al. (2024) provide an insightful framework for examining “strategic narratives” in Rus-
sian discourse about the Ukrainian conflict. Drawing on prior literature, Popkova (2023) and
Schmitt (2018) identify three key types of narrative manifestations: narratives related to inter-
national relations and global “world order,” identity narratives tied to a country’s culture and
traditions, and issue-specific narratives focused on particular topics.

Also, Kotseva et al. (2023), employ a multidimensional hierarchical definition of narrative
ranging from sub-narrative to super-narrative. Particularly interesting is the super-narrative
definition. In comparisonwith the narrative, the super-narrative has a cross-temporal and cross-
country nature, as a story-line that survives and evolves over time takes advantage every time and
in different contexts of single events or local specificities.

In this fragmented scenario, the boundaries of a narrative are left to the discretion of re-
searchers. When using supervised or semi-supervisedmethods, a tailored narrative definition is
essential when setting a codebook for fine-tuning a transformer-basedmodel for content anno-
tation or cleaning datasets to achieve refined results (Groth, 2019; Kotseva et al., 2023). These
approaches require the researcher to clearly delineate the scope and} characteristics of the narra-
tives upfront. In contrast, whenusing topicmodeling techniques such as LDA, the dimensions
of a narrative are left more open to interpretation based on the analysis outcomes.

Approaches that leverage LLMs for unsupervised or minimally supervised content annota-
tion can produce results with varying levels of detail and granularity. As discussed earlier, this
variability is not necessarily a weakness but rather a strength that allows for more nuanced and
contextual findings.

In our own analysis, we took a theoretical holistic view, considering narratives as common
story-lines that tap into collective memories, emotions, and historical analogies to achieve po-
litical objectives — aligning with the broader vision outlined by Bradshaw et al. (2024).
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Challenges arise when researchers must validate these clustering outcomes. This process
necessitates adaptable validation protocols that can assess different levels of coherence and ac-
curacy. Clusters identified by k-means algorithms for our case tend to vary in both size and
specificity. Some clusters aremore generic, encompassing a range of closely related issues, while
others are highly specific, tied to a single journalistic story or a particular media frame. This di-
versity in cluster characteristics underscores the need for flexible and robust validationmethods.

To mitigate this issue during validation, we implemented some adaptation actions. Firstly,
we evaluated cluster coherence by rating the coherence to random pairs of links extracted from
each cluster (the guidelines are detailed in Table A1). We split the evaluation of coherence into
three distinct levels. The basic level of coherence pertains to the topic as a broad area belonging
to politics, such as economy, health, immigration, environment, safety, etc. A second, more
specific level of coherence refers to stories with the same actor, event, place, or organization in
common. Level three is the narrowest coherence estimation, and it regards only those pairs that
refer to the same journalistic story, e.g., the murder case of Pamela Mastropietro in 2018. We
also added a level 98 to indicate ambiguous cases or when the coder is uncertain. At the end of
the coding phase, teammates discussed these specific cases to assign them another value in the
scale.

We utilized a scale specifically designed to validate the accuracy levels of cluster labels gener-
ated byGPT-4-turbo. In contrast to assessing the coherence of the cluster—which relies on an
established algorithm and innovative embeddings derived from Italian text — the application
of an LLM to label the clusters is less conventional.

Moreover, these labels are critical for the subsequent phase of our research design, where
exposure and engagementmetrics will be calculated and analyzed based on the labels’meanings.
Therefore, accurately assessing the labels’ ability to represent the underlying content of each
cluster is essential.

It is important to note that the two validation processes, though aimed at distinct tasks,
are interconnected. A lack of coherence within a cluster would indeed hinder the creation of
meaningful and representative short labels.

The rating scale adopted for evaluating the labels ranges from one (Misfit) to three (Good
fit) (seeTableA2 inAppendixA). The evaluation of label fit is based on four criteria established
by the team of coders during the alignment meeting. More specifically, these criteria include:

• The thematic alignment criterion measures the extent to which the label corresponds to
the central themes or subjects discussed in the item. Thematic alignment verifies that the
label directly includes the primary topic addressed by the item.

• The implications or connotations suggested by the label. This criterion checks whether
the label implies any outcomes, consequences, or broader trends consistent with the in-
formation or narrative provided in the item, ensuring that the label does not exaggerate,
oversimplify, or misrepresent the content’s potential impacts or significance.

• The content coverage standard assesses if the label encapsulates the key elements, facts,
and details presented in the item. Content coverage ensures that the label addresses all
significant points, leaving no major aspect of the content unrepresented or inaccurately
portrayed. Additionally, a label should not encompass themes or details that extend be-
yond the scope of the item, which could mislead the understanding of the item’s focus.

• The contextual alignment criterion evaluates the label’s accuracy in reflecting the item’s
geographical, cultural, historical, or situational context. Contextual alignment confirms
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that the label is suitable for the specific setting in which the content is placed, adhering
to any particular nuances that influence content understanding.

The lowest value is attributed when a label completely fails to align with the item’s content.
The partial fit judgment is assigned when the label relates to the item in terms of theme and
implications, but either the content covered by the label is too narrow or broad, or its context
diverges from the item’s context. This is the case, for example, with news discussing the rise
in unemployment rates, specifically in rural parts of Italy due to local factory closures, and the
label generated by the LLM for the cluster is “Economic Challenges in the European Union.”
There is a good fit between a label and a piece of news when it accurately represents the item
across all aspects. We consider a good fit case, for example, news related to rescue operations off
the Sicilian coast highlighting the ongoing challenges facedbymigrants and labeled as “Migrant
Crisis and Humanitarian Efforts in theMediterranean.”

5 Dealing with LLMs’ High Levels of Knowledge

Assessing the reliability of LLM content annotation is a fundamental step in the process (Chi-
ang&Lee, 2023; Gilardi et al., 2023), particularly challengingwithin complex research designs.
Despite the enormous analytical opportunities and creative potential afforded by LLMs (Gi-
lardi et al., 2023; Jahan et al., 2023), human evaluation remains essential.

Historically, human evaluation has been crucial to understanding the performance of natu-
ral language processing (NLP)models or algorithms (Gillick&Liu, 2010; Guzmán et al., 2015).
We rely on human evaluators because certain textual aspects are difficult to assess with auto-
matic evaluation metrics, necessitating human judgment either to train the model or to rate
the quality of its outputs. However, human evaluation is known for its instability (Clark et
al., 2021; Gillick & Liu, 2010), attributed to factors ranging from the quality of the workforce
(Karpinska et al., 2021) to challenges in reproducing the same tasks or training human experts
to provide consistent assessments (Chiang&Lee, 2023). Despite these limitations, human eval-
uation is prevalent and commonly considered indispensable in NLP, offering advantages over
automatic metrics when carefully implemented.

In addition to the trainingphases, themost relevant task inmodels of humanvalidation is re-
cruiting the most appropriate team of annotators for the task. Primary strategies for recruiting
annotators include hiring and training coders, such as students or research assistants, or utiliz-
ing crowdsourced work services like AmazonMechanical Turk (MTurk) (Kasthuriarachchy et
al., 2021). These strategies may be used individually or in combination, with trained coders an-
notating relatively small datasets considered gold standards and crowd workers increasing the
volume of annotations (Gilardi et al., 2023). However, the limitations of these approaches in-
crease when using LLMs for content annotation tasks, as they have been shown to outperform
crowd workers, especially in complex tasks (Gilardi et al., 2023; Huang et al., 2023; Törnberg,
2023). Specifically, in the context of political communication research, LLMs possess signifi-
cant knowledge of political and cultural contexts compared to a low-skilled workforce. Addi-
tionally, recruiting students or research assistants with deep knowledge of the political context
is challenging, and this specific training is extremely time-consuming and resource-intensive.
Furthermore, when conducting research in less commonly spoken languages, such as those
other thanEnglish or Spanish, the recruitment process becomes complicated due to the scarcity
of native-speaking crowd workers.
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Weconducted our validation roundswith these challenges inmind. Initially, we considered
recruiting crowdworkers fromFiverr, a platform that facilitates the hiring of Italian freelancers,
and selected eight coders with expertise in copy-editing and data analysis.

However, after careful consideration, we decided against using crowd workers for validat-
ing our results. During the validation phase of our pipeline, we needed to thoughtfully select
evaluators to assess the quality of clustering and labeling. As previously discussed, studies have
shown that crowd workers may underperform compared to large language models in certain
content annotation tasks (Gilardi et al., 2023; Huang et al., 2023; Törnberg, 2023; Zhang et
al., 2023). This prompted us to reconsider whether crowd workers would be the most appro-
priate judges for an approach that surpasses their performance in the same tasks. For instance,
when assessing the accuracy of the clustering, we encountered several cases that were challeng-
ing even for experts familiar with the national political context. This difficulty arises because
it is unreasonable to expect humans to recall every specific political event and actor over the
years. To illustrate with an example from our dataset, during one of the coder training sessions
in the validation phase, we encountered the following story included in the cluster labeled as
“Corruption and Criminal Allegations in Italian Politics and Public Services”:

AmedeoMatacena has died: struck down by a sudden illness. Matacena died at 59
years old inAbuDhabi, where he had been living for years. The former Forza Italia
deputyAmedeoMatacena, awell-knownentrepreneur fromReggioCalabria, died
at the age of 59. He was the son of the shipowner of the same name who passed
away in 2003, and he was famous for initiating the ferry service across the Strait of
Messina with Caronte […] (translated from the original in Italian).

At a first look, this news seems to deal with the death of a secondary, former Italian politi-
cian. It was necessary to google the name AmedeoMatacena to discover that he had been con-
victed of involvement in a mafia association and had been a fugitive in Abu Dhabi until his
death.

Given these challenges, we thus decided to rely on expert researchers in political commu-
nication to conduct the three validation rounds. As mentioned in the previous paragraph, we
employed a team of seven coders for the fine-tuning and validation phase of the binary political
classifier. This team consisted of all the authors of a paper we presented at the annual confer-
ence of the Italian Political Communication Association in 2023. Except for one PhD student,
all co-authors are postdoctoral researchers and associate professors specializing in political com-
munication and social media studies, and all are native Italian speakers.

In the second and third rounds of validation, we employed a team of six expert coders, four
of whom had also participated in the first round. In this instance, the annotators were all PhD
candidates, postdoctoral researchers, and associate professors focusing on political communi-
cation and social media research topics and all were native or proficient in Italian.

The less expert researchers were trailed and supervised by the more proficient ones, in par-
ticular concerning knowledge of the last ten years’ Italian political scenario. The processes of
the second and third rounds of validation are described extensively in Section Three.

6 Conclusions

In this work, we pioneer the exploration of multiple validation protocols for different tasks in
political discourse annotation using LLMs. Incorporating LLMs in natural language process-
ing marks a significant paradigm shift within the field, offering a viable and adaptable method
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for mostly unsupervised clustering analysis and narrative extraction. Indeed, they bring the po-
tential of transformer languagemodels like BERT to topicmodelingmethods (Mu et al., 2024).
LLMs demonstrate their capability to handle specific domain, platform, and cultural context
datasets with little to no fine-tuning required.

Thanks to their general-purpose nature, LLMs can manage extensive and complex tasks,
enabling elaborate methodological pipelines. Specifically, we employed LLMs for three differ-
ent tasks on two datasets of Facebook links related to the 2018 and 2022 Italian elections. We
thus used LLMs in model fine-tuning to build a highly reliable binary classifier of political and
non-political links, to generate LLM-based embeddings to cluster similar political content, and
to make inferences via API to create short descriptive labels for the identified clusters.

However, using LLMs in all the steps of ourNLP pipeline also introduces several new chal-
lenges, particularly in validating methodologies. We faced major challenges, particularly when
we evaluated the outcomes of the unsupervised tasks, such as cluster analysis and label genera-
tion. At a general level, an LLM-in-the-loop pipeline necessitates distinct and tailored valida-
tion steps to assess the efficacy of each of the pipeline actions. In cluster analysis outcomes, we
observed that LLMs can generate clusters/narratives with varying granularity levels, affecting
howwe consider the items within the same narrative group accurate or coherent and requiring
highly detailed and adaptable codebooks. Moreover, LLMs’ deep understanding of political
and cultural contexts impacts the selection of the workforce for validation processes involv-
ing human participants, challenging traditional methods of recruiting content annotators and
making the involvement of high-profile experts necessary. The versatility of LLMs encourages
the phasing out of outdated annotationmethods previously used inNLP studies. For instance,
reliance on a low-skilled workforce annotation through crowdsourcing services like Amazon
Mechanical Turk may become less necessary, as LLMs can efficiently process and understand
large datasets with greater accuracy. This shift necessitates the development of new, robust val-
idation protocols that keep pacewith the rapid advancements inmachine learning and artificial
intelligence. These protocols must ensure that the models are not only effective but also free
from bias and ethically compliant. Our validation protocol, for example, attempts to address
potential biases by implementing a human-led task-by-task evaluation that relies fully on ex-
perts (Pangakis et al., 2023). Regarding the ethical concern of using models from proprietary
providers for political content annotation, we mitigated this issue by choosing to provide the
model with titles and brief descriptions of news stories that are already publicly available. Thus,
we did not expose any proprietary, private, or sensitive information to the model.

The development of validation protocols for using LLMs to analyze the digital political
discourse is a compelling issue. A timely implementation of LLMs in this field of studies may,
in fact, be crucial in preventing their misuse.

Over the last two decades, each technological tool producing information flows has been
susceptible to exploitation by malicious actors to spread problematic information and manip-
ulate public opinion. In this context, LLMs can act as a double-edged sword. Prompt and
competent adoption of these tools by political communication and science researchers may
be pivotal in preventing or tackling such abuses and safeguarding the integrity of information
while promoting responsible technology use in society.

Overall, the advancement of LLMs in NLP has opened new avenues for research and ap-
plication. Although our research design is particularly complex, including various rounds of
annotation that exploited LLMs for different tasks, the resources consumed in terms of time,
costs, and researchers involved are, considering the scale of the project, limited.

Finding effective validation solutions that minimize the challenges of implementing an

https://doi.org/10.6092/issn.1971-8853/19524 98

https://doi.org/10.6092/issn.1971-8853/19524


Integrating Large LanguageModels in Political Discourse Studies on Social Media Sociologica. V.18N.2 (2024)

LLMs-in-the-loop pipeline for content annotation may facilitate the introduction of LLMs
into social science research. We wrote this essay to share our experience and expect it to serve
as a guide to other researchers who would introduce LLMs in their studies. We hope that shar-
ing our knowledge can contribute to the early adoption of similar methodological approaches
using LLMs for digital political content annotation.
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Appendix A

Table A1. Cluster Coherence Assessment Guidelines Scheme

Levels Definitions and examples
Level 0: No Coherence Definition: The two links have nothing in common.

Example: One link discusses an environmental policy regarding
renewable energy, while the other covers a new education curriculum in
schools. These stories do not share thematic elements.

Level 1: Broad Thematic
Coherence

Definition: The two links pertain to the same broad area of politics (e.g.,
economy, health, taxes, immigration, environment, safety, …) but refer to
stories with different actors, events, places, or organizations.
Example: Both links cover economic issues. One is about tax reforms
affecting small businesses, and the other discusses federal spending on
infrastructure. They share a broad theme of economic policy but focus
on distinct topics.

Level 2: Specific
Thematic Coherence

Definition: The two links have specific actors, events, places, or
organizations in common but refer to different journalistic stories.
Example: Both stories mention theWorld Health Organization’s
response to health crises but from different angles—one focuses on
funding and resource allocation, while the other examines the impact of
WHO guidelines on national health policies.

Level 3: Same Journalistic
Story

Definition: The two links refer to the same journalistic story, covering
the same actors, events, places, and organizations with closely related
narratives.
Example: Both links detail discussions and outcomes of a specific
international climate summit, including the same participating countries,
agreed-upon actions, and criticisms from environmental groups.

Level 98: I do not know/I
am not sure/one or both
links contain multiple
themes/stories

Definition: The coder is unable to assess the coherence (either because of
a lack of knowledge or because of the nature of the content).
Example: At least one of the link titles or descriptions do not clearly
convey its topic to the coder. |
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Table A2. Labels accuracy assessment guidelines scheme

Levels Definitions and examples
Misfit Definition: The label fails to align with the item’s content, missing significant

aspects or inaccurately representing its implications.
Conditions: If the label fails to meet either the Thematic Alignment or
Implications criteria, it is automatically categorized as a Misfit.
Criteria Examples

1. Thematic Alignment: The label introduces themes or subjects completely
absent in the item.

2. Implications: The label implies a stance or narrative that contradicts the
item’s factual content or focus.

Partial Fit Definition: The label relates to the item in terms of theme and implications,
but either the content covered by the label is too narrow or broad (include also
other distinct themes not discussed by the item), or its context diverges from the
context of the item.
Conditions: The label meets the criteria for Thematic Alignment and
Implications but fails to completely cover Content Coverage and/or Contextual
Alignment.
Criteria Examples

1. Thematic Alignment: The label addresses the key theme of the item.

2. Implications: The label accurately reflects the item implications.

3. Content Coverage: The label encompasses themes or details that extend
beyond the scope of the item or cover part of the item’s content well but
overlooks or inaccurately represents other significant parts.

4. Contextual Alignment: The label fails to reflect the item’s specific
geographical, cultural, or situational context accurately.

Good Fit Definition: The label fully and accurately represents the item across all aspects.
Conditions: The label must completely satisfy all four criteria: Thematic
Alignment, Content Coverage, Contextual Alignment, and Implications.
Criteria Examples

1. Thematic Alignment: Addresses the main themes or significant content
of the item clearly.

2. Implications: Accurately reflects the implications or conclusions
supported by the content.

3. Content Coverage: Captures all critical details, with only minor aspects
possibly overlooked.

4. Contextual Alignment: Fits well within the context presented in the item
with only slight inaccuracies.
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Table A3. Prompts we used to feed gpt-4-turbo

Role Message
System “You are an assistant tasked with aiding a political scientist in analyzing social

media content related to the [2018/2022] Italian elections. Your objective is to
synthesize the core themes of groups of politically themed links shared on
Facebook into succinct, descriptive labels in English. These labels should
encapsulate the primary themes, issues, or narratives prevalent among the links
in each group, providing a concise overview of their collective content.”

User “Presented below is a selection of links from one such group. Each entry merges
the title and description of a link, offering a glimpse into its thematic content.
Based on these summaries, identify and articulate overarching themes or
characteristics shared across these links. Your response should be a concise,
descriptive phrase or label that accurately captures these shared elements.
This label will be instrumental in cataloging and analyzing the political
discourse related to the [year] Italian elections on Facebook. [text] (Placeholder
where the actual items to be analyzed are inserted.)
What descriptive English label best summarizes these shared characteristics?”
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Abstract
This essay accounts for a novel way to explore generative artificial intelligence (GenAI) ap-
plications for digital methods research, based on the AI Methodology Map. The map is a
pedagogical resource and a theoretical framework designed to structure, visually represent,
and explore GenAI web-based applications. As an external object, the map functions as a
valuable teachingmaterial and interactive toolkit. As a theoretical framework, it is embod-
ied in a static representation that provides principles for engaging with GenAI. Aligned
with digital methods’ practical, technical, and theoretical foundations, the map facilitates
explorations and critical examinations of GenAI and is supported by visual thinking and
data practice documentation. The essay then outlines the map principles, its system of
methods, educational entry points, and applications. The organization is as follows: First,
we review GenAI methods, discussing how to access them, and their current uses in so-
cial research and the classroom context. Second, we define the AI Methodology Map
and unpack the theory it embodies by navigating through the three interconnected meth-
ods constituting it: making room for, repurposing and designing digitalmethods-oriented
projects with GenAI. Third, we discuss how the map bridges GenAI concepts, technicity,
applications and the practice of digital methods, exposing its potential and reproducibility
in educational settings. Finally, we demonstrate the AI Methodology Map’s application,
employing a digital methodology to analyze algorithmic race stereotypes in image collec-
tions generated by nine prominent GenAI apps. In conclusion, the essay unveils method-
ological challenges, presenting provocations and critiques on repurposing GenAI for so-
cial research. By encompassing practice, materiality and theoretical perspective, we argued
that the AIMethodologyMap bridges theoretical and empirical engagement with GenAI,
serving them together or separately, thus framing the essay’s main contribution. We ex-
pect that the AIMethodologyMap’s reproducibility will likely lead to further discussions,
expanding those we present here.
Keywords: Generative Artificial Intelligence; GenAI; Digital Methods; AI in Education;
Image Networks; Technicity; Algorithmic Race Stereotypes.
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1 Introduction

This essay accounts for a novelway to explore generative artificial intelligence (GenAI) based on
the AI Methodology Map1. The map is a pedagogical2 resource (interactive toolkit and teach-
ing material) and theoretical framework designed to structure, visually represent, and explore
generative artificial intelligence (GenAI) web-based applications (apps) for digital methods-led
research. In particular, the explorations of apps and code-based platforms mediating access to
GenAI foundation models (Burkhardt & Rieder, 2024). The map is an interactive toolkit and
teaching material to support workshops and AI sprints, and it is also embodied in a static rep-
resentationwhich covers theoretical orientation principles for engaging withGenAI.While we

1. The map is available at https://genmap.designingwithai.ch/map and documented at https://github.com/z
umatt/AI-Methodology-Map. The AI Methodology Map integrates an experimental and multidisciplinary
ongoing project, namely “Designing With: A New Educational Module to Integrate Artificial Intelligence,
Machine Learning and Data Visualization in Design Curricula”. It is a research project in collaboration be-
tween the Institute of Design, SUPSI; theUniversidadeNOVAde Lisboa, iNOVAMedia Lab, and the EPFL.

2. The term pedagogical refers to the theoretical-practical framework based on Bloom’s Taxonomy (Anderson
& Krathwohl, 2001), reflecting the educational approaches, practices and purposes that should characterise
education in the 21st century.
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expect the reader to take these perspectives together, they can also serve separate purposes if
desired.

The AI Methodology Map is based on three core principles: the theoretical and practical
foundations of digital methods (Marres, 2017; Omena, 2021a), visual thinking and documen-
tation of data practices (Arnheim, 1980 & 2001; Mauri et al., 2020), and interdisciplinary re-
search efforts (Gray et al., 2022). Unlike method protocols and recipes that present “how to”
steps to achieve a specific research outcome while ensuring reliable results (see Bounegru et al.,
2017), themapprioritizesways of knowingGenAI.That is understandingwhat to look atwhen
leveraging GenAI to advance digital methods. Therefore, the map expands established digital
methods practices, i.e., enacted by the repurpose of crawling, scraping, and API calling for so-
cial and cultural research, by enquiring and experimenting with what counts in practice when
repurposing GenAI.

The AI Methodology Map differs from quick responses to the AI impact and (mis)uses
with precautionary measures, as it is not focused on mandating transparent disclosure of the
use and performance of large language models (LLMs) (see Stokel-Walker & Noorden, 2023;
Dwivedi et al., 2023) or promoting a framework that primarily centres on the ethical issues and
misuses of GenAI in educational settings (see Russel Group, 2023; Popescu & Schut, 2023;
Baidoo-Anu & Ansah, 2023). Although acknowledging these as critical factors, we argue that
the effort to understand GenAI from uncomplicated and technical perspectives — as the map
proposes — is equally relevant. The map, thus, addresses other challenges of “repurposing”
GenAI (technology) for social research, which involves most of all, a mindset (see Franklin,
1990; Marres, 2017) encompassing conceptual, technical, and empirical dimensions (see Hoel,
2012; Omena, 2022; Rieder, 2020). By creating space for GenAI to sit through hands-on
practice, the map aims to surface foundational layers in discussions for social research and con-
tributes to the field of digital methods epistemology.

This essay outlines theAIMethodologyMapprinciples, its systemofmethods, educational
entry-points, and applications. The organization is as follows: First, we review GenAI meth-
ods, discussing how to access them and their current uses in social research and the classroom
context. Second, we define themap and unpack the theory it embodies, navigating through the
three interconnected methods constituting it: making room for Generative AI (method 1); re-
purposing GenAI apps and outputs (method 2); and designing digital methods-oriented projects
with GenAI outputs (method 3). Method 1 focuses on ways to become familiar with GenAI
conceptually, technically and empirically. Method 2 introduces new ways to use GenAI and
repurposing prompting techniques as research methods. Method 3 elicits the exploration of
designing digital methods projects for analyzing GenAI models, outputs, or interfaces. Third,
we discuss how the map bridges GenAI, technicity, applications and the practice of digital
methods, demonstrating its potential and reproducibility in three educational settings. Finally,
a case study demonstrates the AI Methodology Map’s application, employing a network vi-
sion methodology (Omena, 2021b) to analyze image collections generated by nine prominent
GenAI apps. This study investigates algorithmic race stereotypes and compares visual mod-
els’ responses to the same prompt. We conclude by discussing methodological challenges and
addressing three provocations.

This essay’s main contribution is the introduction and development of the “AI Methodol-
ogyMap”, a dual-purpose interactive toolkit and theoretical framework designed for exploring
GenAI applications in digital methods-led research within the Social Sciences and Humani-
ties. By functioning as both a theoretical framework and a practical tool, the map bridges a
gap between theoretical perspectives and empirical engagement with GenAI, and facilitates its
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integration into educational and research contexts.

2 Generative AIMethods: FromDefinition and Accessibility to Social

Research Applications and ClassroomContext

GenAI is a subset of machine learning (ML) that employs deep generative models to gener-
ate novel and realistic content across various modalities (e.g., text, images, code) based on user
prompts3. To facilitate user interactionwith suchmodels, interfaces are developed as tools that
use prompts as interaction touchpoints (Banh & Strobel, 2023). Each model necessitates dif-
ferent types of input data and is enabled to generate specific outputs, exemplified by the func-
tionality of input data to output data, which may include text-to-text, text-to-image and other
operations. The development of generative AI is contingent upon the integration of three es-
sential components: a dataset utilized in the training of the large language model (LLM), the
source code employed to define and execute the training process on a given dataset, and the
model eventually comprising the parameters or weights (Shrestha et al., 2023).

The ability of GenAI models to produce previously unseen synthetic content (García-
Peñalvo & Vázquez-Ingelmo, 2023) differs from classification tasks performed by predictive
ML models, such as identifying constitutive elements and semantic contexts in an image,
e.g. person, woman, happy. GenAI models offer unpredictable synthetic content. On the one
hand, the meaning of language is created through the user inputs (data or prompt) and the
model’s capacity to recognize existing information and generate new content (Gozalo-Brizuela
& Garrido-Merchan, 2023). On the other hand, the specificity of GenAI models can shape
research methodologies as what they generate exposes their internal knowledge space (see
Borra, 2024; Burkhardt & Rieder, 2024).

2.1 Accessing GenAIMethods throughWebApps and Coding Platforms

The accessibility of LLMs to generate content — identified in the essay as GenAI methods —
maybe achieved through twodistinctmodes, as shown inFigure 1. One can accessGenAImod-
els through open source or proprietary (1) web applications and (2) coding platforms, which
allow us to carry out tasks using the model in different ways yet requiring different skill sets.

GenAI web applications offer intuitive interfaces requiring no prior technical knowledge,
such as Dall-E 2 (Ramesh et al., 2022) or ChatGPT (OpenAI, 2023) for generating images
and text. That is, one accesses the GenAI methods via front-end interface interactions only.
Other examples are research software web-based applications, such as Prompt Compass (Borra
& Plique, 2024)4 which provides access to various LLMs, offering a library of prompts for dig-
ital research and allowing users to apply these prompts to a series of inputs. GenAI coding plat-
forms allow interactionwith themodel through code, providingmore customization andoften
more control over the data used. This generally requires medium to high programming skills.
Models can be accessed via global information trackers like GitHub or coding platforms like
HuggingFace. Examples includeMeta Llama 2 (Touvron et al., 2023), multiple large language
models (LLMs) that have already been trained and refined, and Stable Diffusion (Rombach et
al., 2021), a model that can be used to generate or modify images based on text prompts.

3. That is a piece of text or input provided to a GenAI model which directs and shapes the model’s response.
4. https://github.com/ErikBorra/PromptCompass
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Figure 1. The placement of Generative AI in the realm of Artificial Intelligence (Inspired by Banh &
Strobel, 2023) including GenAI components and the model accessibility

Discussions about the disparities between GenAI web applications and code-based plat-
forms involve their accessibility and management of model settings. GenAI web applications
are typically proprietary software that does not permit open access, limiting control overmodel
settings. In contrast, code-based applications are often released as open-source software. This
allows users unlimited access to their models, trained datasets, and code for personalized train-
ing (Shrestha et al., 2023). This provides users greater control over the usage of GenAI models.
However, the coding nature of the software could be a limitation. To overcome this gap, some
open-source solutions use libraries, such as Gradio (Abid et al., 2019), that allow developers
to create quick demos or web applications. This openness fosters a collaborative environment
where developers and researchers contribute to the model’s improvement, leading to more ro-
bust and refined AI applications. Such models are typically made available to the public with
comprehensive documentation, facilitating customization and experimentation for specific re-
search or project requirements. However, compared to web applications, they still require ex-
pertise in understanding and managing the code source.

The proposed AI Methodology Map uses an interactive visualization5 that groups several
different GenAI apps and coding platforms, both proprietary and open-source, allowing the
discovery and exploration of generative methods.

2.2 GenAI and Social Research

The integration of AI in the field of social sciences has led to significant changes in the ap-
proaches and methodologies used in research (Sinclair et al., 2022), providing insights into hu-
man behaviours, social patterns (Zajko, 2021), online communities, hidden dynamics, data in-
terpretation (Koplin, 2023) and enhancing collaborationbetweenhumans andmachines across

5. http://genmap.designingwithai.ch
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various fields (Perez et al., 2023). Greene (2023) and Anderson et al. (2023) demonstrate how
the combinations of AI technologies with traditional research methodologies are shaping new
areas of knowledge and understanding of the social domain. Such convergence is indeed stim-
ulating the development of inventive ideas and protocols, transforming the already recognized
and employed methodologies and providing new perspectives on human behaviours, on the
social patterns inscribed within AI systems, which can reveal societal trends and intricate phe-
nomena (Leshkevich &Motozhanets, 2022).

The employment of generative AI in social research not only opens up new ways of un-
derstanding and addressing social challenges (see Wang et al., 2022) but unveils new ethical
concerns (Graziani et al., 2023) and implications for decision-making processes, educational
frameworks, and interdisciplinary cooperation. In research practices, generative AI leads to
merging data, algorithms, and social practices, giving life to new and unexpected cultural phe-
nomena and dynamics (de Seta et al., 2023). There is a call for ongoing dialogue and collab-
oration among scholars, policymakers, and education officials to discuss the incorporation of
(generative) AI into research and social applications (Graziani et al., 2023). Potential alterna-
tives include developing AI ethical guidelines sensitive to cultural nuances (Vogel, 2021) and
fostering interdisciplinary collaboration to enrich the debate and develop new methods to ef-
fectively address and mitigate AI bias (Ferrara, 2024).

Building upon the characteristics and potentials of GenAI, which is efficient in analyzing
and discovering social patterns and behaviours, as well as perpetuating inequalities, misrepre-
sentations, or distortions of physical reality inherent to the training datasets, interdisciplinary
research such as media studies, design, and digital methods have leveraged GenAI. This has
often involved encoding stereotyped representations of society to expose existing biases (Luc-
cioni, 2023). An emerging practice of repurposing GenAI outputs has proven valuable and
may be considered for social research. Generating images for further scrutiny using qualitative
and quantitative methods (Venturini, 2024) is one example. Results have shown that Stable
Diffusion often amplifies racial and gender disparities, especially concerning job occupations
(Nicoletti & Bass, 2023). The analysis of over 5,000 images reveals that white males tend to
occupy leadership roles while associating people of colour with lower-paying jobs or criminal
activity. When it comes to the depiction of biodiversity across GenAI models, it varies by lan-
guage, model, and context, with notable consistencies and differences (Colombo, De Gaetano
&Niederer, 2023). Language andmodel choice significantly affect the representation of species
and human presence. Seasonal and geographical prompts influence the colour scheme and
thematic focus, while ecosystem and continent prompts highlight the challenges in accurately
depicting biodiversity, sometimes making it stereotypical, decorative, and simplified. Instead
of analyzing collections of generated images, Erik Salvaggio (2023) employs media studies ap-
proaches to qualitative interpretations as reflections of cultural, social, economic, and political
biases. A generated image of a kissing couple — showing a white heterosexual couple with the
man appearing reluctant and distorted — reveals underlying assumptions about gender, inti-
macy, and representation. He suggests that understanding the dataset’s origin, content, and
collection method is crucial for uncovering the biases encoded in AI-generated images, provid-
ing insight into societal norms and values. These cases underline how scholars from an inter-
disciplinary background are using GenAI outputs as valuable perspectives to expose the need
for inclusive and culturally sensitive GenAI development practices.
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2.3 GenAI in ClassroomContext

GenAI models are challenging educational institutions with entirely different modes of op-
eration and knowledge production from what we have seen so far. After causing a combina-
tion of shock and hysteria (Goulart, 2024), GenAI has already transformed traditional teaching
methodologies due to its capacity to impact, modify, and enhance students’ performance and
learning experiences—particularly since 2022 and after the public can easily accessGenAIweb
applications, like Midjourney’s open beta version in July and OpenAI’s ChatGPT in Novem-
ber. Discussionswithin higher education institutions and scholarly literature have explored the
integration of GenAI web applications into pedagogical practices (Honig et al., 2023; Russel
Group, 2023); such as educational curricula, pedagogical strategies, and assessment method-
ologies must be reevaluated or are already being redesigned and created (see Botta et al., 2024;
Verhoven&Vishal, 2023; Antolak-Saper et al. 2023). Higher education institutions response to
GenAI, such as those in Australia, Brazil, Spain, Portugal, and the United Kingdom, have been
majorly inclusive and welcoming, yet a more practical approach is still under development (see
Antolak-Saper et al., 2023; Agência Lusa, 2023; Gaspar, 2023; Roussel Group, 2023). Exam-
ples include adopting experiential teachingmethods, developing critical field guides, designing
GenAI in teaching planning and classroom activities, and creating newmethodological frame-
works.

Verhooven and Vishal (2023) advocate for “experiential teaching methods”, emphasizing
skills such as emotional intelligence, collaboration, creativity, and critical thinking—attributes
that machines cannot easily replicate. Their perspective underscores the necessity to equip stu-
dents with competencies that are indispensable in the dynamic and technology-driven jobmar-
ket of the future. Honig et al. (2023) discuss three ways of applying GenAI to teaching meth-
ods. Firstly, AI can assist students during the ideation phase and help them explore solutions
and problems. Secondly, it can be a peer reviewer in code development and improve software
maintainability. Thirdly, and aligning with the Socratic method, AI can actively participate
in discussions, fostering critical thinking through inquiry and debate. This last role covers two
essential learning outcomes: identifyingmisinformation and developing skills in usingAI tools
consciously.

Critical field guides also explain new educational formats to account for AI in a classroom
context, such as the “Critical Field Guide for Working with Machine Learning Datasets” (Cis-
ton, 2023). This guide promotes critical thinking by introducing the conscious use of AI, pro-
viding straightforward technical definitions — e.g. models, neural networks — and emphasiz-
ing the importance of understanding the ecosystem behind theGraphical User Interface (GUI)
of AI applications. This includes identifying the creator/s of the dataset, the labelling method,
the types of data contained, the contexts included, the state of updating and documentation
of the dataset, the licenses and terms of use, the people or groups of people involved and in-
terested in the dataset, and so forth. Only through this process of continuous inquiry into the
model that a technical and ethical awareness canbe developed to access these datasets as valuable
resources for designing outcomes.

Finally, projects proposing new frameworks and didactic guidelines withAI integrate inno-
vative learning experiences for students. This is the case of “Designing With: An Educational
Module to Integrate Artificial Intelligence, Machine Learning, and Data Visualization in De-
sign Curricula” (Botta et al., 2024). The project proposes a design-stage-oriented framework
and didactic guidelines tailored explicitly for design students and teachers. The framework
integrates design stages with AI and data visualization tools, enabling students to explore col-
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laborative opportunities in a structured and informed way.
GenAI in the classroom context cultivates critical and creative thinking and analytical skills

among students when interacting with AI-generated outputs. As predicted by Gordon Pask
(1975), a British cybernetician and inventor, interactions with machines indeed enable us to
exchange and learn while reflexively reshaping our knowledge bases through iterative question-
ing and critical engagement. This essay contributes to this moment by offering hands-on edu-
cational methods that touch upon foundational GenAI aspects.

3 TheMap: An Introduction

This section introduces the AI Methodology Map, represented in Figure 2, as a theoretical
framework that outlines principles of orientation for engaging with GenAI. It offers the map’s
definition, unpacks the theory it bears, and navigates three interconnected methods to under-
stand, explore, and develop digital methods projects with GenAI.

Figure 2. The AIMethodologyMap: A static representation that provides principles and methods for
engaging with GenAI. The map’s digital and interactive version is available at

https://genmap.designingwithai.ch/map

3.1 AIMethodologyMap: What Is andWhat For?

TheAIMethodologyMap (Figure 2) is a pedagogical resource (interactive toolkit and teaching
material) and theoretical framework designed to structure, visually represent, and explore
GenAI web-based applications for digital methods-led research. The map is a conceptual,
empirical and interactive structure that organizes knowledge and methodological frameworks
for engaging with GenAI. It combines methods crafted to enhance comprehension of GenAI
through practical applications that help researchers and students develop ways of understand-
ing, thinking about, and creating knowledge using GenAI. Theoretically, it covers perspectives
and discussions on empirical engagement with GenAI in the Social Sciences and Humanities.
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As an external object (digital version), the map is materialized as teaching material and an
interactive toolkit for exploring GenAI Apps in the context of digital methods research. While
we expect the reader to take these perspectives together, they can also serve separate purposes
if desired.

The methodology map presumes that users possess a basic understanding of generative
methods. Its representation serves not only as a visual guidance for practical activities but
also aims to make the “invisible” (see Mauri & Ciuccarelli, 2016) aspects of GenAI methods
more visible and understandable. Thus, this map has a different purpose from method pro-
tocols and recipes, which record and present predefined, structured methods, techniques, or
procedures designed to achieve a specific research outcome (Bounegru et al., 2017;Mauri et al.,
2020). While method protocols ensure the reliability and validity of empirical findings (Cross,
2001), explaining method design and implementation (what and how it was done), the map
we introduce prioritizes processes of acquiring technical knowledge for method reasoning and
practicing. By focusing on “what to look at”, the map elicits ways of knowing GenAI while un-
derstanding when and why to value them in a methodological ensemble (see Omena, 2021a). In
this sense, the map’s purpose and outputs move towards the epistemology of digital methods
and its critical reflections rather than final research products.

Regarding reproducibility, although the map is developed for implementation in work-
shops or AI sprints, it allows anyone to independently repeat the procedures without needing
mediators. Individuals can use the map’s essential theoretical points as a guide to engage with
GenAI and take advantage of the external teaching resources. In the following sections, we will
introduce the theoretical framework that underpins themap and its system ofmethods, which
elicit attitudes of making room for, repurposing, and designing projects with GenAI.

3.2 Three Principles: Theoretical Framework

Three principles underlie the AI Methodology Map: (i) the practical and theoretical founda-
tions of digital methods, (ii) visual thinking, and data practice documentation, along with (iii)
interdisciplinary research endeavours. Wewill discuss each individually and then illustrate how
they intersect within the interconnected methods depicted on the map.

The map embodies a technicity perspective on the practice of digital methods that consid-
ers medium-technicity to (re)think the design and implementation of these methods (Omena,
2021a; 2022). This perspective attends todeveloping a specificmindset,modes of thinking, and
technological awareness required by the methods (Marres, 2017; Rogers & Lewthwaite, 2019;
Rogers, 2013) — or technology itself (see Franklin, 1990), yet it embodies a domain of knowl-
edge encompassing conceptual, technical, and empirical dimensions (see Hoel, 2012; Rieder,
2020) about GenAI and the necessary computational media requested to work with the meth-
ods. On the one hand, a technicity perspective is closely related to relational processes between
the researcher and the computational media required to advance the methods, i.e. the itera-
tive and navigational research practices that constitute a methodological ensemble, technical
and practical knowledge. On the other, it refers to the researcher’s attitude to understanding
GenAI and computational media conceptually, technically, and empirically, in isolation and
comparison and on their terms, while knowing how and when to appreciate their substance,
value and agency (Omena, 2021a; 2022). This framework, as elucidated in the AI Methodol-
ogyMap, encourages a grasp of GenAImethods and applications on their terms and relational
contexts within a methodological ensemble, as demonstrated in section 5.

The second principle underlying the map incorporates visual thinking and data practice
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documentation to acquire and produce knowledge about GenAI. Visual thinking on the map
guides intuitive and intellectual modes of thinking that closely interact, making it difficult to
separate them (see Arnheim, 1980; 2001). Themap’s visual representations support processes
of visually acquiring knowledge through thought and experience. They are designed to connect
the map user with core aspects of GenAI and its exploratory applications.

Visual thinking in the map is not just a feature but a comprehensive approach to intro-
ducing and revealing GenAI through the context of digital methods practices. For example,
it allows users to easily navigate three interlinked methods that offer detailed procedures and a
clear set of instructions for overcoming the challenges of repurposingGenAI for social research.
This approach, where the process of acquiring and producing knowledge involves the interpen-
etration of theoretical, practical, and technical modes of thinking, is further enhanced by inte-
grating visual data practice documentation. The latter aids in recognizing the “non-objective,
situated, and interpretative nature” of data practices (Mauri & Ciuccarelli, 2016; Mauri et al.,
2020). For example, the map guides users in structuring and recording each step and decision
via methodological workflows. The visual aids are particularly relevant as they facilitate a prac-
tical and technical understanding ofGenAI apps, encouraging critical, reflective, and relational
thinking. Visual thinking is also applied through interactive visualization, which provides an
initial technical and practical knowledge of GenAI apps, models, or code.

The third principle explains how themap fosters interdisciplinary research efforts that com-
bine digital methods, information design, and media studies. The AI Methodology Map is
based on research-led teaching (see Gray et al., 2022; Rogers & Lewthwaite, 2019) and collab-
orative approaches among SUPSI, NOVA, and EPFL that involve MA courses such as Interac-
tionDesign,NewMedia andWebPractices, Space andCommunication, and anMSc inTransi-
tion, Innovation, and Sustainability Environments. The proposedmethodology combines the
authors’ research background and classroom context to advance research while teaching about
GenAI, its potential for design and media studies, and its use as a research method.

Together, these principles correspond to and inform five practical entry points for lead-
ing the map’s application (see Figure 2), which promote understanding and engagement with
GenAI apps. We will discuss and illustrate them practically in Section 4.

3.3 ThreeMethods: Make Room, Repurpose, andDesign Projects with GenAI

The AI Methodology Map combines three interconnected methods designed to understand,
explore, and develop projects with GenAI (Figure 2). These methods follow a technicity per-
spective to engage with GenAI (Omena, 2021a) and are better suited for individual and group
activities in AI sprints or workshops.

Making room for GenAI (Figure 2, Method 1) explores generative methods by navigating
an interactive visualization6 while responding to crucial questions aboutGenAI apps, support-
ing the map user’s conceptual, technical, and empirical familiarization with them. The interac-
tive visualization contains structured information about various generative methods mediated
by GenAI proprietary applications and open-source models. Whereas five key questions ask
what generative method and what LLM is operating. Also, is API documentation available,
and can we identify the dataset used to train the model?7 What are the limitations or potential

6. https://genmap.designingwithai.ch/
7. As Borra (2024) explains, “foundation models are (pre-)trained on massive data sets — and are mainly prob-

abilistic completion machines. Fine-tuned models use foundation models as their basis, but have learned to
do specific tasks such as classification, extraction and summarisation.”
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biases one might encounter in the LLM currently in use? Is it an open-source or proprietary
model? Who developed it? What type of input is required? What kind of output does one get?
What is required to use this app or open-source code? If possible, adjust the model tempera-
ture; what does it mean? The explorations and findings should be documented in a shared file8
(e.g. using Figma), which allows for and empowers collective discussions among all involved.
The proposed activities encourage efforts to become acquainted with GenAI methods as carri-
ers ofmeaning—here, employingGenAI for social research. Method 1 showcases that to know
GenAI apps or open-source models, one must do more than interact with them. So, when
making room for GenAI, the initial fascination with its methods is immediately balanced with
a critical and technical awareness of what they are and the key elements making them operate.

Repurposing GenAI (Figure 2, Method 2) for social research or media research is a method
that creates new ways of using GenAI and prompting engineering techniques without funda-
mentally changing their nature (see Rogers, 2013; Noortje, 2017). In other words, the creative
use of prompting and their outputs, GenAI apps’ interfaces or code as research methods or
objects of critique. Repurposing refers to established digital methods practices for conduct-
ing research using materials not initially created or intended for that purpose, such as digital
objects (hashtags, URLs, web entities) and web technologies and methods (crawlers, scrapers,
APIs, knowledge graphs). Sections 4 and 5 demonstrate howGenAImodels and generated im-
ages can be repurposed to uncover racial stereotypes. Repurposing GenAI is an extension of
method 1: because I now understand GenAI, I will take a risk in repurposing it.

Themap user engages with a rationale that intentionally starts withmedium specificity and
only then defines the research aim accordingly. Once the generative method(s) and associated
web-based application or open-source model are defined, we determine the expected outputs
and required inputs. For example, text, instructions, or tables could be used to generate audio,
but which of these options is most compatible with the attitude of repurposing GenAI for so-
cial research? What are the reasons behind that choice, or why not opt for a given input? Then,
one tries, tests, and generates prompts while “being mindful of prompt formulation” as their
different settings can shape the outcomes (see Borra, 2024). Examples involve creating research
personas, using search queries (seeColombo et al., 2023; Borra, 2024) and political positioning
efforts (see Hartman et al., 2023; Rozado, 2023) as prompts or involving specified and under-
specified prompts to capture gender bias in the LLMs training datasets, as we demonstrate in
section 5. The decisions made are visually documented in a shared file, allowing all parties to
see how generative methods are being repurposed.

Designing digital methods projects with and about GenAI (Figure 2, Method 3) organizes a
workflow responsive toMethod 2 and open to experimental and exploratory analysis of GenAI
models, outputs, and interfaces. It is a way to explore new forms of knowledge production.
As an extension of the previous methods, now: because I understand what aspects of GenAI
can be repurposed, I will design a digital method project with it. Once again, decisions are
recorded in a shared file. Many questions arise about what we should look at and how to im-
plement methods, such as how to analyze GenAI visual, textual, and audio outputs. This essay
does not answer these questions directly but illustrates possibilities mapped by applying the AI
Methodology Map in research-led teaching and learn-by-doing workshops (see section 4). It
also showcases that GenAI visual-generated content can be repurposed with digital methods
research (see section 5).

8. https://genmap.designingwithai.ch/teaching-resources
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4 TheMap’s Applications: From Technical Awareness to Social

Investigations

This section introduces the AI Methodology Map as an interactive toolkit and teaching mate-
rial. It describes three situations in which the map’s theoretical perspective is applied in prac-
tice, and how empirical engagement informs its theory. Using a research-led teaching approach,
we integrated existing studies in digital methods, communication design, and media studies to
shape the workshop content. This approach facilitated the exploration of GenAI apps and
encouraged students to critically engage with these topics. Master’s students participated in
hands-on workshops and AI sprints9, where they learned by actively working with the GenAI
apps, AI concepts and research software.

The map’s first application focused on applying conceptual principles, what we called get-
ting familiar with GenAI, a five-day workshop to integrate GenAI methods into design prac-
tices. The second application, a six-hour workshop, focused on exploring and repurposing
GenAI apps for social research. We created an environment that allowedmaster students to ex-
pand their methodological imagination to address social, political, cultural, or environmental
issues while critically examining AI models. In the third application, we developed a study to
investigate algorithmic race stereotypes in the context of image generation using digital meth-
ods.

We argue that themap’s application (Figure 2) bridges GenAI concepts, technicity, and the
practice of digital methods by intentionally crafting interconnectedmethods that raise concep-
tual awareness about GenAI while technically and empirically engaging with it. Differing atti-
tudes focus on howwe respond quickly to GenAI’s impact with preventive measures; the map
takes a step back, slowing down reactive practices while creating spaces and opportunities for
GenAI to sit. First, reflecting an awareness component about the generativemethod and theAI
platform mediating access to the LLMs. That is a vision of GenAI from both conceptual and
technical perspectives. Second, investing in the specific mindset to work with digital methods
and GenAI while accounting for relational processes inherent to these methods is something
that only unfolds in technical practice. That is a vision of technicity due to the inevitable prox-
imity or a particular relationship wemust develop with computational media and AI necessary
to implement the method (Omena, 2021a). The Map then advances a technicity perspective,
operationalized through educational entry points (Figure 2, colour highlights) and cultivates
an awareness component about GenAI and its potential for and as research methods

• The nature of the generative method under experimentation

• The essential inputs and outputs of these methods

• Data practices

• Data documentation

• The technicity ofGenAI in developing digitalmethods-oriented projects (and vice-versa)

The educational entrypoints in theMapplay a crucial role inpromotingunderstanding and
engagement with GenAI. They are designed to showcase the potential of methods that are co-
designedwith and about generative AI. The entry points for data practices and documentation

9. The student sample was defined according to the author’s institutional affiliations and teaching agenda.
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are intentionally created to encourage users to ask relevant questions about generativemethods,
understand the role of prompts, and acknowledge themediating role of other analysis software
and the researcher’s intervention in interpreting GenAI outputs, models or interfaces.

Finally, the map’s theoretical framework and methods were employed in three educational
contexts, demonstrating its potential and reproducibility. These applications helped refine the
map’s methods and visual documentation and are described and discussed in the following
sections to support the argument that the AIMethodologyMap can bridge GenAI, technicity,
applications, and the practice of digital methods.

4.1 First Application: Getting Familiar with (Generative) AI

The first application occurred in July 2023 during a one-week workshop10 at the University
of Applied Sciences and Arts of Southern Switzerland (SUPSI) entitled “Designing With: AI,
ML, DV”, involving 18 multidisciplinary students and workshop facilitators from different
fields of design, architecture and social sciences11. The educational experience was organized
into two modules, covering other AI methods rather than exclusively GenAI methods. The
first module,Getting FamiliarWith, aimed to provide students with the basic theoretical and
practical skills of AI,ML, and data visualization (DV) through the introduction to literacy and
guided practical exercises with applications specific to each discipline. The second one, Get in
DepthWith, aimed to support students, divided into multidisciplinary groups, in developing
and practicing the methodology for designing with AI.12

During the workshop, students were provided with three design challenges to start explor-
ing and exploiting the framework and choosing the most appropriate AI web applications or
open-source models to employ. The design challenges addressed different topics and fields of
research, such as “Designing for Digital TwinCities”, “Designing for Digital Interactions” and
“Designing for Social Phenomena” (Figure 3). Group work was supported by workshop facili-
tators according to their interests and research competencies in the field. Additionally, through-
out the workshop, students were asked to document the integration of AI, ML, and DV tools
within each stage of the design process, keeping track of steps and choices. The process of doc-
umenting was intended first to foster the acquisition of a method, second, it allowed a holistic
analysis during the evaluative phase of the workshop, enabling a thorough examination of the
methods and frequencies at which students systematically exploited and integrated these tools
(Figure 3).

10. This workshop was developed in the context of research project “DesigningWith: A New Educational Mod-
ule to Integrate Artificial Intelligence,Machine Learning andData Visualization in Design Curricula” (Botta
et al., 2024). It supported testing and validation of the “Designing With Interactive Framework”, accessible
at the link https://designingwithai.ch/interactive-framework.

11. The “Designing With: AI, ML, DV” workshop included six students of the SUPSI Master of Arts in Inter-
action Design, four students of NOVAMaster in NewMedia and Web Practice, two students of the NOVA
Master of Science in Transition, Innovation, and Sustainability Environments, two students of the HEAD
Master in Space andCommunication, and three students of the EPFLMaster inArchitecture. Theworkshop
was part of a broader research, founded by Movetia in 2021, entitled Designing With A New Educational
Module to Integrate Artificial Intelligence, Machine Learning and Data Visualization in Design Curricula,
in collaboration between the SUPSI Institute of Design, the Universidade NOVA de Lisboa and the EPFL
(École polytechnique fédérale de Lausanne) Media x Design Lab. The website of the full project is accessible
via https://designingwithai.ch/.

12. The AI Methodology Map, conceptualized before the workshop and as the inspiration for its modules, has
since been further expanded with a specific focus on generative AI web applications for digital methods-led
research.
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Figure 3. Visual comparison of the Artificial Intelligence, Machine Learning, and Computer Vision
tools employed by student groups in their projects at various stages of the design process during the

Getting in Depth module of the DesigningWith AI, ML, and DVworkshop

We selected two projects to provide a comprehensive overview of the framework usage, ac-
cording to different briefs, AI applications employed, project objectives, and the nature of the
final artefacts. The first project, “Dew” (Amietta et al., 2023), developed by Raffaele Amietta,
André Filipe Nunes Matos, and Adèle Guilbault, explores innovative data representation and
interaction via generative AI models, enabling new communication forms between machines
and users, transforming perceptions of machine-human interactions in a combined digital-
physical realm. It originated from an inquiry posed to ChatGPT (OpenAI, 2023). The query
addressed was:

Student: “What is the difference between a human and a computer?”
ChatGPT: “Humans exist in the physical world, with sensory perception. Computers
are digital entities that do not have a physical presence. They interact with the world
through input devices, but they lack sensory experiences”

Starting from this answer, students formulated a set of research questions: “How can com-
puters have a sensorial perception of the world? And how can we see or hear what a machine is
perceiving from the data it’s collecting? How can we interact with it together?”.

These inquiries led to the development of a novel digital interface, “Digital Embodiment
Wave” (DEW), that shifts the perspective from human to machine, using collected data from
theweather (temperature, humidity, wind speed, solar radiation) to generate newmusic. DEW
communicates what it observes from the data being fed into it, generates sound, and allows for
interaction with humans through gestures, enabling the creation of new collaborative outputs.

Students started collectingweather datasets from the 18th of July fromVisual Crossing (Vi-
sual Crossing Corporation, 2003). The data collection process yielded a spreadsheet contain-
ing columns representing different aspects of weather, including temperature, real feel, dew
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point, humidity, wind gusts, wind speed, cloud cover, and solar radiation. The data was sub-
sequently translated into sound compositions utilizing TwoTone (Rogers, & Cairo, 2022), a
GenAI app dataset-to-sound. To make data experienceable, a user-machine interaction proto-
type was developed utilizing ML5.js and PoseNet (Kendall et al., 2016) to facilitate real-time
gesture-based sound modulation. Additionally, RunwayML (Valenzuela et al., 2018) was em-
ployed to generate the videos serving as the visual assets of the user-experience interface. Lastly,
to enhance the immersive quality of the experience, a web applicationwas created and hosted at
https://nerd-life-squad.github.io/about, in collaboration with GitHub and the code-assistant
capability of ChatGPT (Figure 4).

Figure 4. “Dew” project (Amietta et al., 2024). The protocol diagram illustrates the AI/ML/DV tools
employed at each stage of the design process

The second project, “Tomato Girl Summer”, developed by Catherine Yu, Jean Louise
Tschanz-Egger, and Mariana Souto (2023), explores the imagery of the social media trend
tomato girl across various platforms. The project integrates and mixes several AI/ML/DV
applications at different stages of the design process, by performing digital methods-led
research (Figure 5). The research phase involved gathering data — including images, captions,
comments and likes — from social media platforms TikTok and Instagram by using various
tools like DownThemAll (Maier et al., 2004), PhantomBuster (Boiret, 2016), Zeeschuimer
(Peeters, 2023), 4CAT (Peeters & Hagen, 2022), and Google Sheets. Then, collected data was
processed using Vision AI to detect web entities. For this purpose, Memespector GUI (Chao,
2021) and Google Vision were applied to recognize the visual content and text associated
with the images. Subsequently, Gephi (Bastian et al., 2009), Rawgraphs (Mauri et al., 2017),
Image Sorter (Visual Computing Group, 2018), and Voyant Tools (Sinclair & Rockwell,
2003) were employed to create various types of data visualizations, such as networks of image
descriptions, word clusters, engagement graphs, and colour grids, representing the different
findings of the analyses. The final stages involved prototyping and implementing interactive
outputs based on the research insights. This included, first, generating ideal images of tomato
girls, perhaps as archetypes or examples of the trend, using the Midjourney (Midjourney Inc.,
2022) text-to-image model. Then, a machine learning model was trained with the Teachable
Machine application (Google Creative Lab, 2017) to recognize the characteristics of a “tomato
girl” using the images generated. Lastly, this model was used to analyze live camera feeds from
users interacting with the interface, enabling real-time identification and interaction with the
“tomato girl” aesthetic and visual phenomena.

This project demonstrates how the integration of AI and ML applications with digital
methods-led research aims to render the results of analysesmore tangible and experiential. This
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approach enhances user engagement by fostering empathy with the social phenomena under
study. For example, the model trained with TeachableMachine enables users to embody them-
selves with the tomato girl visual trend and connect more personally with the research concept.
Furthermore, the utilization of Midjourney, employed to generate images of women that ad-
here to conventional gender norms, has the potential to prompt new inquiries into how text-to-
image models comprehend and contribute to the perpetuation of such stereotypical imagery.

Figure 5. “Tomato Girl Summer” project (Yu et al., 2023). This diagram illustrates the protocol of the
process, combining digital methods research with design methodologies to explore and analyze the

“tomato girl” imagery across social media platforms

At the end of the workshop, the students completed an evaluation questionnaire concern-
ing the content and pedagogical activities. The feedback gathered, together with the project
outcomes designed by students, proves the framework’s comprehensibility, effectiveness, and
potential.

4.2 Second Application: Generative AI as ResearchMethods

The second applicationoccurred inOctober 2023; a six-hourworkshop titled “GenerativeAI as
ResearchMethods” took place at UniversidadeNova de Lisboa as part of the ErasmusMundus
MA in Transition, Innovation, and Sustainability Environments. Before the workshop, stu-
dents participated in seminar sessions to learn about generative AI and image-generationmeth-
ods. The first part of the workshop involved individual exploration of various generative meth-
ods using the GenAI interactive visualization, followed by group discussions to generate collec-
tive ideas on leveragingGenAI as a researchmethod. The discussions revolved around the possi-
bility of repurposing generative methods outputs to study or identify socio-technical, cultural,
or political issues. Participants also discussed which GenAI method(s), such as Midjourney
for image and Copilot for text generation13, and why use them. The second part focused on
group work, with students working on their chosen generative method and receiving project
guidance. The project documentation was designed on Figma. The final output was a detailed
description of the workflow (Figure 6), elucidating decisions on implementing digital methods
on the generative method outputs.

The workflows mainly focused on exploring prompting techniques across models for text
generation (e.g. ChatGPT), image generation for understanding howmodels are fed (e.g. algo-

13. Two broad options were suggested. Social research for mapping social, political, cultural, or environmental
issues, or medium research-oriented project to interrogating generative methods via their outputs.
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rithmic bias detection), and advancing app walkthrough methods for audio and video gener-
ations. For example, a group of students designed a comparative analysis of audio generation
apps (Murf vs ElevenLabs14) with a specific focus on accent, tonality, the overall quality of the
audio, and gender variations and using text input to generate audio about the weather warning
alert in Portugal (see Figure 6). They observed that Murf (Edkie et al., 2020) offers consis-
tent audio outputs in terms of tonality and accent for a single voice actor, while ElevenLabs
(Dąbkowski, & Staniszewski, 2022) had inconsistent output using speech synthesis.

Figure 6. Methodological workflow documentation of the Audio Generation project. Group
members: Jan Carlo M. Castro, Ayesha Zulfiqar, Shivam Shumsher, David Vuth

Some methodological limitations in quickly accessing audio, image, and video generation
models due to GenAI apps’ pricing plans, or difficulties in automatically analyzing textual out-
puts from prompts using ChatGPT (OpenAI, 2023), have led to the conclusion that tradi-
tional digital methods may not always be the most effective solution. However, exemplary
projects resulting from the six-hour workshop, present innovative ways of repurposing GenAI
outputs for social research. One example is the “Situating Generative-AI Pain & Pleasure”
project, developed byMSc’s students Jan CarloM. Castro and Shivam Shumsher. The project
interrogates howCraiyon (Dayma, 2022), a free image generator app, represents pain and plea-
sure. Sixty-four prompts (32 for pleasure, 32 for pain) were divided into four categories: senses,
population, ethnicity, and continents. Sub-categories were created for each category. Using the
Digikam software (The DigiKam Team, 2001), they tagged 640 images with labels describing
entities, emotions, ages, and genders for both pain and pleasure.

Overall, the project findings (Figure 7) reported that Craiyon depicts pain predominantly
through human forms with a consistent red spot. Pain images often feature blue translucent
human-like abstract subjects and are more associated with older adults and children, partic-
ularly among migrant and refugee populations. Pleasure representations show growing diver-
sity, mainly featuring human subjects and a broader colour spectrum. Pleasure images aremore
likely to depict adults, particularlywomen, with children often shown in brighter backgrounds.
Emotionally, pain images are frequently labelled with sadness and are significantly associated
with refugees, migrants, and older adults. Pleasure images are more varied, with happiness,
disgust, and sadness almost equally represented, often showing children and older adults with
smiling faces. Gender-wise, pain images show a mix of genders with a higher representation
of females and abstracted non-binary figures. Pleasure images are predominantly female, with
even higher percentages when specific ethnic groups or professions like sex workers.

14. https://murf.ai/; https://elevenlabs.io/
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Figure 7. Exemplary project resulting from the Generative AI as ResearchMethods workshop at
Universidade NOVA de Lisboa. On the right, image collections represent pleasure; on the left, pain.
Situating Generative-AI Pain & Pleasure project developed by Jan Carlo M. Castro, and Shivam

Shumsher. Image source: Castro & Shusher, 2023. Miroboard link:
https://miro.com/app/board/uXjVNCx_UhM=/
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4.3 Third Application: Repurposing GenAI Visual Outputs

We repurposeGenAI to critically reflect onmethods to study the inherent bias constituting im-
age generation models (see Sun et al., 2023; Chauhan et al., 2024; Gorska & Jemielniak, 2023).
Two prompting techniques were adopted to create image collections with nine popular image
generation models (Figure 8). We used both underspecified and specified prompts, the latter
being a more detailed instruction that specifies elements such as the style of the image (e.g.,
pop art), the subject’s positioning within the frame, background details, and more. Secondly,
we transferred conventional digital methods for interpreting GenAI-generated content, such
as building, visualizing, and narrating computer vision networks (Omena et al., 2021) and ar-
ranging images by model, prompt, and hue with an image montage (Manovich, 2020).

Figure 8. Overview of the GenAI apps used in the Case study

The study’s main objective was to critically interrogate GenAI visual outputs and detect
algorithmic race stereotypes in the context of image generation. Results showed that out of
nine models, only Microsoft Bing AI would produce images associating Black women with vi-
olence and guns. Also, the nine GenAI apps (Artflow, Bing AI, Craiyon, DreamStudio, Run-
awayML, Dall-E, Lexica, and Stability.ai) tend to depict Black Women-as-sign trope (see Báez,
2023): Black women are either portrayed as young, skinny and beautiful or associated with se-
rious and angry expressions. The case study was motivated by the public report of a Brazilian
StateDeputy, Renata Souza, who got a racist output fromMicrosoft BingAI inOctober 2023,
as we will detail and discuss in the next section.

5 TheWorkflow: HowCanGenAI Visual-generated Content Be Repurposed

Using DigitalMethods?

This section describes howwe repurposed GenAImethods and visual outputs from nine mod-
els to expose racial stereotypes. It begins by situating a case study triggered by the generated
content of a Blackwoman holding a gun, despite the original prompt specifying aDisney Pixar-
like image. This raised the question of to what extent the current dominant GenAI apps for
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image generation (see Figure 8) contribute to the perpetuation of Black women’s detrimental
stereotypes. We then explain the digital methods and network vision methodology15 used and
conclude by discussing the main preliminary findings.

5.1 A BlackWomanMovie Star in the Favela – GenAI’s Biassed Takewith a Gun!

On October 25th, 2023, Renata Souza, a state deputy from Rio de Janeiro, shared a video on
Instagram (Figure 9) that exposed a racist issue with the Microsoft Bing AI generative models.
Souza created a prompt to generate a Disney Pixar movie poster with her as the leading role.
Her prompt was based on the following instructions:

A Disney Pixar-inspired movie poster with title “Renata Souza”. The main char-
acter is a Black woman using afro hair tied up, dress an African style blazer. The
scene should be in the distinct digital art style of Pixar, a favela in the back, with a
focus on character expressions, vibrant colors, and detailed textures that are char-
acteristic of their animations, with the title “Renata Souza” (Souza, 2023).

The model generated an image of a Black woman holding a gun with a favela in the back-
ground (Figure 9). She expressed her surprise and outrage in an Instagram video16, stating that
she had never mentioned weapons or violence in her instructions. She had only requested a
poster featuring a Black woman in a favela, but the model added a gun to the image. “This
is proof that algorithmic racism exist!”, she said. This GenAI output exposes algorithmic bias
and discrimination embedded inMicrosoft BingAImodels and how the data theywere trained
on reveals past discrimination, i.e. the association of a Black woman in a favela with violence,
a poor performance when generating images of underrepresented groups (Buolamwini, 2017).
It also reflects central discussions on algorithmic discrimination and oppression ingrained in
artificial intelligence technologies (Noble, 2018; Sharma, 2024) despite these issues being ob-
scured by the rhetoric of technology’s neutrality (Noble, 2013). The context of the case study
uncovers how Bing AI is perpetuating these patterns. After the repercussion, Bing AI blocked
the prompt used by Souza, arguing that it “might be in conflict with our content policy”. De-
spite that, the model had no problem generating images when we excluded Souza’s name from
the prompt.

As argued by Kassom and Marino (2022), social researchers may not only account for
technical understandings but also consider “the broader social impact of an algorithm’s use
and whether that use contributes to or ameliorates racial inequity” (p. 2). Reports of AI bias,
discrimination, and misleading or poor specific cultural representations from proprietary
AI have been well documented by researchers from diverse backgrounds (see Birhane, 2022;
Buolamwini & Gebru, 2018; Silva, 2023). Examples include Google Photos tagging Black
people as gorillas in 2015, Stable Diffusion associating Black men with gang members in 2022,
Midjourney failing to generate images of Black doctors treating white children in 2023, and
Canvas feature marking Black hairstyles as insecure in 2024 (Silva, 2023). By repurposing

15. Regarding reproducibility, the network vision methodology was developed by Janna Joceli Omena and her
collaborators (see Omena et al., 2021). This methodology is currently under formalization. The step-by-step
process can be easily repeated by anyone, including those not familiar with digital methods, by following this
document: https://docs.google.com/document/d/e/2PACX-1vR8IZJKni6j1tG8KE872LS8HsqBVe-
PKSIlqVG5mMAfR7vUKTzmW_T9TPSe7mA-GVwr0LwMS5I96dbq/pub. Further discussion on these
methods is available at Omena, 2021b.

16. https://www.instagram.com/reel/Cy1p6EQpwXB/?igshid=MzRlODBiNWFlZA
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Figure 9. Brazilian deputy Renata Souza’s Instagram post contains both the prompt she used on Bing
AI and the output the application generated. Source: Souza, 2023

GenAI apps and associated LLMs for image generation, this case study joins efforts in
documenting GenAI race stereotypes in the context of image generation, having as a starting
point Renata Souza’s Disney Pixar movie poster by Bing AI’s biassed take with a gun (Figure
9).

5.2 Designing DigitalMethods Researchwith GenAI Visual Outputs

Towhat extent do current dominantGenAImodels for image generation contribute to the per-
petuation of Black women’s detrimental stereotypes? To answer this question, we employed
network visionmethods (Omena et al., 2021) to visualize and analyze images generated by nine
GenAI apps and associated LLMs with computer vision and through networks (Figure 10).
In other words, we repurpose GenAI visual outputs to (1) investigate the response variations
among generativemodels when presentedwith identical prompts and (2) examine the presence
(or absence) and characteristics of racial stereotypes, particularly associations between Black in-
dividuals and violence, across different models. Thus, the main objectives of the case study
are not only to investigate GenAI-related social issues but also to interrogate generative mod-
els’ outputs, considering that these outputs “are not simply lookups or search queries over the
training data” but an entry to access the “transformer intelligence” (Burkhardt &Rieder, 2024,
p. 4) of the AI image generation models.

Considering the unpredictability of GenAI outputs and the models’ constant updates
based on users’ practices (Burkhardt & Reider, 2024), we first conducted tests prompting
various image-generation models to explore and compare results. Next, we defined the
formulation of specified and underspecified prompts (see Figure 10). The former reproduces
the original prompt by the Brazilian deputy so that we could assess how nine GenAI apps
respond to it. The latter adapts the original prompt into a broader one, reducing it to its main
keywords for a deeper scrutiny of the models’ responses: “A movie poster starring a Black
woman”.

Making image collections is the second step. We generated 30 images for each prompt using
Artflow (Wojcicki, 2020), Bing AI (Microsoft, 2023), BlueWillow (Limewire, 2023), Craiyon
(Dayma, 2022), Dall-E 2 (Ramesh et al., 2022), Dream Studio (Rombach et al., 2021), Lexica
(Shameemm, 2022), RunwayML (Valenzuela et al., 2018), and Stability.ai (Mostaque, 2019).
We paid US$ 40 to generate images with Dall-E 2, Lexica, and Stability.ai. Methods for visual-
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Figure 10. Themethod protocol for repurposing GenAI is to detect and expose racial visual stereotypes

izing and analyzing the generated 540 images are the third step. We built networks to examine
patterns, similarities, and specific characteristics in portraying Blackwomen acrossGenAI apps
and their responses to the same prompts. Additionally, we arranged images according to each
GenAI app’s output, prompt, and image hue. Bothmethods, separated and complementary to
each other, helped us identify racial stereotypes responsive to our specified and underspecified
prompts.

The methods employed in this study can serve as a template for investigating and address-
ing various social issues by repurposing GenAI outputs and examining generative models’ re-
sponses. They can be adapted for other projects exploring different societal concerns.

5.3 Findings: Visual Biases in AI-Generated Content

Overall, Bing AI is the only model displaying images of Black women associated with violence
and guns, with four instances featuring guns in its underspecified prompt images. A lack of
body diversity was detected, with a recurring pattern depicting Black women as young and
slender. Another prevalent stereotype pertains to facial expressions, where a serious, angry,
or intense gaze is commonly attributed to Black women. When it comes to generative visual
models, such as those used by Craiyon, results show they were not trained to capture specific
cultural and contextual nuances, such as accurately representing a Brazilian “favela”. In Brazil,
favelas are urban environments inhabited by low-income communities and are often associated
with social challenges such as poverty, violence, and lack of adequate infrastructure. This re-
sult exposes the need to include cultural sensitivity and proper training to ensure that GenAI
models accurately capture and represent various social and cultural contexts. Below, we present
detailed findings based on the research questions.
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RQ1: “How do different visual generative methods respond to the same prompt?”
The network vision analysis revealed that most models respond similarly to both prompts.

Images generated by Bing AI, BlueWillow, DreamStudio, Lexica, RunwayML, and Stability.ai
were positioned by ForceAtlas2 (Jacomy et al., 2014) in the centre of both networks. Therefore,
these models’ images were tagged mainly with the same labels/web entities by Google Vision
AI, i.e., respond to prompts with the same image styles. With the specified prompt (Figure
11), these models generated 3D cartoon images in a medium close-up shot portraying a Black
woman facing forward with afro hair in vibrant attire against colourful backgrounds. For the
underspecified prompt (Figure 12), these models mainly generated medium close-up shot im-
ages of Black women facing forward with afro hair, this time with a photography style and
orange/brown colour palettes.

Threemodels stood out of themajoritywhen responding to the prompts, with their images
placed in the periphery of both networks. Craiyon only generated solid colour backgrounds in
both prompts; therefore, its imagerywasmainly taggedwith labels/web entities related to facial
features and hairstyles. That is significant for the specified prompt because it explicitly asked
for a favela background, to which Craiyon did not respond. Artflow’s images, however, tend
to have more complex backgrounds than the other models’ outputs. Because of that, in both
prompts, its images lookmore like a film frame than amovie poster. Finally, Dall-E 2 generated
2D cartoon images in both prompts, showing an imperfect reproduction of the Pixar-like style
demanded in the specified prompt and distancing its imagery from other models that mainly
generated photographic images when responding to the underspecified one.

Figure 11. Network of AI-generated images and associated labels and web entities. This computer
vision network derives from the specified prompt and associated images interpreted by Google

Vision’s label and entity detection. Node positions indicate image clusters based on the co-occurrence
of computer vision labels and entities classifying one or more images.Node colours represent the

GenAI apps that generated these images.
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Figure 12. Network of AI-generated images and associated labels and web entities. This computer
vision network derives from the underspecified prompt and associated images interpreted by Google
Vision’s label and entity detection. Node positions indicate image clusters based on the co-occurrence
of computer vision labels and entities classifying one or more images. Node colours represent the

GenAI apps that generated these images.

RQ2: “Do other Generative AI models also generate similar or different racial stereotypes,
such as associating Black people with violence? If they do, what are the specific characteristics of
these stereotypes?”

The image grid visualization (Figure 13) facilitated the identification of racial stereotypes.
In line with feminist media studies, which highlight the women-as-sign trope — where
women’s bodies are used as icons symbolically representing specific communities (Báez, 2023)
— GenAI image models often rely on stereotypes when depicting Black women. This limited
representation supports and perpetuates oppression against this community (hooks, 1992).
For example, Bing AI generated images depicting black women with guns; there were four of
them. Additionally, all models exhibited varying degrees of other stereotypes.

Craiyon is the only model that doesn’t represent the favela as a busy, dirty, poor place be-
cause it only generates images with solid colours in the background. All models lacked diversity
in body types, with no images of older women and only one plus-size woman, a result aligned
with the fetishization of black women’s bodies identified by other researchers (see Noble 2018;
2013). Children and teenagers only appear in the images generated by the specified prompts.
There was also a lack of diversity in hairstyles, with Bing AI showing the most variation, albeit
primarily in images from the underspecified prompt. Finally, images depicting black women
smiling were mainly associated with the specified prompt. At the same time, those without
the Pixar-inspired input often featured stern or angry expressions, with Dall-E displaying this
stereotype prominently.
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Figure 13. The image grid visualization assists in identifying racial stereotypes across the GenAI
applications.

6 Conclusion, Challenges, Provocations

In this essay, we introduced the AI Methodology Map and its theoretical principles, system of
methods, and applications in educational and research settings. The map theoretically covers
perspectives and discussions on empirical engagement with GenAI in the Social Sciences and
Humanities. As an external object, it is materialized as teaching material and a pedagogical
tool for exploring GenAI Apps in the context of digital methods research. While we expect
the reader to take these perspectives together, they can also serve separate purposes if desired.
The map’s conceptual framework combines the practical and theoretical foundations of dig-
ital methods, visual thinking, and the documentation of data practices, along with interdisci-
plinary research. As a pedagogical resource and theoretical framework, themap integrates three
interconnected methods and a technicity perspective that elicit attitudes of making room for,
repurposing, and designing projects with and about GenAI. The expected results are geared to-
ward developing a specific mindset required to advance digital methods research rather than
“how-to” steps to achieve a specific research outcome, differentiating the methodology map
from a method protocol or recipe. Moreover, the map’s teaching guidelines highlight a fun-
damental aspect present in digital methods; practical, technical, and theoretical modes of rea-
soning interrelate with each other, not just occasionally but essentially (Omena, 2021a; 2022).
Its application, thus, is an invitation to understand GenAI from uncomplicated and technical
perspectives while thinking about howwe can use its outputs as research material or objects of
critique. As opposed to educational concerns in social research and higher education institu-
tions, which focus on developingmethodologies to neutralize bias or disclose ethical issues and
misuses of GenAI — quick responses to the AI impact. In this sense, the map contributes to
building literacy inGenAIbydiminishing the gap ofwhatMercedezBunz (2022) has addressed
as a moment of a profound human misunderstanding of AI cultures.

We argued that implementing theAIMethodologyMap can openup applied scenarios that
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account for and repurpose GenAI for social research. The map, thus, functions as a theoreti-
cal framework and a pedagogical resource (interactive toolkit and teaching material), bridging
theoretical and empirical engagement with GenAI. However, there are limitations and chal-
lenges to consider. First, the three applications of the map — not a final product as it can be
expanded — serve as just a starting point for both understanding in practice the potential of
GenAI as a research method, an object of experimentation and reflecting on the epistemology
of digitalmethods. Second, without the skills toworkwithGenAI open-source code platforms
and global information tracker repositories, the ease of access to generative methods relies on
the AI market. It is never a problem if you pay for it. Consequently, the absence of free trial
credits to GenAI models directly influenced the student’s decisions to work with specific gen-
erative methods (e.g. text and image over audio and video generation). Limiting, then, method
creativity and practice. Lastly, during the workshops, more attention could have been paid to
the role of foundation LLMmodels and the dominant models in the AI market. Likewise, de-
spite our efforts to explain prompts and their importance, workshop participants have not paid
much attention to their role in implementing the AI Methodology Map. Effective prompting
techniques were refined and implemented outside of the workshop contexts. This was possi-
ble when students were given a project assignment and extra time (weeks) to develop a digital
methods project with GenAI.

While this essay has illuminated the potential applications of the AI Methodology Map,
such as its theoretical points as a principle of orientation into engaging with GenAI, its use
in creating image collections to scrutinize AI generative models and uncover inherent bias in
their training datasets, we conclude by addressing three provocations. Regarding accessing AI
methods for research purposes, there are some aspects that the history of web API creation,
maintenance, discontinuation, and closure have taught us. From freely and almost unlimited
access to limitedly requested access according to project themes and institutions’ (or scholars’)
prestige to finally having no other option than paying for it. Social media and Vision AI APIs
are exemplary cases17. If advancing digital methods comes with a cost, will we be willing to
pay to access GenAI models? Should we ask questions about which models are worthwhile
and why? Or aren’t we just replacing the old consumption impulse to access large amounts of
social media data by generating content with GenAI and runningmodels for comparison stud-
ies? The second provocation refers to repurposing GenAI with digital methods. It is already
acknowledged in the AI community that generative AI methods “are essentially projecting a
single worldview, instead of representing diverse cultures or visual identities”18 (Luccioni, in
an interview for Nicoletti & Bass, 2023). If all AI models have inherent biases, should we con-
tinue to identify gaps, lacks, or absences in GenAI by developingmethods based on testing and
experimenting with prompt modifications? Or, should we take a step back, slow down, and
make room for properly learning about prompt techniques and the models themselves?

Lastly, and for the future of digital methods, to what extent are we moving towards de-
veloping more methods for dealing with GenAI data outputs, opening up a new agenda for
prompting methods? For example, are we developing methods to access a foundation model’s
internal “knowledge space” (see Burkhardt & Rieder, 2024), where user data is no longer cen-
tred or has become secondary? We also have learned that conventional digital methods can be
transferred to analyzing GenAI outputs. For instance, telling us what we already expect, AI

17. Additionally, the automationmarket service has, for instance, made researchers pay for these services to track,
capture, and study social and political bots or analyse the impact of social media ads.

18. See also the work of Nicoletti & Bass (2023), Sun et al. (2023) and Popescu & Shut (2023) in how GenAI
takes stereotypes and gender and cognitive biases.
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models are trained differently; therefore they carry unique forms of discrimination, e.g. Mi-
crosoft Bing AI associates black women with violence, generating them holding a gun. How
will we employ a conceptual, technical, and empirical understanding of GenAI to think about
new ways to design and implement methods?

We anticipate that theAIMethodologyMap’s reproducibilitywill spur further discussions,
extending the conversation we have initiated here.
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Abstract

Beyond being used as fast and cheap annotators for otherwise complex classification tasks,
LLMs have seen a growing adoption for generating synthetic data for social science and
design research. Researchers have used LLM-generated data for data augmentation and
prototyping, as well as for direct analysis where LLMs acted as proxies for real human
subjects. LLM-based synthetic data build on fundamentally different epistemological as-
sumptions than previous synthetically generated data and are justified by a different set of
considerations. In this essay, we explore the various ways in which LLMs have been used
to generate research data and consider the underlying epistemological (and accompanying
methodological) assumptions. We challenge some of the assumptions made about LLM-
generated data, and we highlight the main challenges that social sciences and humanities
need to address if they want to adopt LLMs as synthetic data generators.
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1 Introduction

Despite the novelty of the technology, Large LanguageModels (LLMs) have seen nascent adop-
tion by social scientists for research purposes in part due to the widespread public availability
of such tools made possible by commercial offers. Within the social sciences we observe two
approaches to LLM-produced textual content that seem to dominate. First, there are many
studies that have creatively applied social science research methods to study algorithmic sys-
tems themselves (for an overview see Moats & Seaver, 2019; and articles in this Symposium).
In particular, with the advent of LLMs we see a range of applications of social science methods
from psychology experiments (Almeida et al., 2024) to variations on ethnography (Demuro &
Gurney, 2024) as alternative ways to understand the capacities and limits of these technologies.
Second, there are a number of studies that have used LLMs to augment existing social science
methods either in data analysis or data generation (Møller et al., 2024). While all of these de-
serve discussion, in this essay we focus on the use of LLMs to produce — or experiment with
producing — synthetic data as research material for social science questions. In particular, we
are concerned with studies that seek to use such LLM-generated data to model or make infer-
ences about how people might act, react, or respond in a variety of situations.

In awidely cited article, Grossmann et al. (2023) argue that the capacity of LLMs for “simu-
lating human-like responses and behaviors offers opportunities to test theories and hypotheses
about human behavior at great scale and speed” (p. 1108). The authors go as far as to imagine
that “LLMsmay supplant human participants for data collection” (p. 1109). This enthusiasm
seems to be shared by an increasing number of scholars (e.g., Jansen et al., 2023; Aher et al.,
2023; Argyle et al., 2023; Hämäläinen et al., 2023; Törnberg et al., 2023). At the same time,
many scholars question some of the assumptions underlying these studies and suggest caution
in deploying LLMs as social science data-generation mechanisms (e.g., von der Heyde et al.,
2023; Bisbee et al., 2023; Agnew et al., 2024).

If LLMs could generate data as if they were “participants”, answering questions, making
decisions or arguing for those, this would certainly represent a seismic shift for many social
sciences that have often been struggling with hard-to-find participants, expensive data collec-
tion and questionable convenience samples. Yet while Grossmann et al. (2023) might claim
that LLMs are now able to produce language in a “contextually aware and semantically accu-
rate fashion” (p. 1108) current evidence within NLP research suggests that this is not quite
the case just yet (Cui et al., 2023). While LLMs might represent a tempting opportunity for
social science research given the ease and apparent facility in language production in response
to carefully worded prompts, the use of such data for generating insights about people requires
serious critical consideration.

In what follows, we review the extant literature and the emergent debate on the topic and
discuss what we see as the main concerns with the use of LLMs as a source of social science
research data.

First, we will discuss what type of synthetic data is actually produced by LLMs and in
what way it differs from other approaches to producing synthetic data. Second, we will ex-
plore the implications of the cautions Grossmann et al. (2023) note — the fidelity of training
data and considerations of its representativeness, the problem of LLMbiases, the challenges of
transformer-type models and their propensity for hallucinations, the emergent art of prompt
engineering and the idea of benchmark selection. Third, we will consider what kind of knowl-
edge can be gained from the analysis of LLM-produced data if we were to imagine that the
problems of benchmarking, transparency in model training, and data fidelity can be addressed
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and what sort of legitimacy this knowledge might claim. Ultimately, we reflect on the propo-
sition recently put forward by Bail (2024), that researchers could work towards the creation of
open-source LLMs specifically trained and deployed for social research, by highlighting what
we see as the major challenges that would need to be addressed.

2 Particularities of LLM-generated Data

LLM-produced data can be seen as a type of generated synthetic data. Synthetic data are
datasets generated using purpose-built mathematical models or algorithms (Jordon et al.,
2022) instead of being extracted from existing digital systems or produced through particular
forms of data collection. The idea of synthetic data has a significant history in statistics
and particularly within governmental and public institutions that need to make population
data available for analysis while ensuring confidentiality (Abowd & Vilhuber, 2008) where
population datasets have typically been treated through data augmentation and statistical
disclosure control techniques (Raghunathan, 2021). Synthetic simulation data also has a long
history in areas such as computer vision, which typically uses model specifications to generate
datasets (Nikolenko, 2021). The advent of greater computational capacities andmore complex
machine learning models made synthetic data augmentation and generation faster, cheaper,
less complex, and increasingly popular (Jordon et al., 2022).

Typically, synthetic data are seen to address any or all of three primary data challenges: data
scarcity, data privacy, and data bias (Van der Schaar & Qian, 2023). While there is no doubt
that generating synthetic data addresses the issue of scarcity by producingmore data given a set
of specifications, whether these data are of sufficient quality to be useful and whether they are
able to address the challenges of privacy andbias depends on context (Abowd&Vilhuber, 2008;
Belgodere et al., 2023; Figueira&Vaz, 2022; Jacobsen, 2023). With the advent of generative AI
models in the development of synthetic data pipelines, we see the development of new frame-
works proposed to evaluate the quality of the generated datasets. For example, Eigenschink et
al. (2023) propose five assessment criteria for synthetically produced datasets: representative-
ness, novelty, realism, diversity, and coherence. They argue that high-quality synthetic data
produced via generative AI should be able to capture population-level properties of the origi-
nal data, create novel data points that are realistic (given what we know of the original data),
and show internal diversity whilemaintaining coherencywith the original data. They also note
that the importance of the individual criteria varies significantly across domains and that the
ways in which such criteria should be tested differ. Without delving too deeply into the spe-
cific framework, it is clear that the focus is on the ability of the synthetic data to reproduce key
characteristics of the original data.

The development and rapid adoption of LLMs have led to the use of these systems for a
broad range of data generation tasks. Whitney & Norman (2024) distinguish between gen-
erated, augmented, and procedurally created synthetic datasets differentiating between them
“based on how derivative of a real-world training dataset they are” (p. 4). Procedurally created
synthetic data rely onpurpose-builtmodels that create data along a set of explicitly pre-specified
parameters, while generated data, such as what LLMs produce, arise from a model abstracting
from a training dataset in response to a particular input. Here, the training dataset is crucial
for ensuring that the resulting dataset is usefully similar to the data we might expect to collect
from people. LLM-driven systems, however, are not built with faithful data generation as a
goal. Rather than aiming to produce data that resemble a given original dataset, LLMs have
been trained to predict the occurrence of the next most likely letter, word, or group of words
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given the linguistic patterns of a text. Trained on ever larger amounts of data, LLMs are able to
mimic human-produced content (Jakesch et al., 2023) showing emergent abilities to perform
tasks thatwere not explicitly present in the training data1 (Radford et al., 2019;Wei et al., 2022).
There is no effort here to adhere to particular pre-existing patterns in the data.

Given the ease with which current LLM implementations can generate human-like text
on a near-infinite number of topics, it was not a huge leap to imagine the use of these tech-
nologies for generating data for research purposes. Seen as a convenient type of data, such
LLM-generated datasets are typically obtained given sufficient effort in prompt engineering
and, occasionally, the use of different available LLM implementations for comparison (Dillion
et al., 2023, Horton, 2023). It is possible to classify LLMs as a type of synthetic data generator
(Jordon et al., 2022). Keeping in mind that the goal of synthetic data generators is to produce
data that resemble particular aspects of real data while addressing issues such as privacy, lack of
diversity or data scarcity, one might ask if these goals are achieved by LLMs.

On the surface, LLMs can certainly generate data that mimics human-produced data, thus
potentially resembling aspects of real data. Yet there is one important caveat to consider. Syn-
thetic data is typically evaluated for utility and fidelity — how useful they are for a particular
task and howwell they resemble a real dataset given parameters important to the task. Here dif-
ferent types of fidelitymay be considered but the important question iswhat is necessary for the
task, but they require some capacity to compare the data we intend to mimic or augment and
the synthetic output. At times, fidelity issues can be quite insidious, as Johnson & Hajisharif
(2024) demonstrate a lack of intersectional fidelity in their tests withGAN-produced synthetic
census data. How are we to evaluate the fidelity of an LLM-produced dataset, especially given
the lack of access to the models generating the data or their training data? Howmight we eval-
uate differences in these data and their implications? Despite continuous advances, LLMs con-
tinue to display a lack of internal consistency in output. For example, Atil et al. (2024) have
recently reported how, when systematically studied, LLMs show a lack of stability even when
the input is the same. This was observed despite all the hyper-parameters being set tomaximize
the deterministic nature of the model. Importantly, stability not only varied between different
models (both commercial and open source) but also within the same model as a function of
the task.

Questions of utility and fidelity, of course, will vary depending on the particular applica-
tions of LLM-produced data, which we will address in the rest of the essay.

3 Applications of LLM-producedData in Social Science Research

While clear-cut divisions are inherently problematic, here we identify what we see as major
streams in LLM adoption for data production in the context of different types of social science
research. Organizing the existing methodological experimentation around three directions al-
lows us to see the existing similarities and differences between these approaches as well as the
shared underlying assumptions about “what” LLMs can do and why. It is worth noting that
while LLMs have been used to generate a variety of data we will generally treat this as textual
data for two main reasons. First, the underlying training data of LLMs are essentially textual
in nature. Second, even when LLMs are used to produce numeric values (e.g., producing a

1. Several researchers have questioned the concept of emergent capabilities (see Schaeffer et al., 2024). The actual
nature of these capabilities as well as their origin is irrelevant for the point of the specific article.
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number that expresses agreement or disagreement on a scale) that is achieved through a textual
prompt that asks themodel to express the output as a number thatwould, otherwise, be textual.

When researchers use LLMs to produce synthetic research data, they are leveraging the un-
derlying large amount of training data that characterizes these models as a proxy for individual
data or data about specific groups and populations. This underlying, often unspoken, premise
holds regardless of the specific research design and the specific LLMused. Within this perspec-
tive, there is no difference between using GPT-4, LLAMA-3 or Claude 3.5. What appears to
be revolutionary is that LLM technology has reached a scale that allows emergent and unprece-
dented capabilities (Grossmann et al., 2023), irrespective of specific implementations. Never-
theless, the vast majority of research in this overview relies on OpenAI’s GPT-3.5 and GPT-4
models. This is not due to any explicit analysis of the specific capabilities of GPT versus al-
ternative models but rather due to the easy access provided by OpenAI’s well-developed set of
APIs.

3.1 LLMs as an Improved Version of Agent-BasedModeling (ABM)

The excitement about LLM-produced data hinges on the model’s capacity to simulate human-
produced text (Grossmann et al., 2023; Bail, 2024). Controlled through carefully developed
prompts, such text production has been used to augment or even replace other forms of agent-
based simulation by several scholars (Park et al., 2023; Törnberg et al., 2023; Horton, 2023).
While agent-based modeling has a long history, scholars in this domain have long struggled to
overcome the limitations of ABM approaches: the necessary abstraction and simplification of
themodeled context and the lack of capacity of thesemodels to capture humandiscourse (Törn-
berg et al., 2023). Given LLMs’ ability to produce text that reflects realistic human reasoning,
such simulations would seem to address these major shortcomings of ABM.

In this context, LLMs have been used to create “personas” (Törnberg et al., 2023) through
specific prompts defining the relevant personality traits for each manifestation. These agents
were then used to create role-play situations following the prompted guidelines. The result
showed a higher level of emergent behavior when compared to mechanistic ABMs (Tornberg
et al., 2023). Park et al. (2023) have created an architecture based on ChatGPT to generate
computational software agents that present what they term “believable simulations of human
behavior.” Such social simulacra (Park et al., 2022) are used to explore real-world scenarios
with increased nuance, not available to more traditional ABM approaches (Wu et al., 2023),
achieved by ensuring backward and forward continuity (Argyle et al., 2023) as well as extended
memory (Park et al., 2023).

While the development of ABMs can be quite complex, authors point out that it is possi-
ble to generate autonomous goal-oriented agents by using LLMs with well-designed prompts
quickly and at little cost (Phelps &Russel, 2023). This direction has generated a great amount
of enthusiasm and has led to the creation of ad-hoc solutions where less technical researchers
can deploy LLM-based social simulations (Rossetti et al., 2024).

Despite the excitement, there are some cautions in deploying these approaches. While some
researchers find the results of such explorations convincing (Törnberg et al., 2023) or believable
(Park et al., 2023), others note that there are limitations to how well such models are able to
replicate human behavior in simulations of well-known contexts such as the iterated Prisoner’s
Dilemma (Phelps & Russel, 2023).

Nevertheless, simulations produced through ABM or LLM-based efforts do not need to
be entirely faithful to particulars of human behavior. After all, following George Box’s famous
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maxim, models can be useful even though all of them are wrong (Box, 1976). Where imple-
mentations of LLMs for modeling social contexts are used for insights into how people might
act in a variety of situations, some additional caution is warranted. It is precisely because LLMs
generate text, we notice an interesting trend towards personification (Jones et al., 2023) of these
systems in the interpretation of results. In their exploration of how people relate toGPT-3 out-
put, Jones et al. (2023) note that personification seems a common response, defining this as
the tendency to seek a human-like intentionality behind the output. For example, Törnberg et
al. (2023) present an interesting effort to simulate how different designs of social media plat-
forms might affect the resulting toxicity of the posted content. They use LLMs to generate
personas that then interact by producing simulated messages given prompts. They measure
the toxicity of the resulting text and suggest particular designs as potentially more successful.
However, in their interpretation, they seem to personify the simulated agents by noting that
the agents were “[…] responding to the posts from the other side that trigger or upset them”
(Törnberg et al., 2023, p. 6). Of course, LLMs can not be triggered or become upset, regard-
less of whether these systems are simulating a persona or simply producing text in response to
a prompt. LLMs, after all, don’t have emotions but such personification is common in inter-
action with systems that produce text (Jones et al., 2023). Törnberg et al. (2023) seem to rely
on such personification as a causal explanation for the evidence of increasing toxicity in the
simulation potentially over-interpreting or oversimplifying the implications of their data.

Interpretation, of course, is the linchpin of any social science research and the question re-
mains how to interpret LLM-generated output in this context. ABM researchers readily admit
the limits and oversimplifications of theirmodels (Phelps&Russel, 2023). Yet as Box (1976) re-
minds us, knowing how andwhy ourmodels are wrong is what enables us tomake themuseful.
There is no doubt that LLM-generated output is “wrong” in the Box sense, but how and why
are difficult questions to answer. Thus interpretation of results may rely on personification
and naive comparison to the researcher’s prior knowledge of contexts under study without any
real relationship to what the output actually represents.

3.2 LLMs as Humans in the Bottle

A second stream of research uses LLMs to substitute research participants in what would tradi-
tionally be an experimental setting (Horton, 2023; Breum at al., 2023; Dillion et al., 2023). In
this context, the role-playing ability of LLMs together with the ability to act according to spe-
cific instructions are used to generate particular interactions often between two instances of the
same model. For example, treating LLMs as “implicit computation models of humans,” Hor-
ton (2023) draws on classical experiments in behavioral economics to demonstrate how the use
of LLMs to simulate socio-economic decision-making and outcomes canmove beyond theoret-
ical economics as a way to generate insights that could be tested using more expensive methods
of research with people. Horton readily acknowledges that LLMs are just as wrong as math-
ematical models of economic behavior but demonstrates how they can provide useful insight.
This approach has also been used to study whether LLMs can reproduce dynamics of persua-
sion typical of human social systems (Breum et al., 2023) or if they can replicate well-known
economic and social psychological behaviors (Aher et al., 2023). Where some of this research
turns social science methods to explore the limits and possibilities of LLMs, these studies also
explore the potential of such approaches for advancing social science research in general.

One question this research explores is whether LLMs can “faithfully” reproduce human
dynamics through text production (Aher et al., 2023). Some researchers focus on comparing
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the output of LLMs with the results of well-known psychological or economic experiments.
This research attempts tomake an argument for exactly howwell such “implicit computational
models of humans” (Horton, 2023, p. 2) can perform, in order to assess how reliable these
models might be for new experimental efforts (Aher et al., 2023). As such, the criteria used to
evaluate the resulting data quality — and ultimately the ability of the model to act “as a proxy
for a human subject”— are largely based on the ability of the model to reproduce outcomes in
well-known, previously published papers. For example, Horton (2023) uses LLMs to simulate
outcomes of a decision-making scenario of allocating the federal budget between highway and
car safety programs, originally presented in a well-known paper by Samuelsen and Zekhauser
(1988). Results appear to show that themore advancedGPT-3Davincimodel can replicate the
status quo bias demonstrated in the original paper.

Aher et al. (2023) propose the term “Turing Experiments (TE)” as a means of evaluating
AI systems “in terms of its use in simulating human behavior in the context of a specific exper-
iment” (p. 1). They replicate, among others, the famous controversial shock experiment de-
signed byMilgram in 1963, where subjects were asked to shock the victim (an actor in another
room) with an increasingly high voltage. The experiment was originally intended to demon-
strate how far people are willing to go to conform to authority demands in the face of causing
harm and pain to someone. While ideally, simulations, such as those presented by Horton
(2023) or Aher et al. (2023), ought to be zero-shot, the fact that LLMs have been trained on
the vast corpora of Internet data generally means that these data are likely to include prior de-
scriptions of these famous experiments. To mitigate this factor, Aher et al. (2023) augmented
the original experiment in ways that they argued maintained the integrity of the results. They
compare the level of compliance observed by Milgram and reported in the 1963 publication
with the level of “compliance” simulated by the LLM, noting the similarity between simulated
and experimentally observed outcomes.

The idea here is that the similarity of LLMs’ outcomes to published experimental data
demonstrates how faithfully amodel is capable of reproducing human behavior. This provides
a legitimate argument for the use of these systems for validating new hypotheses about human
behavior, especially where more traditional modes of data collection can be difficult or pro-
hibitively expensive. Part of the problem with this argument is the fundamental assumption
that prior experimental results are representative of human responses—an assumption that has
been repeatedly called into question, especially around classic social psychology experiments of
conformity conducted by Milgram & Ash (Greenwood, 2018; Henrich et al., 2010). The ca-
pacity of these models to reproduce such experiments is likely more reflective of a collective
Western conviction that these experiments represent human behavior, rather than reflecting or
representing human behavior. The famous psychology experiments were intended to demon-
strate that our own beliefs and stories about why we do what we do are faulty. The question
then is how should LLMs’ output be interpreted correctly in such studies.

3.3 LLMs as Respondents to Surveys or Interviews

While this is the least common of the three streams of research and experimentation that we
have identified, it is also the most problematic. The use of LLMs in assisting survey research
spans the gamut fromgenerating survey questions, pre-testing survey instruments, or analyzing
data and summarizing findings (Jansen et al., 2023). Some research, however, has explored the
potential of LLMs to generate data that is then analyzed. In this section, we share examples
of how such data has been tested for predicting human responses in fields as varied as political
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theory, market research and design.
Although there are no studies yet that attempt to use LLM-produced data to make strong

claims about human responses, several researchers are exploring this possibility. Argyle et
al. (2023) presented one of the first efforts to demonstrate that LLMs can be used to generate
data that replicates known distributions of particular response patterns in what they, similar
to Horton’s (2023) “homo silicus”, call “silicone samples”. They make the assumption that
LLM output is based on underlying “human-like concept associations” where, “given basic
human demographic background information” the output can model “underlying patterns
between concepts, ideas, and attitudes thatmirror those recorded fromhumans withmatching
backgrounds” (Argyle et al., 2023, p. 4). While such a statement is in agreement with the
sentiment voiced by Grossmann et al. (2023), recent NLP research demonstrates that this is
an overstatement of current LLM capacities. For example, transformer-based language models
continue to have trouble generalizing beyond common linguistic constructions (Cui et al.,
2023).

Similarly, Brand et al. (2023) explore the capacity of LLMs to respond to survey questions
in away that is consistentwith economic theories and known consumer behavior patterns. Mo-
toki et al. (2024) deploy several well-known survey instruments about organizational behavior
and compare LLM-generated responses to published papers, noting that despite some limita-
tions the outcomes do replicate human behavior and can potentially be used to validate survey
instruments. In contrast, von der Heyde et al. (2023) generate LLM-based personas based on
German voting data and show that the LLM-generated outcomes tend to be more biased and
inaccurately predict voter choices. There is an emergent debate in the fieldwhere several studies
have demonstrated that LLM-generated data tends to be significantly unrepresentative, argu-
ing that perhaps such models are unfit for research applications (Simmons & Savinov, 2024;
Bisbee et al., 2023; Santurkar et al., 2023).

Going beyond survey responses, Hämäläinen et al. (2023) explore whether LLMs can be
productively used for qualitative research, specifically in design and user-experience research.
They generate interview responses using persona-based prompts and compare the outcomes
to published interview data. While there is an agreement that LLMs may not be particularly
useful for predicting human responses to a range of cues, it is argued that such social simula-
tionsmay nevertheless be useful for design purposes (Park et al., 2023;Hämäläinen et al., 2023).
Designers have long used techniques such as developing personas and imagining responses to
particular interactions with technology (Salminen et al., 2022) loosely based on research with
potential users. Thus it is not a far cry to imagine how LLMs could be used for a similar pur-
pose. Further, design researchhas frequently struggledwith theproblemsof representation and
inclusiveness — where user research focused on easily accessible people thus failing to address
edge users and lacking diversity in samples (Sin et al., 2021; Elsayed-Ali et al., 2023). Here again,
LLMs may offer a seemingly reasonable alternative, especially given the fact that engineering
prompts is perceived as easier and cheaper than recruiting people for user research (Hämäläi-
nen et al., 2023).

Whether generating survey or interview responses, researchers argue that LLM-generated
data could be useful as it is not only cheaper and quicker to produce, but it can also potentially
address sample diversity challenges (Aher et al., 2023; Argyle et al., 2023; Bail, 2024). In a re-
cent scoping reviewof the efforts to use LLM-generated data for various types of social research,
Agnew et al. (2024) caution that the substitution of human subjectswith “homo silicus” comes
into conflict with core research ethics values of representation and inclusion. They argue that
study participants have important discretionary powers when participating in research, such as
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opting out, resisting or being able to point out misconceptions on the part of researchers. The
use of LLM-generated data instead of human subjects then would shift these powers, making
the resulting research inherently exclusionary. This would exacerbate already existing issues in
user research, as scholars repeatedly point out LLMs tend to produce exaggerations of “stereo-
typical response patterns” (Simmons & Savinov, 2024; Bisbee et al., 2023) and reflect some
opinions over others (Santurkar et al., 2023).

4 The Challenge of Representativeness, Privacy, Bias andHallucinations

As scholarly excitement grows around the capacity toproduce increasingly varied types ofLLM-
generated data, we return to the typical challenges such data are expected to address: data
scarcity, privacy concerns and regulations, and lack of diversity and data bias. The papers we
reviewed differed substantially in how they discussed these concerns.

The vast majority of the papers we reviewed were clearly motivated by the problem of
scarcity. Results are often praised in light of the “low cost and high speed” of LLM data gener-
ation (Hämäläinen et al., 2023; Törnberg et al., 2023; Argyle et al., 2023). Agnew et al. (2024)
also identify scarcity as the most common reason. As is often the case with social research,
scarcity in this context is due to cost. For the most part, people are not exactly scarce — not
in the way that medical images of patients affected by a rare disease can be — but they can be
expensive or complicated to engage. As a result, a number of authors are enthusiastic about the
possibility to scale research in social and behavioral science, where it has notoriously relied on
small and unrepresentative samples (Bail, 2024; Grossmann et al., 2023; Horton, 2023). There
is no doubt that LLM-produced data can surely come in any volume necessary and at a very low
cost, yet it is not clear whether such scaling is, in fact, defensible or useful.

When considering the challenge of privacy and regulatory limitations, none of the papers
attend to the issue, although human participants do require a growing level of privacy protec-
tion and this directly translates both in ethical limits as well as into augmented costs for data
collection, processing, and storage. This is not unexpected. Existing research shows that the ac-
tual risk that LLM-based synthetic data poses via the generation of non-maliciously prompted
data seems quite low (Yan et al., 2024) and it is fair to assume that LLM-based synthetic data
would not fall under the protection of regulations such as GDPR and would not require com-
plex reviews from research ethics committees.

It is the issueof data bias, diversity, and representativeness that is discussed extensively across
the reviewed research. After all, for LLM-generated textual data to be viable for social science
research, the capacity to produce data that is representative of populations of interest is key.
What seems to be the bottom line formuch of the existing research iswell exemplified byArgyle
et al. (2023) when they argue that “algorithmic bias” in LLMs should be treated not as amacro-
level property to be corrected, but as a feature that allows the model to produce outputs that
reflect expected biases in the population and different subgroups. This argument builds on the
idea that, since LLMs are trained on massive amounts of online data, the data will be able to
capture fine details of the social system and of the several populations in it. This assumption is
often paired with the assumed ability of LLMs to be conditioned, through prompting or fine-
tuning, to assume specific points of view. In this way, LLMs are able to “extract” responses that
faithfully represent actual subgroups or demographics from their massive amount of training
data.

Yet there are many papers that document how LLMs tend to fail to generate output that
is representative of various population subgroups (Bisbee et al., 2023; Simmons & Savinov,
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2024; von der Heyde et al., 2023; Cao et al. 2023). These apparently contradictory results
are not surprising at this early stage. Given that the sheer amount of data needed to achieve
the performance reached by recent models is hardly obtainable through curated datasets, it is
difficult to know exactly what the specific model ingested as data as well as what information
about specific subgroups and with what level of reliability could be extracted from it. Such
capacity to create what would essentially amount to data segmentation by sub-groups appears
to be one of the key arguments in favor of LLM-generated data (Argyle et al., 2023; Aher et al.,
2023).

“Bias as a feature to be exploited” is a cornerstone of the idea of algorithmic fidelity. Schol-
ars argue that biased training data and its incorporation into the model is what gives the model
the ability to faithfully reproduce social groups (Argyle et al., 2023). At the same time, since
their large-scale commercial deployment, biases in LLMs’ outputs have been at the center of
public attention (Gordon, 2023) as well as academic research (Fang et al., 2024). So much so
that we have witnessed several attempts by commercial companies such as Google andOpenAI
to mitigate model bias in their final output, often with mixed results (Goodman & Sandoval,
2024). Even when accepting the idea of algorithmic fidelity as unproblematic, researchers’ in-
terests and platforms’ commercial plans do not seem aligned and research into the level of bias
that is actually present in the final outputs of commercial models shows contradictory results
(Tjuatja et al., 2023).

There are two fundamental questions — still largely unanswered — that suggest a careful
approach to the idea of algorithmic fidelity and its consequent concept of algorithmic or “sil-
icone” sampling (Argyle et al., 2023). First, what is the actual amount of bias that LLMs can
reproduce? Second, what is the relation between the training data and emergent behaviors dis-
played by the models?

4.1 The Problem of Bias and Representativeness

Questions of bias and representativeness have spurred several studies (Bisbee et al., 2023; Sim-
mons& Savinov, 2024; von derHeyde et al., 2023). For example, Tjuatja et al. (2023) evaluated
whether nine LLMs exhibit human-like response biases in survey questionnaires. Following
Törnberg et al. (2023) and Aher et al. (2023), this work leverages a framework widely used in
social psychology that aims to elicit bias by changing the wording of prompts. The results
demonstrated that LLMs’ output is not aligned with the expected human behavior such as a
“significant change in the opposite direction of known human biases, and a significant change
to non-bias perturbations” (Tjuatja et al., 2023, p. 2). These observations echo research by
Santurkar et al. (2023) reporting substantial differences between the views reflected by several
LLMs and those of manyUS demographic groups, noticeable even when themodel was specif-
ically prompted to represent a particular group.

In addition to showing poor bias-reproduction the work from Tjuatja et al. (2023) also
showed that LLMs that usedReinforced LearningHuman Feedback (RLHF) resulted in fewer
changes to question modifications as a result of response biases. Reinforced Learning Human
Feedback is a specific technique that allows the model to be trained on human-feedback rather
than just on data alone. This is largely used to mitigate known biases and unwanted behaviors.
While the applicationofRLHFmay result in better “products” for the general userwithmodels
that are overall more harmless and helpful (Sun, 2023), it contradicts the assertion that the
inherent bias of LLMs is what affords its representativeness (Argyle et al., 2023). While the
adoption of vanilla models — that have not gone through the process of RLHF — showed
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some benefit, the number of researchers in the social sciences who can realistically use LLMs
outside of the commercial offer, is, at the moment, quite modest.

The issue of representation gets even thornier if we consider the capacity (or lack thereof)
of LLMs to address cultural diversity in human populations (Cao et al., 2023). The use of
these models runs the risk of “value lock-in” (Weidinger et al., 2022) as LLMs are not able to
respond to subtle changes in normative positions and opinions in the population over time.
Agnew et al. (2024) point out that the use of LLMs supports notions of representation in re-
search only in a very weak sense, unresponsive to changes in opinions, views, and preferences.
As a result, studies using LLM-generated data run the risk of misrepresentation of smaller, po-
tentially more vulnerable populations is high, essentially reproducing age-old data colonialism
problems of social research (Couldry &Mejias, 2019).

4.2 The Problem of Emergent Behaviors

The second question that demands careful consideration is the tendency of LLMs towards hal-
lucination and emergent behaviors. Transformer-based models have a well-documented ten-
dency to hallucinate, typically defined as the production of factually incorrect yet convincing
information (McKenna et al., 2023). Since in the context of LLM-based data generation the
goal is not to retrieve specific information from the training data, it might seem that the prob-
lem of hallucination is not relevant to the task at hand (and this might explain why it is never
mentioned in the research papers we have reviewed). Nevertheless, we would argue otherwise.
Recent research fromMcKenna et al. (2023) shows how sentence memorization and statistical
patterns in the training data are major causes of hallucinations. In both cases hallucinations
are not caused by emergent properties but by “overreliance” on the sentences or the statisti-
cal patterns that have been learned from the training data. This has three possibly important
consequences for data generation. First, hallucinated responses would be perfectly “believable”
but, since they do not refer to any factual information, they will be harder to identify. Second,
the ability of LLMs models to be effectively conditioned to reasoning outside of its training
data can be limited. Third, this ability might not be equal for all the possible sub-populations
researchers might want to study. This expectation that LMMs should be segmentable, able to
reproducemultiple sub-population, is a key element in the approaches that use LLMs support-
ing ABMs. Here (see Törnberg et al., 2023) LLMs are explicitly asked to role-play different
positions on a specific issue. We call this expectation segmentability and it is worth noticing
that even if themodel should preserve algorithmic fidelity to the training data, this does not im-
ply that the model would be able to be segmented and produce data representative of various
population sub-groups. This needs to be evaluated on a case-by-case basis suggesting problems
of replicability and legitimacy of the resulting insights.

5 The Art and Challenge of Prompt Engineering and Evaluation

Social science research relies on robustmethodological descriptions for evaluating research out-
put and, in some fields, for ensuring replicability of results. With LLM-generated textual data,
the methodological descriptions typically focus on prompt engineering as many papers argue
that “proper conditioning” (Argyle, 2023) is key to ensuring fidelity of this kind of research.
In many cases (with the notable exception of Park et al. 2022, 2023) prompt engineering is
described as a tuning process necessary to achieve the best outputs/responses from the LLM,
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rather than a process with possibly profound consequences for the resulting data. Horton
(2023) provides a good example of how prompts are often simply “listed”.

Listing the prompts used in the research process seems to speak more to the problem of
transparency of research procedures and replicability than to the problem of data production.
If prompt engineering is a matter of replicability of the results, this means that the selected
promptbecomes theway tounlock themodel’s ability to generate thedesireddata or thedesired
population. With the same prompting, the same or similar data would be produced again in
the future. Yet, when investigating this specific assumption, Bisbee et al. (2023) found that
generated data varies significantly both for small changes in the wording of the prompts as well
as for the same prompt but asked at differentmoments in time. Similarly Atil et al. (2024) have
reported overall instability of the output even when the conditions for deterministic behaviors
are met.

If repeated prompts do not assure replicability of the research, then we have to consider
how that should be documented. Lack of replicability can have many causes, from the halluci-
natory nature of LLMs to the commercial nature of available platforms — platforms that are
constantly updated and upgraded to offer an improved commercial product that does not need
to be backward consistent. This has implications for how such datamay need to be interpreted
and what kinds of insights might be warranted. After all, differences due to emergent behavior
have different implications to differences due to changes implemented at the platform level for
commercial reasons.

Prompts lead us to consider evaluation and benchmarking. The papers we reviewed above
offer different approaches to evaluating the resulting datasets for usefulness, fidelity, “faithful-
ness”, or “believability”. Where evaluations would typically cleave close to the purpose of data,
they also need to be systematic and replicable (thus becoming consistent and robust research
instruments). Current implementations run the gamut (thus Törnberg’s essay [2024] in this
special issue) but they seem to often get reduced tomeasures of believability—does this output
look like humanoutput—which does not address the issue of usefulness given the assumptions
of surveys or interviews and given the fact that people are just notoriously bad at distinguishing
human and AI output even for older version of LLMs (Köbis &Mossink, 2021). Nor do they
consider hownormative ideas ofwhat counts as “human”may be embedded in and reproduced
through use of such evaluative measures (Rhee, 2018). Where believability is useful for creat-
ing non-player characters in computer games, because their goal is only to be “believable” in
interactions with players, it isn’t a great measure of utility for making inferences about human
responses. Just because the produced content is “believable” does not mean it has epistemic
legitimacy.

This acknowledgement of different standards of “believability” draws attention to the im-
portance the context of use and epistemological standpoint. For some social scientists, the idea
that LLMs could produce “believable” material seems quite alien to the experience of, for ex-
ample, conducting fieldwork to acquire relatively small amounts of qualitative data about lived
experiences. For others, the material produced by an LLMmay be sufficiently “believable” to
be useful in a simulation. Underlying these differences are epistemological assumptions about
how knowledge can and should be produced in order to say something useful about the world.
Using “believability” as awayof assessing thematerial also tends toobscure darker questions: as-
sessing “believability” requires a baseline in which humanness is quantified andmeasured, and
can be used to compare outputs from LLMs. This quantification process reproduces highly
problematic norms about who counts as human and why (D’Ignazio &Klein, 2023; &Gebru,
2018; Rhee, 2018).
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The measure of faithfulness then may seem a better form of evaluation for some branches
of the social sciences at least. Herewe see replications of prior psychological or economics exper-
iments with the idea that if LLMoutput aligns with what we know about how people respond
to the known situation, then output produced in response to novel situations will be similarly
aligned. Once againwe run into several problems. The fields of psychology and economics have
been going through a crisis of replicability—where scholars seem to be unable to replicate old
and established experimental evidence with new studies with people. What does it say then if
LLMs replicate the canon, even as it is challenged by studies with people? Many psychology
and economics studies, as well as large-scale surveys in political science and demography, have
been criticized for studying an unattainable ideal of the average person, statistically derived but
non-existent in practice. Based on the results obtained by Bisbee et al. (2023) and by von der
Heyde et al., (2023), LLMs might be in a similar situation, they can produce a set of averages
— unattainable in practice.

As Horton (2023) notes, sure all models are wrong, LLMs included, but that does not
mean we can’t use them for thinking about what questions to ask and how to ask them. Yet it
is worth reflecting on what questions might emerge given the particular notions of the average
person embedded in LLMs and what kinds of questions might be left out. After all, if LLMs
were to somehow produce data that might lead to fundamentally new questions, would it not
by definition fail the test of faithfulness?

6 TheQuestion of Legitimacy and Situatedness of Knowledge

While much current work acknowledges the limitations of the LLM-generated data and ex-
plores using currently available technology, there is also substantial agreement that we can ex-
pect the quality of LLM-generated textual data to improve as more complex models come on-
line, model architectures evolve and data curation methods become ever more sophisticated
(Hämäläinen et al., 2023; Törnberg et al., 2023; Park et al., 2023). This, however, does not ad-
dress the epistemological issues that we have considered in this paper. Stepping back from spe-
cific technical challenges, there remain broader epistemological questions which are provoked
by the increasing interest in LLM-generated data across the social sciences. Here we focus on
two areas of concern: legitimacy and situated knowledge.

First, several of the papers we have analyzed build their justification on a specific version
of the data scarcity argument. Data is scarce for many reasons due to the costs and challenges
associated with recruiting people for research studies. LLMs promise an infinite number of
quasi-human participants, lowering that cost by making quasi-human data abundant. While
the cost of data is indeed a serious barrier for many researchers, it is not clear to what extent
this can justify the use of LLMs without a thoughtful assessment of its epistemic legitimacy.
Data scarcity is also just as likely to indicate that the research participants are unwilling to take
part or have never been considered as “valid” participants before. In such cases, there may be
no existing data with which to compare, or the data may be considered highly problematic. In
such cases, LLM-generated data may exacerbate existing data inequalities. Following Agnew et
al. (2024) critique, using such data to solve a data scarcity problem risks misrepresentation or
ignores the “real” question of why there is no data. The research community was tempted, in
the not-too-distant past, to assume that large quantities of digital data could be used as good
proxies for complex social phenomena, only to find out that this was not the case (Jungherr et
al., 2012).
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Second, qualitative scholars have long struggled to claim the validity of their insights, es-
pecially in fields dominated by alternative epistemological positions where quantitatively pro-
duced knowledgewithmarginally defensible claims to generalizabilitywas seen as the only legit-
imate sort. There is much excitement about the capacity to scale prior experiments and studies
on limited samples through the use of LLM-generated data (Agnew et al., 2024; Bail, 2024).
This stems from the underlying assumption that such data can be seen as more representative
of population groups that the researchers wish to study, also known as fixing the diversity prob-
lem. Insights derived from such simulations then would only need limited substantiation in
“the real world” as it were. There is nothing inherently wrong with simulations, but the chal-
lenge here is in understanding howmuch, and in what ways will LLM-generated outcomes dif-
fer from human answers, and in identifying how and in what ways thesemodels may be wrong,
especially if we have limited prior data with which to compare against. The danger, as we see it,
is in the well-documented tendency of LLMs to produce output that reduces already expected
diversity when compared to prior studies (von der Heyde et al., 2023), essentially replicating
the status quo, because this is strongly embedded in the training data.

LLM transformer architectures innovate beyond the problem of the more traditional ma-
chine learning models, which in their reliance on past data for making predictions are by def-
inition “always fighting the last war again” (Groves, 2015). Yet they too are constrained by
whatever reality the training data represent — the models, after all, can only inhabit a reality
described in that training data and no other. Despite the vast amount of data used for train-
ing OpenAI’s GPT models, the gargantuan effort to clean training data and make them less
toxic (Perrigo, 2023) speak to the desperate lack of quality or representativeness of these data.
Yes, these data are the largest and “the best we got” but there is a good reason why unvarnished
and uncorrected models are not made available — the mirror they hold up to humanity is pro-
foundly terrible (Finkelstein, 2008). The models that are made available for consumption are
adjusted, cleaned up, made palatable and “value-aligned” resulting in output that might create
an imaginary generic average person, butwho that person is, is difficult to assess. While simulat-
ing human social systems with LLMs provides intriguing insights into the models themselves,
what such output might reveal about us more generally, is a question that requires cautious
consideration.

How might we “situate” the knowledge produced using LLM-generated data then? The
papers we cite default to lists of prompts and details of the technical setup, but arguably also re-
quire deeper considerations of where the models are wrong and what is missing, tempering the
excitement with the possibility of sweeping statements about “human” behavior. What counts
as “data” influences how “data” are understood, collected and processed, and are intimately
connected with establishing and validating the boundaries of “proper” knowledge production
(Haraway, 1988; Kitchin&Lauriault, 2018). LLM-generated data require deep considerations
of fidelity — both intersectional and otherwise (Johnson & Hajisharif, 2024) — as well as of
positionality, paying attention to what kinds of knowledge are made possible with the use of
these data and which are foreclosed.

7 DataMust Be Cookedwith Care

The idea of a computational assistant that could precisely and flexibly analyze vast amounts of
complex data with quasi-qualitative skills is undoubtedly tempting for researchers, who have
often struggled to adapt their methods to the growing amount and complexity of the data at
their disposal. LLMs show such remarkable analytical skills as a result of the unprecedentedly
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large amount of data used in their training phase, but it is a leap to simply assume that these
training data represent a viable proxy for the social reality behind the model. While still in
its infancy, compared to other applications of LLMs, the idea of LLMs as data generators is
intriguing, given the range of scholarly struggles with the complexities of data access. Some
types of data may be more abundant, but they may not be easier to obtain or use.

Data is a complex and contested term, yet it has come to define the digital world we inhabit.
Early debates around big data contested notions of raw data (Helmond, 2014), pointing out
that data are never raw, out there, merely waiting to be collected (Bowker, 2008). Rather, data
are always made, created, cooked as it were and if we are to acknowledge this, data ought to
be cooked with care (Bowker, 2013). More importantly, when it comes to scientific practice,
different epistemologies and methodologies “cook” data differently — seeing some methods
of data generation as more legitimate than others. In many ways, synthetic data generation of-
fers a way to create tidy, well-appointed datasets that are ultimately made specifically for this or
that purpose, without the problems of cleaning messy data. Such control is one of the attrac-
tive qualities of synthetic data for many (Savage, 2023). What sort of cooking happens when
generating data using LLMs? This is a muchmore difficult question to answer givenmyriad as-
sumptions about training data, prompt processing, and emergent behaviors thatmust bemade.
Arguably, LLMs offer ease of generating data, but they provide far less control over the recipe,
compared to any other approach to generating similar data from human participants.

In this essaywehave looked at different examples of usingLLMs for data productionwithin
the social sciences. We have discussed how LLM-generated data are similar to what we gener-
ally define as synthetic data but also where it differs. LLM-generated data aim to solve the
problems of scarcity and privacy. LLMs’ ability to produce large amounts of seemingly realistic
data, as well as their ability to role-play various demographics with a very tenuous identifiability
with the underlying training data perfectly address these needs. When it comes to bias, studies
proposing the use of LLM-generated data take a different approach compared to other types
of synthetic data. Rather than seeing bias as a problem that should be measured, quantified,
and potentially addressed, LLM-based approaches attempt to embrace it, leveraging it, either
implicitly or explicitly, as algorithmic fidelity. This difference has interesting consequences and
originates from the difference in goals. Whilemost of the recent interest towards synthetic data
is driven by the need to feed more and more high-quality data into AI models to improve their
performance, LLM-generated data is the output of an AImodel that could potentially be used
directly for research or prototyping activities. This has potential but we argue that current
approaches overlook a number of important issues.

8 The Future of Data?

Aswe have highlighted in the sections above, the idea of using LLM-generated data for research
in the social sciences is relatively new and its robustness is still disputed. The inherent com-
plexity of LLMs, as well as their fast-paced evolution suggest caution when researchers make as-
sumptions about themodels’ algorithmic fidelity or about their actual ability to be conditioned
to represent various segments of the population. These are, after all, products not developed for
research. Regardless of their commercial nature, which introduces additional complexity due
to misaligned goals between tech companies and academic researchers, LLMs have not been
developed as proxies of society. They have not been fed growing amounts of data aiming at
improving their ability to represent a societal digital twin. Au contraire, many of the current
trends (Saracco, 2023) that we see in the actual development of LLMs seem to suggest that the
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future will not be more data and more algorithmic fidelity but smaller models, trained with
smaller amounts of data and fewer parameters that will still be able to score similar results in
reasoning tasks.

While today LLMs can surely prove useful to produce data for prototyping research or
testing initial hypotheses, their reliability should constantly be questioned and confirmed. Of
course, the results we have discussed here leave open the possibility that future LLMs could
be specifically designed, trained and developed for research applications. This possibility has
recently been proposed by Bail (2024). Imagining large-scale LLMs developed and dedicated
to research is not simple and requires a substantial change in the way social scientists approach
their research tools, but it could also open up unprecedented opportunities. As many authors
havenoticed,what is potentially revolutionary areLLM-basedmodels trainedon large amounts
of data, rather than the specific commercial implementation. Commercial solutions, while
currently more advanced than open-source alternatives, come with many of the problems and
limitations that we have discussed above (fromunknown safeguards to fine-tuning and opaque
training data). Open-source LLMs are better for ethical reasons (Spirling, 2023) and they may,
at least in theory, offer better transparency, and improved control and could be based on ad-
hoc training data. Yet if research-oriented open-source LLMsmight be the future of LLMs for
social research, it is probably a good idea to reiterate some of the key challenges they will have
to face: representativeness, segmentability and data curation.

Representativeness: As many authors who have proposed the use of LLMs for data gener-
ation argue, bias that derives from biased data should not be considered a problem but as a
feature of the system. Given biased training data, from a research point of view, one might
want that bias to be transferred to the model’s outputs. The challenge is that this is not what
has been observed. While LLMs seem to be able to faithfully reproduce biases and leaning at
the level of large groups they systematically fail at representing smaller groups and minorities.
Algorithmic fidelity, in other words, is not stable when the system is prompted to represent
certain parts of the overall population. What is more, while some types of differences may be
reproduced, there is always the danger of what Johnson & Hajisharif (2024) term “intersec-
tional hallucination” where the inherent LLM bias and built-in attempts to mitigate it might
result in strange demographic configurations.

Segmentability: Directly building on the assumption of bias as a way to faithfully represent
the underlying data, there is the idea that LLMs can be segmented and conditioned to represent
specific sub-populations. The extent to which this is true is still unclear. While prompting and
fine tuning have shown some ability to condition the results, limits have also been observed as
well as a considerable amount of inconsistency even with stable prompting.

Data curation: While LLMs require, by definition, a large amount of training data, com-
plete lack of control overwhat constitutes training data is problematic both for ethical and legal
reasons (Rahman & Santacana, 2023). With the progress shown by smaller models (Saracco,
2023), research LLMs should carefully consider to what extent curated training data is a pos-
sibility and what would be the consequences. Over the years researchers working with hard-
to-get data have developed considerable experience with projects of data donation (Araujo et
al., 2022). This experience could be leveraged to coordinate massive collaborative efforts that
would select training data not because it is available or accessible but because it has been deemed
relevant. The limits and consequences of such an approach are, clearly, unknown but the ethi-
cal and legal risks of the alternatives might end up being too large for non-profit research insti-
tutions.

As things are right now these problems have been scarcely investigated and solid ways to
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measure them and their impact on the LLMs’ ability to work as data-generation tools for social
scientists have not been proposed. This should probably be a key part of any research agenda
that leads to the actual development and deployment of LLMs as data generators for social
sciences.
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